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pour obtenir le grade de Docteur ès sciences, mention physique
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Resumé

Le travail présenté dans cette thèse est structuré en deux parties distinctes. La première décrit une recherche en su-
persymétrie, comprenant une stratégie d’analyse novatrice basée sur des techniques de machine learning. La seconde
se concentre sur le système de déclenchement à haut niveau d’ATLAS, avec une attention particulière au contrôle des
performances et l’optimisation des ressources dans le contexte de la récente amélioration Phase-I.

Cette thèse présente une recherche pour la production directe de paire de squark top supersymétrique dans des
événements contenant deux leptons de charge opposée (électrons ou muons), des jets et de l’impulsion transverse
manquante. L’analyse est basée sur des données issues de collisions protons-protons collectées avec le détecteur
ATLAS au Grand Collisionneur de Hadron (LHC), correspondant à une luminosité totale intégrée de 193 fb−1.
L’ensemble de données est constitué de 140 fb−1 à une énergie dans le centre de masse de

√
s = 13 TeV, collecté entre

2015 et 2018 pendant la seconde période de prise de données (Run 2) du LHC, et 53 fb−1 à
√

s = 13.6 TeV, enregistré
en 2022 et 2023 pendant la troisième période (Run 3). La recherche cible spécifiquement les squarks top passant par
une désintégration à deux corps comprenant un quark top et le plus léger des neutralinos, et elle est sensible à travers
un grand intervalle de différence de masse entre les deux particules supersymétriques. En utilisant tout l’ensemble
de données, l’analyse atteint une sensibilité attendue à la masse du squark top allant jusqu’à 1.1 TeV, et à la masse
de neutralino jusqu’à 600 GeV. La sensibilité de l’analyse est également évaluée pour des modèles dans lesquels la
différence de masse entre le squark top et le neutralino le plus léger est inférieure à la masse du quark top. Dans ce
scénario, le squark top se désintègre en neutralino le plus léger ainsi qu’un boson W et un quark b par le biais d’un
quark top hors de sa couche de masse. Pour ces modèles, la sensibilité de l’analyse s’étend aux masses de neutralino
allant jusqu’à 450 GeV pour une masse de squark top de 600 GeV. Finalement, l’analyse est appliquée à un modèle
consistant en la production associée de paires quark top-antitop avec un boson de Higgs se désintégrant invisible-
ment, résultant en une limite supérieure attendue sur le rapport de branchement invisible du boson de Higgs de 0.29,
basé sur l’ensemble de données complet de 193 fb−1.

La seconde partie de cette thèse présente le système de déclenchement d’ATLAS dans sa configuration pour la
troisième période de prise de données, suite à une importante mise à jour entre la seconde et la troisième période
de prise de données du LHC. Depuis le début de la troisième période, ATLAS enregistre jusqu’à 3 kHz d’événements
physiques entièrement reconstruit à partir des collisions du LHC à 40 MHz, avec un taux supplémentaire alloué à
la lecture partielle d’événements. Le système de déclenchement à deux niveaux est responsable de la sélection en
temps réel des événements d’intérêt pour le large programme physique d’ATLAS, tout en rejetant à un taux élevé
les événements de bruit de fond. La sélection des événements, encodée dans le menu du système de déclenchement
d’ATLAS, cible à la fois des signatures physiques génériques et des spécifiques pour des analyses. L’un des princi-
paux défis du système de déclenchement d’ATLAS est de maximiser le résultat physique de l’ensemble de données
enregistré tout en opérant dans des contraintes strictes sur la bande passante et les ressources des processeurs. Cette
thèse fournit une vue d’ensemble détaillée des outils de surveillance de la performance du système de déclenchement
à haut niveau. Un accent particulier est mis sur la stratégie d’application des facteurs de présélection pour gérer les
taux de déclenchement et l’utilisation du processeur. Dans ce contexte, une contribution centrale de ce travail est
le développement et l’optimisation du paquet logiciel utilisé pour générer les ensembles de facteurs de présélection
pour la troisième prise de données d’ATLAS.



Abstract

The work presented in this thesis is structured in two distinct parts. The first describes a supersymmetry search, in-
cluding a novel analysis strategy based on machine learning techniques. The second focuses on the ATLAS high-level
trigger system, with particular attention to performance monitoring and resource optimisation in the context of the
recent Phase-I upgrade.

This thesis presents a search for the direct pair production of supersymmetric top squarks in events containing two
opposite-charge leptons (electrons or muons), jets, and missing transverse momentum. The analysis is based on
proton-proton collision data collected with the ATLAS detector at the Large Hadron Collider (LHC), corresponding
to a total integrated luminosity of 193 fb−1. This dataset consists of 140 fb−1 at a centre-of-mass energy

√
s = 13 TeV,

collected between 2015 and 2018 during the LHC Run 2 data-taking period, and 53 fb−1 at
√

s = 13.6 TeV, recorded
in 2022 and 2023 during the Run 3 of the LHC. The search specifically targets top squarks undergoing a two-body
decay into a top quark and the lightest neutralino, and it is sensitive across a wide range of mass differences between
the two supersymmetric particles. Using the full dataset, the analysis achieves an expected sensitivity to top squark
masses beyond 1.1 TeV, and neutralino masses up to 600 GeV. The sensitivity of the analysis is also evaluated for
models in which the mass difference between the top squark and the lightest neutralino is smaller than the top quark
mass. In these scenarios, the top squark decays to the lightest neutralino, and to a W boson and a b-quark via an
off-shell top. For these models, the analysis sensitivity extends to neutralino masses up to 450 GeV, for top squark
masses of 600 GeV. Finally, the analysis is applied to a model consisting of the associated production of top-antitop
quark pairs with an invisibly decaying Higgs boson, resulting in an expected upper limit on the Higgs boson’s invis-
ible branching ratio of 0.29, based on the full 193 fb−1 dataset.

The second part of this thesis presents the ATLAS trigger system as configured for Run 3, following a major up-
grade between the Run 2 and the Run 3 data-taking periods of the LHC. Since the start of Run 3, ATLAS is recording
up to 3 kHz of fully built physics events out of an LHC collision rate of 40 MHz, with additional rate allocated to
partial event readout. The two-level trigger system is responsible for selecting in real time events of interest for the
broad ATLAS physics programme, while rejecting a high rate of background events. The selection of events, encoded
in the ATLAS trigger menu, targets both generic and analysis specific physics signatures. One of the main challenges
of the ATLAS trigger system is to maximise the physics outcome of the recorded dataset while operating within strict
constraints on bandwidth and CPU resources. This thesis provides a detailed overview of the high-level-trigger per-
formance monitoring tools. A particular focus is given to the strategy for applying prescale factors to manage trigger
rates and CPU usage. In this context, a central contribution of this work is the development and optimisation of the
software package used to generate prescale sets for ATLAS data-taking in Run 3.



Contents

Introduction and personal contributions 1

I From Physics Theory to Analysis Objects 7

1 Standard Model and beyond 9
1.1 The Standard Model 9

1.1.1 Elementary particles 9
1.1.2 Fundamental interactions 10

1.2 Supersymmetry 19
1.2.1 Limitations of the Standard Model 19
1.2.2 Minimal Supersymmetric Standard Model 23
1.2.3 Top squark 30
1.2.4 Natural SUSY searches at the LHC 34

2 Experimental setup 41
2.1 The Large Hadron Collider 41

2.1.1 Accelerator complex 41
2.1.2 LHC fill cycle 43
2.1.3 Luminosity and pile-up 44

2.2 The ATLAS detector 50
2.2.1 Magnet system 53
2.2.2 Tracking: the Inner Detector 55
2.2.3 Calorimetry 57
2.2.4 Muon System 61
2.2.5 Forward Detectors 63
2.2.6 Trigger and data acquisition system 63

3 Object reconstruction in ATLAS 69
3.1 Common reconstruction algorithms 69

3.1.1 Tracks and vertices 69
3.1.2 Topological clusters 72
3.1.3 Particle-flow 73

3.2 Electrons 74
3.2.1 Electron reconstruction and calibration 74
3.2.2 Electron identification 76
3.2.3 Electron isolation 78

3.3 Muons 79

vii



viii Contents

3.3.1 Muon reconstruction and calibration 79
3.3.2 Muon identification and isolation 81

3.4 Jets 82
3.4.1 Jet reconstruction 82
3.4.2 Jet energy calibration and resolution 84
3.4.3 b-tagging 86

3.5 Missing transverse momentum 88
3.5.1 Missing transverse momentum significance 89

II Search for top squark pairs 93

4 Overview and datasets 95
4.1 Data sets and simulated samples 97

4.1.1 Data 97
4.1.2 Simulated samples 98

4.2 Object reconstruction 104

5 Analysis strategy and background estimation 107
5.1 Event selection 107

5.1.1 Discriminating variables 107
5.1.2 NN discriminant 115

5.2 Analysis regions 126
5.2.1 Signal region definition 127
5.2.2 Estimation of the tt̄ background 127
5.2.3 Estimation of the tt̄Z background 132

6 Statistical Analysis and Results 137
6.1 Statistical Model 137

6.1.1 Likelihood function 137
6.1.2 Hypothesis test 139

6.2 Systematic uncertainties 142
6.2.1 Experimental uncertainties 143
6.2.2 Theoretical systematic uncertainties 143

6.3 Results and interpretation 148
6.3.1 Event yields 148
6.3.2 Interpretation 150
6.3.3 Invisible Higgs reinterpretation 153

III Trigger Menu and Operations 157

7 ATLAS Run-3 Trigger 159
7.1 Physics motivation 159
7.2 The ATLAS HLT 163
7.3 Performance monitoring 166



Contents ix

7.3.1 Rates and cost analysis 166
7.3.2 Performance scaling 169

7.4 Operations 172
7.4.1 Trigger configuration 173

8 Trigger Menu 175
8.1 Menu design 175

8.1.1 System limitations 175
8.1.2 Streaming model 176
8.1.3 Menu code structure 178
8.1.4 Menu for pp physics 179

8.2 The Rulebook 182
8.2.1 Prescaling strategy 182
8.2.2 Prescale Rules 183
8.2.3 Rules processing 186

Conclusions and outlook 195

Appendices

A Nuisance Parameters 201

Bibliography 207

List of Acronyms 221

List of Figures 225

List of Tables 235

Acknowledgments 239





Introduction and personal contributions

The Standard Model (SM) of particle physics is a unified theoretical framework that describes all
known subatomic particles and their quantum interactions through the electromagnetic, weak,
and strong forces. Over the past decades, its predictions have been tested with an excellent
level of accuracy by a wide range of experimental results. Nevertheless, the SM leaves sev-
eral fundamental questions unanswered, hinting that it may be an incomplete theory. One
notable example is the absence of an explanation of the nature of dark matter and dark energy,
which, according to cosmological observations, constitute approximately 96% of the content of
the universe. In addition, the SM does not naturally lead to the unification of forces at high
energies, a feature that characterise Grand Unification Theories, a class of theoretical models
where the three fundamental gauge interactions merge into a single force described by a larger
gauge group at very high energy scales. Finally, a strong hint of the SM unnaturalness is the
so-called hierarchy problem: the electroweak scale (≈ 100 GeV) is unnaturally small compared
to the Planck scale (≈ 1019 GeV), leading, for example, to extreme sensitivity of the Higgs boson
mass to quantum corrections without fine-tuning. These and many more theoretical and exper-
imental shortcomings suggest the need for extensions of the SM, motivating the investigation
of physics beyond the SM. Many theories have been developed across the years to offer an ex-
tension of the SM able to address as much as possible the currently open problems. Among the
various proposed extensions, Supersymmetry (SUSY) stands out as one of the most promising,
as it addresses simultaneously many of these open issues.
SUSY introduces a new symmetry between fermions and bosons by postulating that every SM
particle has a supersymmetric partner with the same quantum numbers except for spin, which
differs by half a unit. Since these particles have not been observed yet, if SUSY is realised
in nature, it must be a broken symmetry, with supersymmetric partners heavier than their SM
counterparts. SUSY offers natural solutions to all the open problems of the SM discussed earlier.
First, it enables the unification of the gauge couplings at high energies. Under the assumption
of R-parity [1] conservation, the lightest supersymmetric particle (LSP) is stable and weakly in-
teracting, therefore it has the needed features to be the constituent of dark matter. Finally, the
introduction of new particles allows the cancellation of the divergences in the calculation of the
Higgs boson mass without requiring fine-tuning, thus solving the hierarchy problem. The most
significant contribution to this cancellation comes primarily from the supersymmetric partner
of the top quark: the top squark, or stop. In particular, a light Higgs boson mass arises naturally
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2 Thesis overview

in SUSY if top squark mass is close to the TeV scale. This makes the top squark a good candidate
for discovery at the Large Hadron Collider (LHC) [2].
The LHC is currently the most powerful proton-proton (pp) collider in the world, and the
ATLAS detector [3] is one of the two multipurpose experiments recording its collisions, aim-
ing to study the broadest possible range of physics processes, from precise SM measurements
to searches for new physics. The second data-taking period of the LHC, known as Run 2, ended
in 2018. In the period between 2018 and 2022, the accelerator and the experiments were up-
graded to prepare to the Run 3 data-taking period, which began in July 2022 and will continue
until June 2026. The centre-of-mass energy was increased with respect to Run 2 from 13 TeV to
13.6 TeV allowing the experiments to push the discovery sensitivities for beyond the SM parti-
cles. In particular, the production cross section for top squark pair production, which depends
on the assumed stop mass, increases significantly at this energy, for example by approximately
40% for a stop mass of 1.25 TeV. Top squark searches have always been a crucial component
of the ATLAS SUSY programme, due to the strong theoretical motivation, and this increase in
the cross section production gives a strong motivation to start new searches analysing the data
collected during the first years of the Run 3.
The main search presented in this thesis targets the production of top squark pairs, in final
states containing exactly two leptons with opposite electric charge, jets and large missing trans-
verse momentum. It is based on a SUSY simplified model in which only the top squark and
the lightest neutralino (assumed to be the LSP) are accessible at the LHC energies. The only

decay mode considered is t̃1 → tχ̃
0
1, restricting the kinematic phase space to regions where the

mass difference mt̃1
− m

χ̃0
1

exceeds the top quark mass. The requirement of two leptons in the
final state selects events where both top quarks decay leptonically (t → Wb → ℓνb). Although
this decay channel has a smaller branching ratio compared to the complementary semi-leptonic
and fully hadronic channels, the requirement of two leptons provides a cleaner experimental
signature, allowing for more effective suppression of SM backgrounds. This search will be one
of the first SUSY results using partial Run 3 data in ATLAS, and benefits not only from the ex-
tended dataset and the dramatic increase in the top squark production cross section, but also
from improved object reconstructionand calibration techniques developed for the processing of
the ATLAS Run 3 data. In addition, the sensitivity of the analysis is enhanced thanks to the
use of a novel signal-versus-background discrimination method based on a dedicated neural
network, developed as part of the project of this thesis.

The LHC collides proton bunches at a rate of 40 MHz, producing a volume of data that sig-
nificantly exceeds the technical capabilities for the transfer, storage and offline processing of
the computing systems of the experiments. Moreover, the physics processes of interest are ex-
tremely rare, and most of the collision events produced by the LHC are characterised by the
overwhelming soft QCD background arising from inelastic pp interactions. The trigger system
is a crucial component of all the experiments, as it performs a real-time selection of the events of
interest for physics analyses. This reduces the data rate, enabling the system to remain within
the technical limitations while preserving sensitivity to a wide range of physics signatures. Trig-
ger systems of multipurpose experiments like ATLAS have the capability of applying concur-
rently multiple filtering strategies, in order to collect data for multiple physics measurements at
the same time. The ATLAS trigger system is composed of two levels: a hardware-based Level-1
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(L1) trigger, using custom electronics to trigger on coarse granularity information from the de-
tectors to reduce the event rate to 100 kHz, and a software-based High-Level Trigger (HLT),
applying a more refined selections to further reduce the rate to about 3 kHz for permanent stor-
age. The primary challenge in the design and operation of the trigger system is to maximise
the physics potential of the experiment while operating within the constraints on the L1 rate,
the HLT output bandwidth, and the processing capacity. The Run 3 LHC running conditions
significantly differ woth respect to Run 2. In particular, the average number of simultaneous pp
interactions per bunch crossing (pile-up) has nearly doubled, reaching values of more than 60.
Before the start of Run 3, the ATLAS trigger system underwent a major upgrade [4], to optimise
the performance under these new, harsher conditions. The upgraded system was desinged to
maintain the same selection efficiency of Run 2 without exceeding the rate limitations, despite
the increased event complexity and detector occupancy. The work presented in this thesis fo-
cused on the HLT, in this upgraded Run 3 configuration.
The trigger system constraints are handled through the trigger menu, which encodes the full
set of L1 and HLT selections used during data-taking, and is tailored to the specific running
conditions of the LHC and the operational status of the detector. It is designed to maximise
the physics outcome making maximum use of the available resources based on the different re-
quirements of the ATLAS physics programme. In particular, most of the available output band-
width is dedicated to general-purpose triggers that can be used by different analysis groups.
However, the menu also includes triggers targeting specific analyses signatures, particularly
exploiting the additional bandwidth available in Run 3 thanks to the TDAQ system upgrades.
The trigger menu is in constant evolution, continuously updated and is optimised to adapt to
the experimental conditions. The development of the trigger menu are based on studies on the
performance of the trigger system, which is constantly monitored, both in terms of physics se-
lection and resource usage. This thesis presents the data-driven method used to estimate the
HLT performance in terms of output rate and CPU usage prior to data-taking, based on a dedi-
cated Enhanced Bias (EB) dataset, enriched with high pT and high object multiplicity, which are
more likely to be selected by the HLT. The EB event selection is invertible, by assigning a weight
to each event to corrects for the sampling bias applied during the EB data-taking, restoring an
effective unbiased spectrum.
Since the start of Run 3, the HLT software is capable of running both in multiprocessing and
in multithreading configuration. It is therefore important to know how the performance of
the HLT scales depending on the number of events processed concurrently and based on the
different setup chosen to achieve parallelism. Studies on the performance scaling are used to
choose the optimal software configuration to use during data-taking, and are part of the work
presented in this thesis.
One of the key features of the trigger system is its ability to make maximum use of the available
resources also adapting to the running conditions during data-taking. A way to do so, is the
application of prescale factors, which are also part of the trigger menu definition. A trigger
chain with a prescale factor of n, accepts only one out of every n events it would otherwise
select. Individual prescale factors can be given to L1 items and HLT chains, and are applied to
control the rate of accepted events and to manage CPU consumption at the HLT. Prescale fac-
tors can evolve during data-taking, in response to changing conditions, for example, increasing
rates when more resources become available toward the end of an LHC fill. This thesis de-
scibes the methodology used to compute prescale sets adapted to a wide range of data-taking
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conditions, as implemented in the Rulebook software package. The Rulebook is designed to
be flexible, offering numerous configurable options to adjust prescale factors according to the
evolving operational scenarios of the experiment.

Thesis outline and personal contributions

This thesis is organised into three parts.
Part I provides the theoretical and experimental foundation for the analysis presented in Part II.
In particular, Chapter 1 outlines the theoretical framework, beginning with an overview of the
Standard Model and its unresolved questions, and introducing Supersymmetry (SUSY) as a
possible extension. The fundamental concepts of SUSY are described, with particular attention
to the phenomenology of the top squark. The two following chapters introduce the experimen-
tal framework. Specifically, Chapter 2 describes the LHC and the ATLAS detector. After that,
Chapter 3 then details how the particles characterising the final-state of the presented search
are reconstructed and calibrated, starting from the ATLAS detector signal.
Part II is dedicated to the search for top squark pair production in final states with exactly two
isolated leptons, at least two jets (including at least one b-tagged jet), and missing transverse
momentum. This part is structured into three chapters. Chapter 4 provides an overview of
the analysis strategy, and describes the utilised datasets and the reconstruction configurations
adopted for the physics objects. Chapter 5 describes the event selection strategy, including the
development of a dedicated machine learning model for signal-to-background discrimination,
and the procedure used to estimate the SM backgrounds. Finally, Chapter 6 details the statistical
model, discusses the sources of systematic uncertainty, and presents the results of the statistical
analysis and their interpretation in terms of expected exclusion limits at 95% CL on the signal
parameter space.
Part III focuses on the ATLAS High-Level Trigger and the trigger menu. Particularly, Chapter 7
discusses the requirements and challenges in designing a trigger system for a multipurpose ex-
periment like ATLAS, aiming to maximise the physics outcome. It then presents an overview of
the ATLAS HLT software in its Run 3 configuration, including a description of some key tools
used for performance monitoring, and the operation of the trigger system in the context of the
ATLAS detector data taking. Finally, Chapter 8 explains the trigger menu design process, de-
scribing how event selections are defined to align with the ATLAS physics programme while
satisfying system limitations. A particular focus is given to the prescale strategy, with a detailed
description of how the prescale sets used during data-taking are generated using the Rulebook
code.

The ATLAS collaboration counts more than 170 institutions and over 3000 scientific authors.
The members of the collaboration contribute to all ATLAS results working on the multiple as-
pects of the experiment, including the maintenance and construction of the detector, the collec-
tion and analysis of the data, the calibration of the detector, and many other tasks. The work
presented in this thesis could not be performed by a single individual, and it relies on the work
of many people. My main contributions are detailed below.

Part II - Search for top squark pairs: I significantly contributed to all the aspects of the analysis,
being one of the two main analysers. I was responsible for the design and implementation of a
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dedicated neural network for event selection (see Section 5.1.2), including the development of
a complete framework for data preparation, training, and performance evaluation. I optimised
the architecture of the neural network by evaluating multiple configurations to determine the
optimal number of models to be used for distinct event categories within the analysis. I defined
the analysis regions (control, validation, and signal regions) based on the output of the neural
network (see Section 5.2). I also contributed to the implementation of the framework used for
the statistical interpretation and the extraction of the final results (see Sections 6.1, 6.2, and 6.3).
In addition, I served as editor of the internal supporting documentation, detailing the full anal-
ysis. This analysis is under internal review at the time of writing, and aims to be published in a
paper in the next months.

Part III - Trigger Menu and Operations: I have been involved in many activities related to
the ATLAS HLT software, being particularly involved in the trigger menu group. In this con-
text, I am the main maintainer of the Rulebook package (see Section 8.2), which is used daily by
ATLAS menu experts to generate the prescale sets for data-taking, as discussed in Chapter 8.
My work on the Rulebook included extensive development of new functionalities, as well as
the improvement and refactoring of existing code. I also provide support in case of any is-
sues occurring during daily operations activities. In parallel, as a menu expert, I contributed
to developments of the trigger menu code within the Athena framework. I am the author or
co-author of all the plots shown in Chapter 8, taken from Reference [5].
In addition to my work within the menu group, I have contributed to the development and
maintenance of trigger performance monitoring tools within Athena, used to estimate the trig-
ger rates prior to collisions and to evaluate the CPU cost of trigger algorithms. Notably, I devel-
oped a new workflow to run the production of Enhanced Bias (EB) weights on the LHC com-
puting grid. This workflow has become the standard procedure for generating the EB weights
following each new EB run, as described in Section 7.3.1. Additionally, I conducted dedicated
studies on the performance scaling of the HLT software as a function of the number of events
processed in parallel (see Section 7.3.2). The results of these studies were published as part
of Reference [4]. Beyond software development, I contributed to the smooth operation of the
ATLAS trigger system by serving as both a trigger menu on-call expert and a trigger online
on-call expert, covering more than 100 days of shifts. Menu on-call experts are responsible for
preparing the trigger configuration used during data-taking, while the trigger online on-call ex-
pert is the primary contact for any trigger-related issues occurring during detector operations.
Finally, I participated in the preparation of a white paper on the trigger systems of the LHC
experiments, published as Reference [6].





Part I

From Physics Theory to Analysis
Objects





CHAPTER 1

Standard Model and beyond

This chapter introduces the theoretical framework that motivates the analysis presented in this
thesis, which is a search for top squark pair production. Top squarks are new, still undetected
particles predicted by Supersymmetry (SUSY), a proposed extension of the Standard Model
(SM) of particle physics.
The SM is a quantum field theory that provides a unified description of the strong and elec-
troweak interactions, and classifies all known elementary particles, including force carriers and
matter particles. Mass terms for elementary particles are generated via the Higgs mechanism.
An overview on the SM theory is provided in Section 1.1.
Although in the past decades its predictions have been experimentally verified to an excellent
level of accuracy, the SM presents several theoretical and experimental limitations, suggesting
that it could be an incomplete theory. Various beyond the Standard Model (BSM) theories have
been proposed to address these issues, and Supersymmetry is one of the most studied and
promising candidates. SUSY introduces a symmetry between bosons and fermions, predicting
that each SM particle has a corresponding superpartner with a difference in spin of one-half.
Section 1.2 discusses the limitations of the SM and presents the theoretical basis of SUSY, with
particular focus on the Minimal Supersymmetric Standard Model (MSSM) and the top squark,
including its phenomenology at hadron colliders.

1.1 The Standard Model

The SM is a gauge quantum field theory based on the symmetry group SU(3)C ⊗ SU(2)L ⊗ U(1)Y,
where SU(3)C corresponds to QCD, the theory of the strong interaction, and SU(2)L ⊗ U(1)Y
describes the electroweak interaction. The electroweak symmetry SU(2)L ⊗ U(1)Y is sponta-
neously broken via the Higgs mechanism to U(1)EM, which corresponds to the electromagnetic
interactions. The SM does not include a description of gravity. However, gravitational effects
are negligible at the energy scales probed by current particle colliders, being approximately 1038

times weaker than the strong interaction at subatomic distances.

1.1.1 Elementary particles

The elementary particles described by the SM are classified in two main categories: fermions, the
fundamental constituents of matter, and bosons, which mediate the fundamental interactions.
The boson sector includes the vector gauge bosons, responsible for the fundamental forces, and

9



10 1.1 The Standard Model

the Higgs boson, responsible for mass generation mechanism.
The SM includes twelve fundamental fermions and their corresponding anti-particles, which
have identical masses and opposite quantum numbers. These fermions are described by Dirac
spin- 1

2 fields, and can be further divided in two groups: quarks, and leptons. Both quarks and
leptons are classified into three generations (or families), each with the same quantum numbers
but progressively increasing masses. Leptons interact only via the electroweak force, and in-
clude both electrically charged particles (electrons e, muons µ, and taus τ) and the electrically
neutral neutrinos (νe, νµ, and ντ). Quarks, on the other hand, interact via both the electroweak
and strong forces. Due to colour confinement (see Section 1.1.2), quarks cannot be observed as
free particles and can only be found in composite colour-neutral states called hadrons, which
include baryons and mesons. In the original formulation of the SM, all the matter fields are
massive, except for the neutrinos, which are considered massless. However, the observation of
neutrino oscillations has confirmed that neutrinos have non-zero mass [7]. These masses are
anyway extremely small relative to those of other fermions (mν < 0.8 eV [8]), and can be ne-
glected for the purposes of this thesis.
The requirement of local gauge invariance (see Section 1.1.2) in the SM leads to the introduc-
tion of spin-1 gauge fields associated with the generators of the SM gauge group. The quantum
excitations of these fields are the gauge bosons, which are the mediators of the fundamental inter-
actions of the SM. The gluons (g), mediators of the strong interaction, are massless, electrically
neutral, and carry colour charge, which allows them to interact with quarks and to self-interact.
The photons (γ), mediators of the electromagnetic interaction, are also massless and neutral, and
couple only to electrically charged quarks and leptons. The massive bosons (W± and Z) me-
diate the weak interaction. The W± bosons are responsible for charged-current interactions and
produce charge and flavour variations; the Z boson mediates neutral-current interactions. Each
fundamental force is characterised by a different range of interaction: the electromagnetic force
has infinite range, while the weak and strong forces act only at a subatomic level.
Finally, the Higgs boson is a neutral fundamental scalar particle, and it is responsible for the
mass generation of both the weak vector bosons and the fermions (see Section 1.1.2). All SM
particles and their quantum numbers are shown in Figure 1.1.

1.1.2 Fundamental interactions

The SM provides a consistent description of the strong and the electroweak interactions across
a wide range of energy scales. This is achieved by imposing local gauge invariance under the
already mentioned SU(3)C ⊗ SU(2)L ⊗ U(1)Y symmetry group. In gauge theories, the structure
of the interactions is naturally set by the choice of the symmetry group and by the requirement
that the Lagrangian be invariant under local gauge transformations. The coupling between
matter and gauge fields then emerges naturally from the principle of local symmetry.
The definition of a gauge theory follows the steps described below.

• Definition of a symmetry group. A Lie group is selected to describe the internal symme-
tries of the theory. In the SM, the group SU(3)C is used to derive the QCD theory, while
SU(2)L ⊗ U(1)Y governs the electroweak interaction.

• Free Lagrangian for matter fields. The starting point is the Lagrangian for free, massless
fermions, which for a Dirac spin- 1

2 field ψ(x) is: Lfermion = iψ̄γµ∂µψ. This Lagrangian
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Figure 1.1 – Fundamental particles of the Standard Model [9].

is required to be invariant under global (i.e., space-time independent) transformations of

the considered symmetry group typically represented by a unitary operator U = eiθaTa
,

where θa are constant phases (i.e. ∂µθa = 0), and Ta are the generators of the Lie algebra
associated with the group. The index a runs over the number of group generators. As
regards the SM groups, U(1) has only one generator, SU(2) has 3 generators, and SU(3)
has 8 generators.

• Gauge principle. According to the gauge principle, the global symmetry is promoted to a
local symmetry. This means that the constant phases θa are replaced by space-time depen-
dent functions: θa → θa(x). Under such local transformations, the partial derivative term
∂µψ in the Lagrangian introduces additional terms due to the non-zero value of ∂µθa(x),
which break the invariance of the theory. To restore invariance under local transforma-
tions, the partial derivative is replaced by a covariant derivative: Dµ = ∂µ + igAa

µTa, where
Aa

µ are new spin-1 (vector) gauge fields, introduced for each generator Ta of the symme-
try group, and g is the coupling constant. The transformation law of the vector field Aa

µ

is chosen to cancel out the unwanted term containing the partial derivative of θ(x), thus
restoring local gauge invariance.

• Gauge-field kinematic term. The Lagrangian is completed with the addition of a kinetic
term describing the free propagation of the gauge fields. This term is constructed from
the field strength tensor Fa

µν = ∂µ Aa
ν − ∂ν Aa

µ + g f abc Ab
µ Ac

ν, where f abc are the structure con-

stants of the Lie algebra. The non-linear term involving f abc, which is non-zero only for
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non-Abelian1 gauge groups, is responsible for the self-interactions of the gauge bosons.
Such self-interactions are therefore absent in theories based on an Abelian gauge group,
like electromagnetism, governed by the unbroken U(1)EM symmetry. The corresponding
gauge-invariant kinetic term in the Lagrangian is − 1

4 Fa
µνFµνa, which describes the prop-

agation of the gauge bosons. In the non-Abelian case, this term also contains cubic and
quartic interactions among the gauge fields, arising from the non-linear structure of Fa

µν.

This procedure is used to construct the strong and electroweak Lagrangians following the gauge
principle. The theories of QCD and electroweak interactions are presented in more detail in the
next paragraphs, along with an overview on the Higgs mechanism.

Quantum Chromodynamics

Quantum chromodynamics (QCD) is the quantum field theory that describes the strong inter-
action acting between quarks and gluons, which are the elementary constituents of the protons
colliding in the LHC. An accurate understanding of QCD is therefore fundamental to describe
the physics processes occurring in the LHC pp collisions. QCD is a non-Abelian gauge theory
based on the SU(3)C symmetry group, where the subscript C refers to the colour charge, carried
by particles taking part in strong interactions. The colour charge can take three values, labelled
red, green, and blue, and quarks carry one of the colour charges.
Each quark field of a given flavour (u, d, c, s, t, or b) belongs to the fundamental representation
of the group, transforming as a colour triplet under SU(3)C. This is represented mathematically
as a three-component vector, q f (x) =

(
qred

f (x), qgreen
f (x), qblue

f (x)
)

, where each component cor-
responds to one colour state. Antiquarks, on the other hand, transform under the complex
conjugate of the fundamental representation.
The eight generators of the SU(3)C Lie algebra correspond to the eight distinct gluon fields,
which are the massless spin-1 gauge bosons that mediate the strong force. Gluons themselves
carry colour charge, allowing them to interact with each other, as also confirmed by experimen-
tal evidence [10].
Quarks and gluons are never observed in isolation, but are bound into colour-neutral (singlet)
states, such as mesons, composed of a quark and an antiquark (qq̄), and baryons, composed of
three quarks or three antiquarks (qqq, q̄q̄q̄).
The QCD Lagrangian can be written as:

LQCD = ∑
f

iq̄α
f γµ(Dµ)αβqβ

f −
1
4

Fi
µνFiµν, (1.1)

where qα
f represents a quark field of flavour f = (u, d, c, s, t, b) and colour index α, β = (1, 2, 3)

(corresponding to red, green, blue).
The local gauge invariance under SU(3)C is achieved by introducing the covariant derivative
Dµ, defined as:

(Dµ)αβ = ∂µδαβ + igsGi
µλi

αβ, (1.2)

1Abelian groups are defined as groups where the group operation is commutative, i.e. the result of applying the
group operation to two group elements does not depend on the order in which they are written.



Standard Model and beyond 13

where gS is the strong coupling constant, Gi
µ are the eight gluon gauge fields (with i = 1, . . . , 8)

and λi are the Gell-Mann matrices, generators of the SU(3) Lie algebra in the fundamental
representation.
The second term in LQCD is the kinetic term for the gluons. The field strength tensor Fi

µν is given
by:

Fi
µν = ∂µGi

ν − ∂νGi
µ − gS f ijkGj

µGk
ν, (1.3)

where f ijk (i, j, k = 1, . . . , 8) are the structure constants of the SU(3) group. The third term in
the field strength arises from the non-Abelian nature of SU(3)C, and generates the gluons’ self-
interactions.
The three quarks (or antiquarks) and quark-antiquark pairs constituting baryons and mesons,
respectively, are called valence quarks and determine the hadron quantum numbers. However,
along with the valence quarks, hadrons contain gluons, emitted and reabsorbed by quarks, and
quark-antiquark pairs generated in g → qq̄ → g processes, called sea quarks. Therefore, there is
a non-zero probability of finding gluons, anti-quarks and quarks with different flavours from
those of the valence quarks in hadrons. Sea quarks are more unstable than valence quarks, and
they generally annihilate each other within the interior of the hadron.

The renormalisation procedure in QCD introduces a dependence of the strong coupling αS =
g2

S
4π

on the energy scale Q2 (running coupling constant) The dependence on the energy scale Q2 is
described by the Renormalisation Group Equation, and for high values of Q2 it gives:

αs(Q
2) ≈ 12π

(33 − 2n f ) · ln(Q2/Λ2
QCD)

, (1.4)

where n f is the number of flavours whose mass is smaller than the considered energy scale, and
the parameter ΛQCD ≈ 200 MeV, called Landau Pole, sets the energy scale at which the coupling
would diverge. At energies close to this threshold, it is necessary to take into account non-
perturbative effects. The value of ΛQCD is not predicted by the theory and has to be determined
experimentally, from measurements of αs(Q

2). The behaviour of the strong coupling constant
is illustrated in Figure 1.2.
Colour confinement and asymptotic freedom are two properties of QCD emerging in the low-

and high-energy limits of the theory, respectively.
At large momentum transfers (Q2 → ∞), the strong coupling αS(Q

2) logarithmically approaches
zero. This behaviour, called asymptotic freedom, implies that quarks and gluons interact weakly
at short distances or high energies, allowing them to be treated as nearly free particles in high-
energy processes. Colour confinement refers to the observed fact that quarks and gluons are
never detected as isolated particles, but only as constituents of colour-neutral bound states such
as mesons and baryons. Although colour confinement cannot be proved analytically from QCD,
the phenomenon is strongly supported by experimental evidence. One strong theoretical indi-
cation supporting confinement is the behaviour of αS(Q

2), diverging at low-energy scales.
These two properties have important implications in hadron-hadron collisions, such as those
at the LHC: when high-energy interactions produce energetic quarks and gluons, they begin
to separate. As the distance between them increases, the energy stored in the colour field
grows until it becomes energetically favourable to produce quark-antiquark pairs. This pro-
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Figure 1.2 – Summary of measurements of αS(Q
2) [11].

cess, called fragmentation or parton shower, continues, converting part of the initial energy into
quarks’ masses and kinetic energies, until, eventually, many colourless quarks-aggregates (i.e.,
the hadrons) are formed. This phase is called hadronisation. As a result, quark and gluons can
be observed experimentally as collimated bunches of hadrons, called jets. A notable exception
to this behaviour is the heaviest quark, the top quark. Due to its extremely short lifetime, it
decays (typically into a bottom quark and a W boson) before hadronisation can occur, allowing
for direct observation of its decay products and properties.

Electroweak interactions

Electroweak interactions are described by a gauge theory based on the non-Abelian symmetry
group SU(2)L ⊗ U(1)Y, which provides a unified description of the electromagnetic and weak
forces.
The SU(2)L group has three generators, Ti (with i = 1, 2, 3), which are the weak isospin oper-
ators. The subscript L in the group’s name denotes left-handed (LH) fermions, indicating that
only the left chiral component ψL = 1

2

(
1 − γ5

)
ψ of quark and lepton fields couples with the

three gauge fields, Wi
µ(x) (with i = 1, 2, 3), associated with the SU(2)L group. LH fermions are

doublets under SU(2)L, thus they transform non-trivially under the symmetry group and have
weak isospin T = 1/2. The two components of each doublet have weak isospin projections
T3 = +1/2 (upper component) and T3 = −1/2 (lower component). In each LH lepton dou-
blet, neutrinos constitute the upper component of the doublet, paired with the corresponding
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charged leptons. The original formulation of the SM does not include RH neutrinos. In the
quark sector, the upper components of the doublets are the up-type quarks (u, c, t), while the
lower components are the down-type quarks (d, s, b), all represented by their LH chiral projec-
tions.
In contrast, the right chiral components of fermion fields, ψR = 1

2

(
1 + γ5

)
ψ(x), are singlets

under SU(2)L: they do not interact with the Wiµ fields and are unaffected by the weak isospin
transformations (TiψR = 0).
The full arrangement of quarks and leptons into LH doublets and RH singlets for each genera-
tion is summarized in Table 1.1.
The second part of the electroweak symmetry group, U(1)Y, is associated with the generator Y,

Leptons Quarks

Left-handed

(
νe,L

eL

)
,

(
νµ,L

µL

)
,

(
ντ,L

τL

) (
uL

dL

)
,

(
cL

sL

)
,

(
tL

bL

)
Right-handed eR, µR, τR uR, cR, tR, dR, sR, bR

Table 1.1 – Doublet and singlet structure for the left- and right-handed components of the fermion
fields under the SU(2)L ⊗ U(1)Y symmetry group.

called weak hypercharge Y, which affects differently the LH and the RH components of fermion
fields. Both components of the SU(2)L doublets representing the LH fermions share the same
weak hypercharge. This ensures that their transformation properties under U(1)Y maintain the
SU(2)L structure.
The electric charge Q of a particle is related to its weak isospin and hypercharge via the Gell-
Mann-Nishijima Relation:

Q = T3 +
Y
2

. (1.5)

The gauge-invariant electroweak Lagrangian is given by:

L = iψ̄LγµDµψL + iψ̄RγµDµψR − 1
4

3

∑
i=1

Wµν,iWi
µν −

1
4

BµνBµν. (1.6)

The electroweak covariant derivative Dµ is:

Dµ = ∂µ + ig1

3

∑
i=1

Wi
µ(x)Ti + ig2BµY, (1.7)

where g1 and g2 are the coupling constants associated to the groups SU(2)L and U(1)Y, respec-
tively. The last two terms in Equation 1.6 are the kinetic terms for the gauge fields associated
with the SU(2)L and U(1)Y generators, Wµ,i and Bµ, respectively. These terms include the field
strengths:

Wµν,i = ∂µWν,i − ∂νWµ,i − g
3

∑
j,k=1

ϵijkWµ,jWν,k, (1.8)
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and
Bµν = ∂µBν − ∂νBµ. (1.9)

The structure constants of the SU(2)L symmetry group appearing in Equation 1.8 are the Levi-
Civita tensor components ϵijk. The field strength Bµν does not contain the third term describing
the gauge field’s self-interactions, due to the Abelian nature of the U(1)Y group.
The physical W± gauge bosons can be defined as linear combinations of the gauge fields W1,2

µ :

W±
µ (x) =

1√
2

[
W1

µ(x)∓ W2
µ(x)

]
. (1.10)

The W± bosons mediate the weak charged current interactions, which transform one component
of a weak isospin doublet into the other, enabling transitions such as beta decay.
The electromagnetic interaction is recovered by performing a rotation in the two-dimensional
space spanned by the two remaining gauge fields of the SU(2)L ⊗ U(1)Y group, W3

µ and Bµ:(
W3

µ

Bµ

)
=

(
cos θW sin θW
− sin θW cos θW

)(
Zµ

Aµ

)
, (1.11)

where θW is the weak mixing angle defined by this transformation. The gauge field Aµ can be
identified with the photon. This implies the following relationship between the electron charge
e and the weak charges g1 and g2:

e = g1 sin θW = g2 cos θW . (1.12)

The Z boson (Zµ) mediates weak neutral current interactions, which involve the exchange of a
Z boson between quarks or leptons of the same flavour. These interactions do not affect the
particle quantum numbers, and the coupling strength differs between LH and RH chiral com-
ponents.
The W± and Z bosons were discovered in 1983 by the UA1 and UA2 Collaborations [12–15],
using the proton-antiproton collision data from the SPS accelerator [16] at CERN. The ratio of
the masses of the two bosons was found to be consistent with the SM predictions.

The full electroweak Lagrangian in Equation 1.6 thus provides a unified framework for describ-
ing both charged and neutral interactions associated with electromagnetic and weak processes.
However, while it successfully predicts the photon as a massless boson, consistent with exper-
imental observations, it does not account for the experimentally observed non-zero masses of
the W± and Z bosons. Including in the Lagrangian explicit mass terms for these bosons of the
form m2

WW±,µW∓
µ and 1

2 m2
ZZµZµ would break its gauge invariance. This inconsistency is re-

solved by incorporating the masses in the theory via the Higgs mechanism, which dynamically
generates the masses while preserving the gauge structure, as discussed in the next paragraph.

The Higgs mechanism

As discussed in Section 1.1.2, the gauge principle forbids the presence of explicit mass terms
for gauge bosons in the electroweak Lagrangian, while experimental observations show that
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Re(Φ)
Im(Φ)

V(Φ)

Re(Φ) Im(Φ)

V(Φ)

A

B

Figure 1.3 – Shape of the potential V(Φ) in two dimensions as a function of the field components
Re(Φ) and Im(Φ). The plot on the right represents the case where µ2 > 0, while the one on the right
shows the case where µ2 < 0 (the so-called Mexican Hat potential).

the W± and Z bosons are massive. The Higgs mechanism [17–19] solves this problem maintain-
ing the gauge principle. In this framework, massive gauge bosons acquire mass dynamically,
through their interaction with a scalar field Φ(x), known as the Higgs field. The dynamics of
the Higgs field leads to physical states which do not reflect the underlying symmetry of the
theory: this phenomenon is called spontaneous symmetry breaking. In the SM, the spontaneous
breaking of the electroweak gauge group SU(2)L ⊗ U(1)Y introduces mass terms for the W±

µ

and Zµ vector fields, while leaving the photon massless and maintaining the gauge invariance
of the electroweak Lagrangian.
The Higgs field is a scalar particle which is a weak isospin doublet (T = 1

2 ) with hypercharge
Y = 1:

Φ(x) =

(
Φ+(x)
Φ0(x)

)
. (1.13)

The Lagrangian describing the dynamics of this field via a potential V(ϕ) is:

LHiggs = (DµΦ)†(DµΦ)− V(Φ), (1.14)

where Dµ is the covariant derivative of the electroweak interactions defined in Equation 1.7 and
V(Φ) is the Higgs potential, defined as:

V(Φ) = µ2Φ†Φ + λ(Φ†Φ)2. (1.15)

The shape of the potential V(Φ) is a fundamental feature of the Higgs mechanism. While λ > 0
in Equation 1.15 guarantees the presence of global minima in V(ϕ), the sign of µ2 discriminates
between a unique minimum (if µ2 > 0) or a degeneracy of equivalent minima (if µ2 < 0). Fig-
ure 1.3 shows the shape taken by the potential V(Φ) in case of positive or negative µ2 parameter.
In case of µ2 < 0, there are infinite configurations of the scalar field that minimise the potential,
all satisfying:

Φ†Φ =
−µ2

2λ
. (1.16)

After choosing one of these configurations as ground (vacuum) state, the Lagrangian in Equa-
tion 1.14 remains gauge invariant, but the electroweak symmetry SU(2)L ⊗ U(1)Y is sponta-
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neously broken.
The canonical choice for the potential vacuum value is given by:

Φv =

(
0

v/
√

2

)
, (1.17)

with v =
√
−µ2/2λ. The term v is referred to as vacuum expectation value (VEV). After sponta-

neous symmetry breaking, the weak isospin doublet can be parametrised as:

Φ(x) =
(

0
v + H(x)

)
, (1.18)

where H(x) is the Higgs field. The mass terms for the weak bosons W± and Z emerge when
rewriting the kinetic term of LHiggs with the parametrisation presented in Equation 1.18:

(DµΦ)†(DµΦ) =
1
2
(∂µH)2

+ (v + H)2

(
g2

1
4

W+,µW+
µ +

g2
1

4
W+,µW+

µ +
g2

1

8 cos2 θW
ZµZµ

)
,

(1.19)

where the terms proportional to v2 correspond to the mass terms of the W± and Z bosons,
while the terms proportional to vH and to H2 represent the interaction terms between the Higgs
and the weak bosons. The photon field Aµ remains massless, in agreement with experimental
observations. The mass terms for the weak bosons take the form:

mW =
1
2

vg, mZ =
1
2

v
√

g2
1 + g2

2 =
gv

2 cos θW
=

mW
cos θW

, (1.20)

where mW is the mass of the W± bosons, and mZ is the mass of the Z boson.
By substituting the parametrisation of the Higgs field from Equation 1.18 into the Higgs poten-
tial of Equation 1.15, and neglecting the constant term, the potential takes the form:

V(Φ) =
1
2
(−2µ2)H2 + λvH3 +

λ

4
H4. (1.21)

The term proportional to H2 indicates that the oscillations of the Higgs field correspond to a
massive scalar particle, the Higgs boson, with mass:

mH =

√
−2µ2. (1.22)

The cubic and quartic terms describe the Higgs boson self-interactions.
The VEV can be measured via muon decay, yielding v ≈ 246 GeV [20]. Once the VEV and the
Higgs boson mass are known, the Higgs boson SM potential is fully determined.

The chiral nature of the electroweak gauge group also forbids explicit mass terms for fermions.
A Dirac mass term of the form −mψ̄ψ = −m(ψ̄LψR + ψ̄RψL) is not invariant under SU(2)L ⊗ U(1)Y,
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since LH and RH components of fermion fields transform differently under the gauge group.
However, experimental data confirm that all fermions are massive. The resolution, once again,
comes from the interaction with the Higgs field and the mechanism of spontaneous symmetry
breaking.
Gauge-invariant mass terms for fermions can be generated through Yukawa interactions between
the fermion fields and the Higgs doublet Φ(x). Focusing on the first generation of quarks, the
relevant Yukawa terms in the Lagrangian are:

LYukawa = yu
(
ūLd̄L

)
· Φ∗ uR + yd

(
ūLd̄L

)
· Φ dR + h.c., (1.23)

where yu and yd are the Yukawa coupling constants for the up-type and down-type quarks,
respectively, and Φ∗ denotes the complex conjugate of the Higgs doublet. After spontaneous
symmetry breaking, and substituting the parametrisation of the Higgs field from Equation 1.18,
the Yukawa Lagrangian becomes:

LYukawa =− yuv√
2

ūu − ydv√
2

d̄d

− yu√
2

ūuH − yd√
2

d̄dH.
(1.24)

The terms in the first line represent the fermion mass terms, showing that quarks acquire
masses:

mu ≡ yuv√
2

and md ≡ ydv√
2

, (1.25)

for up-type and down-type quarks, respectively. The second line of Equation 1.24 describes
interactions between the Higgs boson and the massive quarks, with couplings proportional to
the corresponding fermion masses.

A strong experimental evidence of the Higgs mechanism was provided by the discovery of
a new particle compatible with the SM Higgs boson by the ATLAS and CMS collaborations in
July 2012 [21, 22].

1.2 Supersymmetry

The analysis presented in this thesis is a search for the production of top squarks, BSM particles
predicted by the Supersymmetry theory. In this section, the main concepts of the Supersym-
metry theory are introduced, along with the motivations for its introduction in relation to the
limits of the SM theory. The phenomenology of the top squark is then described, with a focus
on the production and decay processes relevant to the analysis.

1.2.1 Limitations of the Standard Model

The Standard Model (SM) has demonstrated remarkable success, with its predictions confirmed
by a wide range of experimental results to high precision. However, it leaves several fundamen-
tal theoretical and experimental questions unanswered, which indicate that it may be an incom-
plete theory, and that a more general framework is required to achieve a unified and consistent
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description of particle physics phenomenology. Among the many BSM theories proposed to
address these limitations, Supersymmetry (SUSY) stands out as one of the most promising can-
didates. SUSY offers a coherent extension of the SM that addresses multiple open issues simul-
taneously. SUSY introduces a new fundamental symmetry that relates fermions and bosons: for
every known particle, it predicts the existence of a superpartner differing in spin by 1/2. This
symmetry is generated by a fermionic operator Q, which acts on the quantum states as follows:

Q |boson⟩ = |fermion⟩ Q |fermion⟩ = |boson⟩ . (1.26)

Through this structure, SUSY provides natural solutions to several limitations of the SM. Some
key examples are summarised below.

Dark Matter

Astronomical and cosmological observations indicate that only about 5% of the universe is com-
posed of the ordinary matter described by the SM. The remaining 96% consists of dark matter
(approximately 27%), inferred from its gravitational effects on visible matter and cosmic struc-
tures, and dark energy (about 68%), responsible for the accelerated expansion of the universe [23].
The SM does not contain any stable and weakly interacting particles that can be good dark
matter candidates, as SM neutrinos are too light to be non-relativistic and form large galac-
tic structures in the early universe. As a result, the SM theory cannot explain the dominant
dark fraction of the universe’s matter content. Since dark matter does not emit or absorb elec-
tromagnetic radiation, and is therefore invisible to direct astronomical observation, a common
hypothesis is the existence of one or more unobserved stable particles, with very high mass, and
interacting only via gravity or the weak force. However, the nature of such particles and the in-
teractions related to their phenomenology is unknown. One of the most theoretically promising
candidates is the Weakly Interacting Massive Particle (WIMP), a neutral particle with weak-scale
mass and weak interactions, whose thermal relic density may naturally reproduce the observed
dark matter abundance (WIMP miracle). SUSY provides a natural WIMP candidate: under the
assumption of R-parity conservation (see Equation 1.37 in Section 1.2.2), the lightest supersym-
metric particle (LSP) is stable, electrically neutral, and weakly interacting, thus matching the
properties expected of dark matter.

Hierarchy problem

One of the major theoretical limitations of the SM is the large difference between the elec-
troweak scale, characterised by the W boson mass (mW ≈ 100, GeV), and the Planck scale
(MP ∼ 1019, GeV), where gravitational effects become significant. This large discrepancy, also
reflected in the relative strengths of the weak and gravitational forces, is considered a sign of
the SM’s unnaturalness. A manifestation of this issue appears in the so-called hierarchy problem,
which regards the sensitivity of the Higgs boson mass to quantum corrections. As discussed in
Section 1.1.2, the tree-level mass of the Higgs boson, mH,0 (from Equation 1.22), is a free param-
eter of the SM, only depending on the shape of the Higgs potential and on the VEV of the Higgs
field. However, quantum corrections introduce large contributions to the physical Higgs mass
(mH) through virtual loop effects involving all the SM particles. These corrections are quadrat-
ically divergent with Λ, which is the cut-off energy scale beyond which the SM stops to be a
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(a) (b)

Figure 1.4 – One-loop quantum corrections to the Higgs squared mass parameter m2
H , due to a Dirac

fermion f (left), and a scalar S (right) [24].

valid theory, and can be expressed as:

m2
H = m2

H,0 + δm2
H with δm2

H ∝ Λ2, (1.27)

where δm2
H represents the radiative corrections. If the SM remained valid up to the Planck scale

(Λ = MP), to have the measured Higgs mass mH ≈ 125 GeV, the radiative corrections to the
Higgs mass should be extremely large, requiring a fine-tuned cancellation between m2

H,0 and

δm2
H of the order of m2

H
M2

P
= (102)2

(1018)2 . This level of fine-tuning is considered highly unnatural, and

strongly suggests the presence of new physics at intermediate energy scale, which would help
stabilise the Higgs mass. To obtain a more natural theory, it is necessary to introduce a cancel-
lation mechanism between the divergent contributions to δm2

H .
In particular, fermions and bosons give two opposite-sign contributions to δm2

H . Specifically,
considering a generic fermion f and a complex scalar field S that couple to the Higgs, the lead-
ing one-loop quantum corrections to δm2

H , illustrated in Figure 1.4, are:

δm2
H ∝ −

|λ f |
2

8π2 Λ2 + . . . (fermion loop),

δm2
H ∝ +

|λS|
16π2 Λ2 + . . . (boson loop),

(1.28)

where λ f and λS are the couplings of the fermion and the scalar to the Higgs field, respectively,
and the omitted terms grow at most logarithmically with Λ. If each of the SM fermions had a
bosonic partner consisting in two complex scalars with |λS| ≈ |λ f |

2, their contributions to Λ2

would cancel, eliminating the quadratic divergence. This is fundamental idea behind of SUSY,
where coupling constants and multiplicities of the superpartners are arranged to ensure that the
divergent corrections to the Higgs mass cancel exactly, giving a natural solution to the hierarchy
problem.

Grand Unification Theory

The Grand Unification Theories (GUTs) are a class of theoretical models that aim to unify the
three fundamental gauge interactions of the SM (strong, weak, and electromagnetic) into a sin-
gle force described by a larger gauge group at very high energy scales. In these models, the
differences between the three forces at low energies are the result of spontaneous symmetry
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Figure 1.5 – Evolution of the coupling constants in the SM (dashed lines) and in supersymmetric
models (solid lines) [24]. The masses of the SUSY particles are treated as a common threshold and
varied between 750 GeV and 2.5 TeV.

breaking, and that they originate from a common interaction in the early universe. One of the
primary motivations for GUTs is to reduce the large number of free parameters in the SM, such
as particle masses and coupling constants, which do not emerge naturally from the theory and
have to be measured experimentally. The energy dependence of the SM gauge couplings is
described by the Renormalisation Group Equations. At one-loop level, these equations can be
written as:

dα−1
i (t)
dt

= − bi
2π

, (1.29)

where αi are the SM gauge couplings, with index i = 1, 2, 3 corresponding to the gauge groups
U(1)Y, SU(2)L, and SU(3)C, respectively, and t = ln(Q/Q0) is the logarithm of the energy
scale Q relative to a reference scale Q0. The coefficients bi depend on the particle content of the
theory and, for the SM, they take the values (b1, b2, b3) =

(
41
10 ,− 19

6 ,−7
)

. These values lead to a
running of the couplings αi such that they do not converge at high values of Q, thus preventing
exact unification within the SM.
In SUSY (specifically, in the Minimal Supersymmetric Standard Model and assuming SUSY
breaking at the TeV scale, see Section 1.2.2), due to the larger number of particles in the theory,
the {bi} coefficients change to (b1, b2, b3) =

( 33
5 , 1,−3

)
above the SUSY-breaking scale. As a

result, the three gauge couplings evolve differently with energy and converge at a single point
at an energy scale Q ≈ 1016 GeV, as shown in Figure 1.5, making unification possible.

Anomalous muon magnetic moment

The magnetic moment µ of an elementary particle with spin S, electric charge q, and mass m, is
defined as:

µ = g
q

2m
S, (1.30)
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where g is the gyromagnetic factor, a dimensionless constant that characterises the strength
of the particle’s magnetic interaction. According to quantum mechanics, a point-like spin- 1

2
particle is expected to have a gyromagnetic factor g = 2. However, in quantum field theory, this
value is modified by radiative quantum corrections, due to virtual particles in loop diagrams.
The deviation from the classical value for a lepton ℓ is quantified by the anomalous magnetic
moment aℓ = (gℓ − 2)/2. For the muon, the anomalous magnetic moment aµ is particularly
sensitive to quantum corrections due to its relatively large mass compared to the electron, which
increases the sensitivity to potential contributions from new heavy particles. The most recent
world average for the experimental measurements of the muon’s anomalous magnetic moment
is:

aexp
µ = 1165920715(145) · 10−12, (1.31)

measured by the E821 experiment at Brookhaven and more recently by the Muon g-2 experi-
ment at Fermilab [20, 25]. This result shows a discrepancy about 5 standard deviations com-
pared to the Standard Model prediction. If this deviation is confirmed with improved theoreti-
cal and experimental precision, it could be explained by the presence of BSM massive particles
acting in the quantum correction loops.
In SUSY, additional loop contributions from superpartners can increase the theoretical predic-
tion of aµ, and bring it into agreement with the experimental value.

1.2.2 Minimal Supersymmetric Standard Model

The model considered in this thesis is the Minimal Supersymmetric Standard Model (MSSM),
which is the simplest supersymmetric extension of the SM, containing the minimal number
of particles consistent with phenomenology. The supersymmetric generator Q, introduced ear-
lier, is an operator that transforms bosonic states into fermionic states and vice versa, and it
satisfies the following algebra:

{Q, Q†} = Pµ,

{Q, Q} = {Q†, Q†} = 0,

[Pµ, Q] = [Pµ, Q†] = 0

(1.32)

where Pµ is the four-momentum operator generating spacetime translations. The single-particle
states of a supersymmetric theory must be irreducible representations of this algebra, and are
called supermultiplets. Each supermultiplet contains a boson and a fermion, which are super-
partners of each other. The supersymmetry generators commute with the generators of gauge
transformations, thus superpartners must belong to the same representation of the gauge group,
having the same quantum numbers, such as electric charge, weak isospin, and colour charge.
Additionally, they share the number of bosonic and fermionic degrees of freedom. The two
simplest types of supermultiplets that can be built starting from this principle are chiral super-
multiplets and gauge supermultiplets. Chiral supermultiplets consist of a Weyl fermion (with two
fermionic degrees of freedom corresponding to its helicity states), and two real scalars, that can
be grouped into a single complex scalar field. Gauge supermultiplets contain a massless vector
boson (with two helicity states, and thus two bosonic degrees of freedom), and a massless spin- 1

2
Weyl fermion (gaugino). Other combinations of particles satisfying the requirement on the num-
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ber of bosonic and fermionic degrees of freedom are possible, but they are always reducible to
combinations of chiral and gauge supermultiplets, that are thus the only ones considered when
building the particle content of the MSSM.

MSSM particle content

Only chiral supermultiplets can contain fermions whose LH and RH components transform
differently under the gauge group, which is the case for all SM fermions (quarks and leptons).
In the SM, the LH and RH components of the SM fermions are distinct two-component Weyl
fermions with different gauge transformation properties. Therefore, each component must have
its own complex scalar superpartner with spin 0: these are called squarks (q̃R, q̃L), and sleptons
(ℓ̃R, ℓ̃L). The subscripts L and R of the sfermions refer to the helicity of their SM partners, since
they are spin-0 scalars and therefore have no helicity. Since SM neutrinos are only LH, their
scalar superpartners, the sneutrinos, are generally indicated simply as ν̃ℓ, without any L or R
subscript. The SM Higgs boson is a complex scalar, so it naturally belongs to chiral supermul-
tiplet in the MSSM. To avoid gauge anomalies [24], the MSSM’s Higgs sector is extended to
contain two chiral supermultiplets with two complex SU(2)L-doublets, Hu and Hd, with hyper-
charge Y = +1/2 and Y = −1/2, respectively. Each Higgs doublet has a fermionic superpart-
ner called higgsino (H̃u for Hu, and H̃d for Hd). Each SU(2)L doublet consists of a charged and a
neutral component (H+

u , H0
u for Hu, and H0

d , H−
d for Hd), and the observed SM Higgs boson is

a linear combination of the neutral components of the two doublets. The weak-isospin compo-
nents of the higgsinos are organized in the same doublet structure.
All the MSSM chiral supermultiplets, including quarks and squarks, leptons and sleptons, and
Higgs and higgsinos, are listed in Table 1.2.

Names Superfields spin 0 spin 1/2 SU(3)C, SU(2)L, U(1)Y

quarks and squarks

(×3 generations)

Q (ũL d̃L) (uL dL)
(

3, 2, 1
6

)
ū ũR uR

(
3̄, 1,− 2

3
)

d̄ d̃R dR

(
3̄, 1, 1

3

)
leptons and sleptons

(×3 generations)

L (ν̃ ẽL) (ν eL)
(

1, 2,− 1
2

)
ē ẽR eR (1, 1, 1)

Higgs and higgsinos
Hu (H+

u H0
u) (H̃+

u H̃0
u)

(
1, 2, 1

2

)
Hd (H0

d H−
d ) (H̃0

d H̃−
d )

(
1, 2,− 1

2

)
Table 1.2 – Chiral supermultiplets in the MSSM.

Gauge supermultiplets are constituted by the SM gauge bosons and their superpartners, the
gauginos. The superpartners of the gluons are the gluinos (g̃). The superpartners of the SU(2)L
gauge bosons (W+, W−, and W0) are the winos (W̃+, W̃−, W̃0), and the superpartner of the



Standard Model and beyond 25

U(1)Y gauge boson (B0) is the bino (B̃0). After EWSB, the neutral gauginos (W̃0 and B̃0) mix to
form the zino (Z̃0) and the photino (γ̃0).
The gauge supermultiplets of the MSSM are listed in Table 1.3.

Names spin 1 spin 1/2 SU(3)C, SU(2)L, U(1)Y

gluons and gluinos g g̃ (8, 1, 0)

W bosons and winos W±, W0 W̃±, W̃0 (1, 3, 0)

B boson and bino B0 B̃0 (1, 1, 0)

Table 1.3 – Gauge supermultiplets in the MSSM.

MSSM Lagrangian

The gauge interactions of the sfermion fields are the same as those of their SM fermionic part-
ners, since they have the same gauge quantum numbers (e.g. ũL and d̃L couple with the W
boson, while ũR and d̃R do not). The Lagrangian describing the gauge interactions of the MSSM
is similar to the one of the SM, but extended to be SUSY invariant. It consists of the kinetic terms
of the chiral and the gauge supermultiplets, where the ordinary derivative ∂µ is replaced by the
SM covariant derivative. This introduces the gauge interactions between the gauge bosons and
the scalar (ϕi) and fermionic (ψi) components of the chiral supermultiplets, but spoils the SUSY
invariance. To restore it, the Lagrangian must also include interaction terms between the chiral
supermultiplets and the gauginos λa. Considering for simplicity only the part of the covariant
derivative related to the W bosons, Dµ = ∂µ + igWa

µTa, the gauge-interaction Lagrangian takes
the form:

Lgauge = Dµϕ∗iDµϕi + iψ†iγµDµψi

−
√

2g
(

ϕ∗iTaϕi

)
λa −

√
2gλ†a

(
ψ†iTaϕi

)
− 1

2
g2 ∑

a

(
ϕ∗iTaϕi

)2
,

(1.33)

where the first line contains the gauge-covariant kinetic terms, and the second line represents
the manually added interaction terms with gauge superpartners.
In addition to gauge interactions, the MSSM also includes Yukawa-like interactions, which orig-
inate from a holomorphic function known as the superpotential:

WMSSM = ūyuQHu − d̄ydQHd − ēyeLHd + µHu Hd, (1.34)

where Q, L, ū, d̄, ē, Hu, and Hd are chiral superfields corresponding to the supermultiplets in
Table 1.2. The quantity µ has the dimension of a mass and thus provides a supersymmetric
contribution to the mass of the Higgs bosons. The matrices yu, yd, and ye represent the dimen-
sionless Yukawa coupling constants, each represented as a 3 × 3 matrix in the flavour space of
the quark and lepton families.
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Figure 1.6 – Proton decay p → e+π0 through λ′ through λ′′ R-parity couplings [24].

The superpotential WMSSM contributes to the MSSM Lagrangian through the following terms:

LYukawa = −1
2

(
Wijψiψj + W∗

ijψ
†iψ†j

)
+ WiW∗

i , (1.35)

where ψi denote again the fermionic components of the chiral superfields, and Wi and Wij are
the partial derivatives of the superpotential with respect to the scalar components ϕ, defined as:

Wi =
∂W

∂ϕi , Wij =
∂2W

∂ϕi∂ϕj . (1.36)

Differently from the SM, the MSSM superpotential can contain terms that violate the baryon
and lepton number conservation. The violation of the baryonic and leptonic number leads
potentially to proton decay, as shown in Figure 1.6, but this scenario is completely disfavoured
by the experiment, with a measured limit on the decay time of the proton in a lepton-meson
final state of more than 1034 years [26]. This issue can be solved by introducing an additional
quantum number, the R-parity, that is assumed to be conserved (R-parity conservation, RPC):

R = (−1)3(B−L)+2S, (1.37)

where B and L are the baryon and lepton numbers, respectively, and S is the spin. It is a mul-
tiplicatively conserved quantum number, which takes the value +1 for all SM particles and −1
for all their supersymmetric partners. When assuming R-parity conservation, the supersym-
metric particles can only be produced in pairs. This implies that the LSP is stable and does not
decay, making it a good candidate for dark matter.

Soft SUSY breaking

If SUSY were an exact symmetry, fermions and their bosonic superpartners would be mass-
degenerate. Since no supersymmetric particles have been observed so far, if SUSY is realised,
it has to be a broken symmetry. The exact mechanism of SUSY breaking is unknown, there-
fore it is commonly modelled by adding to the Lagrangian the most general set of soft-breaking
terms. These additional soft terms are chosen to not introduce quadratic divergences in the La-
grangian, thus preserving the capability of the SUSY theory to address the hierarchy problem.
The corresponding Lagrangian, denoted as Lsoft, can be added to the previously defined MSSM
Lagrangian, already including Lgauge and LYukawa (see above). The Lagrangian Lsoft violates
SUSY and contains all allowed terms that do not introduce quadratic divergences in the theory
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and that are compatible with the SM SU(3)C ⊗ SU(2)L ⊗ U(1)Y gauge symmetry. The possible
forms of the soft terms of Lsoft for the MSSM are [27]:

• soft gaugino masses for each gauge group, with index a = 1, 2, 3 denoting U(1)Y, SU(2)L,
and SU(3)C, respectively: 1

2 Maλaλa;

• soft scalar squared-mass terms for all the chiral supermultiplets: (m2)
j
iϕ

j∗ϕi;

• soft bilinear scalar interactions: 1
2 bijϕiϕj;

• soft trilinear scalar interactions: 1
3! aijkϕiϕjϕk.

The most general Lsoft for the MSSM can be written as:

Lsoft = − 1
2
(

M1B̃B̃ + M2W̃W̃ + M3 g̃g̃
)
+ h.c.

− Q̃†m2
Q̃Q̃ − L̃†m2

L̃ L̃ − ˜̄u†m2
˜̄u ˜̄u − ˜̄d†m2

˜̄d
˜̄d − ˜̄e†m2

˜̄e ˜̄e

− m2
Hu

H∗
u Hu − m2

Hd
H∗

d Hd − (bHuHd + h.c.)

−
(

˜̄uauQ̃ · Hu − ˜̄dadQ̃ · Hd − ˜̄eae L̃ · Hd

)
+ h.c.,

(1.38)

where Q̃, L̃, ˜̄u, ˜̄d, ˜̄d, Hu, and Hd are the scalar components of the chiral superfields correspond-
ing to the supermultiplets in Table 1.2, and summation over generations is implied. The first
line contains the soft gaugino masses, the second and the third line contain soft scalar squared-
mass terms and the soft bilinear scalar interactions term (bHu Hd), and the last line contains the
soft trilinear scalar interactions terms. The m2 matrices are 3 × 3 hermitian matrices in the su-
permultiplets’ families space, while the a matrices are 3× 3 matrices in the flavour space. These
terms break supersymmetry because they contribute explicitly to the masses and the interac-
tions of the SUSY sparticles but not to their SM superpartners. The underlying supersymmetry
breaking is assumed to be spontaneous and take place in a hidden sector.
The Lagrangian Lsoft introduces a large number of additional free parameters defining the
MSSM. In addition to the SM parameters, the MSSM contains 105 new physical parameters,
including masses, phases and mixing angles, that can not be removed through phase redefini-
tions or changes in the flavour basis of the quark and lepton supermultiplets. This results in a
total of 124 independent physical parameters in the MSSM. However, many of these parame-
ters can be constrained by experimental data and phenomenological considerations. Requiring
the suppression of flavour-changing neutral currents, the absence of new CP-violating phases,
and the assumption of universality for the first two generations, the number of parameters is
reduced to 19, giving a model known as the phenomenological MSSM (pMSSM).

After the EWSB and the soft SUSY breaking, the fields with the same quantum numbers gen-
erally mix, generating mass eigenstates. Mass eigenstates correspond to the physical particles
that can be observed experimentally, characterising the SUSY phenomenology, and their under-
standing is thus fundamental for experimental physics searches.
As previously discussed, each SM fermion has two supersymmetric partners, f̃L and f̃R, corre-
sponding to the two helicity states fR and fL, respectively. The states f̃L and f̃R mix to form the
mass eigenstates proportionally to the mass of their corresponding SM fermion. Therefore, the
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mixing is expected to be small, except for the third-generation squarks, where the SM fermions
masses are significantly larger. For the top squark (the stop) the left-right mixing becomes espe-
cially important. The stop mass-squared matrix can be approximately written as:(

(m2
Q̃)3 + ( 1

2 + 2
3 sin2 θW)M2

Z cos 2β + m2
t −mt(at + µ cot β)

−mt(at + µ cot β) m2
t̃ +

2
3 M2

Z cos 2β sin2 θWm2
t

)
, (1.39)

where (m2
Q̃)3 is the third component of the LH squarks mass matrix from Equation 1.38, at is

the matrix of the trilinear interaction coefficients of the top squark, µ is the coefficient in the
Higgs super-potential of Equation 1.34 that gives the mass terms for the Higgs bosons and their
partners (Higgs mass term), tan β is the ratio of the VEVs of the two Higgs doublets (tan β =

vu/vd), θW is the weak mixing angle (see Section 1.1.2), and mt̃ is the mass of the stop. Since
the off diagonal terms scale with the large top quark mass, of their fermion partners, the mixing
between left- and right-handed stop states is substantial. As a result, a significant mixing of
the left-right gauge eigenstates can occur and determine a large mass splitting between the two
mass eigenstates, t̃1 and t̃2, implying that the lightest of the two, t̃1, might be considerably
lighter than the rest of the squarks, with important implications for SUSY phenomenology and
experimental searches.
The charged gauginos and higgsinos mix into four physical states, called charginos: χ̃±

1 , χ̃±
2 ,

assuming m(χ̃
±
1 ) < m(χ̃

±
2 ). The mixing is described at tree-level by a 2 × 2 complex mass

matrix: (
M2

√
2MW sin β√

2MW cos β µ

)
, (1.40)

where M2 is the soft gaugino mass term for the winos (see Equation 1.38). In the same way, the

neutral gauginos and higgsinos mix into four physical states, called neutralinos: χ̃0
1, χ̃0

2, χ̃0
3, χ̃0

4

(index ordered in mass). The mixing is described at tree-level by a 4 × 4 symmetric complex
mass matrix: 

M1 0 −MW tan θW cos β −MW tan θW cos β

M2 MW cos β MW sin β

0 −µ

0

 , (1.41)

where M1 is the soft gaugino mass term for the bino (see Equation 1.38). In this thesis the χ̃0
1 is

assumed to be the LSP. Since also R-parity conservation is assumed, the χ̃0
1 represents the dark

matter candidate.
The mass eigenstates of the MSSM particles are listed in Table 1.4. In general, the three param-
eters µ, M1 and M2 are completely arbitrary. However, in GUTs, M1 and M2 are equal at the
high energy scale where the gauge couplings are assumed to unify. According to the relative
hierarchy between the three parameters µ, M1 and M2, the mixture of higgsinos, winos, and
bino contributing to the lightest chargino and neutralino differs. The phenomenology consid-
ered for this thesis assumes M1 < M2 << |µ|. In this scenario, the two lightest neutralinos are

mostly pure gaugino states, with masses m(χ̃
0
1) ≈ M1 (bino-like) and m(χ̃

0
2) ≈ M2, while the

two heavier neutralinos are mostly pure higgsino states, with masses m(χ̃
0
3) ≈ m(χ̃

0
4) ≈ |µ|.
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Names Spin PR Gauge Eigenstates Mass Eigenstates

Higgs bosons 0 +1 H0
u, H0

d , H+
u , H−

d h0, H0, A0, H±

Squarks 0 −1

ũL, ũR, d̃L, d̃R (same)

s̃L, s̃R, c̃L, c̃R (same)

t̃L, t̃R, b̃L, b̃R t̃1, t̃2, b̃1, b̃2

Sleptons 0 −1

ẽL, ẽR, ν̃e (same)

µ̃L, µ̃R, ν̃µ (same)

τ̃L, τ̃R, ν̃τ τ̃1, τ̃2, ν̃τ

Neutralinos 1/2 −1 B̃0, W̃0, H̃0
u, H̃0

d χ̃0
1, χ̃0

2, χ̃0
3, χ̃0

4

Charginos 1/2 −1 W̃±, H̃+
u , H̃−

d
χ̃±

1 , χ̃±
2

Gluino 1/2 −1 g̃ (same)

Table 1.4 – MSSM particles, with sfermion mixing for the first two generations assumed to be negli-
gible. In this table gravity (and thus its mediator, the gravitino, is not considered).

This hypothesis is not favoured by naturalness arguments, which require µ to be of the same
scale as the mass of the Z boson. However, it still allows for a natural definition of the Higgs
mass and is characterised by a phenomenology that can be easily detected at the LHC.
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1.2.3 Top squark

Top squarks have an important role in the loop corrections to the Higgs boson mass, helping to
address the hierarchy problem. They are also expected to be the lightest squarks, making their
production potentially accessible at the LHC energies. Therefore, searches for top squarks have
always been a central focus of the LHC searches programme.
This section provides an overview of the top squark phenomenology at the LHC, starting with
a general introduction on physics at proton-proton (pp) colliders, followed by a more detailed
discussion on the motivation behind stop searches at hadron colliders, and a description of the
stop phenomenology at the LHC, including production and decay modes. A summary of some
of the previous stop search results at the LHC is also presented.

Phenomenology at proton-proton colliders

Hadron accelerators have the advantage over lepton accelerators to overcome the significant
energy loss experienced by accelerated leptons due to synchrotron radiation, which scales as:

dE
dt

∝
(

E
m

)4
, (1.42)

where E and m are the particle’s energy and mass, respectively. Since lighter particles radiate
more energy, accelerating electrons to the same energy as protons requires compensating for
an energy loss approximately (mp/me)

4 ≈ 1012 times larger, severely limiting the achievable
centre-of-mass energy in lepton colliders.
The main drawback of colliding protons, is that they are not elementary particles: they are
composed of partons (quarks and gluons), which carry only a fraction of the total proton’s mo-
mentum. This produces two categories of collision events: soft collisions and hard collisions. Soft
collisions involve long distance interactions, where the protons behave as elementary particles.
In this kind of processes, the transferred momentum is generally low, and particles scatter at
small angles. The particles produced in these interactions have high longitudinal momentum,
but low transverse momentum. These are the most frequent interactions in hadron colliders
and generally constitute a background in hadron collider experiments. Hard collisions, on the
other hand, are rarer and contain the processes of physical interest. They are short distance col-
lisions between the individual partons constituting the protons, and they are characterised by
a high momentum exchange, so that the production of particles at large angle, high transverse
momentum and high mass is possible.
Since the partonic centre-of-mass energy (

√
ŝ) depends on the fraction of momentum carried by

the colliding gluons and quarks, it is lower than the pp centre-of-mass energy:
√

ŝ =
√

xaxbs, (1.43)

where
√

s is the proton centre-of-mass energy and xa, xb are the fractions of the total proton
momentum carried by scattering partons. The cross section for a hard-scattering process in pp
collisions is:

σpp→X = ∑
a,b

∫
dxadxb fa(xa, Q2) fb(xb, Q2)σ̂ab→X(xa, xb), (1.44)



Standard Model and beyond 31

250 500 750 1000 1250 1500 1750 2000
particle mass [GeV]

10 6

10 4

10 2

100

102

104

cr
os

s s
ec

tio
n 

[p
b]

pp, s = 13 TeV, NNLOapprox+NNLL

gg
gq

qq *

tt * , bb *

(a)

250 500 750 1000 1250 1500 1750 2000
particle mass [GeV]

10 6

10 4

10 2

100

102

104

cr
os

s s
ec

tio
n 

[p
b]

pp, s = 13.6 TeV, NNLOapprox+NNLL

gg
gq

qq
tt

(b)

Figure 1.7 – Pair production cross section from strong-produced SUSY particles [28] at a centre-of-
mass energy of 13 TeV (left) and 13.6 TeV (right), which correspond to the LHC pp collisions centre of
mass energy in the Run 2 and in the Run 3 data-taking periods, respectively.

where σ̂ab→X is the cross section of the interaction between the partons a and b, xa and xb are the
fractions of the proton momentum carried by the partons, and fa(xa, Q2) and fb(xb, Q2) are the
Parton Distribution Functions (PDFs), which describe the probability that the partons carry a
fraction xa or xb of the total proton momentum. Partons within the colliding protons that are not
involved in the hard scattering undergo hadronisation or secondary multi-parton interactions,
producing a large QCD background called underlying event.

Motivation

If SUSY is realised, the sparticles produced most frequently at the LHC are those with masses
within the collider’s accessible energy range and that couple most strongly to the proton con-
stituents. SUSY particles produced in strong processes, namely squarks and gluinos, typically
have the largest production cross sections due to their QCD interactions. Figure 1.7 shows the
production cross sections for pairs of strongly produced SUSY particles as a function of their
masses. At a fixed mass, first- and second-generation squarks and gluinos have the highest
cross sections. The production cross section of top squarks is an order of magnitude smaller,
because, since top quarks are not among the constituents of the proton, the t-channel diagram
is not available for top squark production. The centre-of-mass energy for pp collisions at the
LHC increased from 13 TeV during Run 2 to 13.6 TeV in the Run 3 LHC data-taking period. This
increase leads to a substantial increase in the production cross sections of strongly produced of
SUSY particles, especially at higher masses. This happens because the proton PDFs decrease
steeply at large momentum fractions. Even a small increase in the collider’s centre-of-mass en-
ergy significantly enhances the availability of partons with sufficient energy to produce heavy
sparticles, resulting in a pronounced increase in the production cross section. Figure 1.8 shows
as an example the ratio of the t̃1 pair production cross section at 13.6 TeV (Run 3) compared to
13 TeV (Run 2), demonstrating this large increase.
In addition to having a lower production cross section compared to other squarks, stops also

present experimental challenges due to their signatures resembling those of the top quark. De-
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Figure 1.8 – Ratio between the t̃1 pair production cross section at 13.6 TeV (Run 3 centre-of-mass
energy) and at 13 TeV (Run 2 centre-of-mass energy) [29].

spite this, there are strong theoretical motivations that justify the interest in dedicated searches
for direct top squark production. First, as previously discussed, the large mixing between the
LH and RH top squarks (t̃L and t̃R) can result in a significant mass splitting between the two
physical states, t̃1 and t̃2, making t̃1 the lightest squark, potentially lighter than the current mass
limits for the first and second-generation squarks. In addition, top squarks play a crucial role in
the SUSY solution to the hierarchy problem. As presented in Section 1.2.1, each supersymmetric
particle contributes to the radiative corrections to the Higgs bare mass, δm2

H , with a sign oppo-
site to that of its SM partner, cancelling the quadratic dependence on the high-energy cut-off Λ
(see Equation 1.28). If SM particles and their SUSY superpartners were mass-degenerate (un-
broken SUSY), the cancellation would be exact. This does not happen due to the spontaneous
SUSY breaking described in Section 1.2.1, but the divergence is still reduced to a logarithmic
one:

δm2(H) ∝
λ2

f N f
c

8π2 (m2
f̄ − m2

f ) ln(Λ2/m2
f̄ ). (1.45)

According to Equation 1.45, naturalness is restored if the mass difference between the top quark
and its SUSY partner is within a few hundred GeV to a few TeV.

Top squark phenomenology

The top squark production cross section in pp collisions depends on the stop mass, as shown
in Figure 1.7. The cross sections for masses between 500 GeV and 1.5 TeV span more than three
orders of magnitude. In pp collisions, the top squark is produced via strong interactions, with
two possible mechanisms [30]:

• quark-antiquark annihilation (qq̄ → t̃1 t̃∗1 with t̃∗1 indicating the anti-particle of the t̃1);

• gluon-gluon fusion (gg → t̃1 t̃∗1)

The top squark production diagrams at tree-level are shown in Figure 1.9.
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Figure 1.9 – Tree-level diagrams contributing to the quark-antiquark annihilation production channel
(first row) and gluon-gluon fusion channel (second row) [31].

Figure 1.10 – Stop decay modes allowed in different kinematic regions [32].

The accessible decay modes of the top squark depend on the mass spectrum of the SUSY par-
ticles involved in the process in the specific model under consideration. The model considered
for the results presented in this thesis is a simplified model, in which only the t̃1 and the light-

est neutralino, the χ̃0
1, are assumed to be light enough to be accessible at the LHC energies,

and the stop decays into a top quark and a neutralino with a branching ratio of 100%. The
masses of the stop and the neutralino are considered as free parameters. Figure 1.10 illustrates
the corresponding parameter space (mt̃1

, m
χ̃0

1
), along with the various accessible decay modes

that become accessible in different mass regions. The stop decay modes consistent with the
considered simplified model are summarized below.

• If ∆m = mt̃1
− m

χ̃0
1
> mt (where mt is the mass of the top quark), the top squark can decay

via t̃1 → t + χ̃0
1, where the t further decays either hadronically or leptonically. This is

called two-body decay.

• If mb + mW < ∆m < mt, the previous decay is not kinematically allowed, since the top
cannot be produced on-shell. In this case, the top squark decays via an off-shell top, i.e.
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Figure 1.11 – Feynman diagram representing the 2-body stop decay [33].

t̃1 → b + W + χ̃0
1, where b is the bottom quark and W is the W boson that further decays.

This is called three-body decay.

• If ∆m < mb + mW , neither the t or the W can be produced on-shell, and the stop decays

via t̃1 → b + f + f ′ + χ̃0
1, where f and f ′ are respectively a fermion and an antifermion

and they are produced according to the branching ratios (BR) of the SM W decays. This is
called four-body decay. In this kinematic region, where the two- and the three-body decays

are kinematically supressed, the stop can also decay via t̃1 → c + χ̃0
1, where c is the charm

quark, a very rare one-loop mediated decay.

Finally, the decay mode t̃1 → bχ̃± → bW±χ̃0
1 is allowed in all the previously mentioned kine-

matic regions, as long as m
χ̃0

1
< m

χ̃± < (mt̃1
− mb).

Figure 1.11 shows the Feynman diagram of the stop two-body decay, which is the decay mode
considered in the analysis presented in this thesis.

1.2.4 Natural SUSY searches at the LHC

To preserve the naturalness of the theory, the masses of the SUSY particles are subject to theoret-
ical constraints, directly related to the level of fine-tuning considered acceptable for the theory.
Fine-tuning can be quantified as the effect that the parameters of the theory have on the value of
the physical Higgs mass mH . At tree level, mH receives a contribution from the µ parameter, im-
plying that naturalness favours relatively light higgsinos, as their mass is directly proportional
to |µ|. However, the very low production cross section of direct higgsino pair production at
the LHC makes their direct detection experimentally challenging. At one-loop level, the Higgs
potential is further corrected by gauge and Yukawa interactions, with the dominant contribu-
tion arising from top and stop quark loops. Given the higher production cross-section of top
squark in pp collisions, experimental searches for top squarks are particularly well-motivated,
as already discussed in detail in Section 1.2.3. Finally, additional constraints arise from gluinos,
which contribute significantly to the radiative corrections of the stop mass through two-loop
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Figure 1.12 – Expected and observed 95% CL excluded regions in the m(t̃1)-m(χ̃
0
1) plane for t̃1-pair

production, assuming different t̃1 decay modes with branching ratio of 100%. Signal models that
lie within the contours are excluded. Uncertainty bands corresponding to the ±1σ variation of the
combined expected limit are also indicated. The diagonal grey dashed lines indicate the kinematic
threshold of the stop decay modes. Exclusion limits shown in the plot on the left [34], the statistical
combination of the semileptonic [35] and the fully-hadronic [36] analyses is shown in the plot on the
right.

effects, therefore impacting indirectly the Higgs potential.

This section presents an overview of the SUSY searches performed at the LHC by the two mul-
tipurpose experiments, ATLAS and CMS, motivated by the naturalness argument. It focuses
mainly on the top squark, main topic of thes thesis, but it also includes a summary of searches
for higgsinos and gluinos.

Top squark searches at the LHC

Extensive searches for the top squark have been performed by the ATLAS and CMS Collab-
orations, using the LHC data collected during the Run 1 and the Run 2 data-taking periods,
corresponding to pp collisions at a centre-of-mass energy of 7-8 TeV (Run 1) and 13 TeV (Run 2).
So far, no evidence for top squark production has been observed. As a result, these searches
have set exclusion limits on the top squark mass, which vary depending on the assumptions of
the simplified models under consideration. Figure 1.12 and 1.13 show the results obtained by
the ATLAS and the CMS Collaborations, respectively, for simplified models where only the t̃1

and the χ̃0
1 are assumed to be accessible at the LHC energies. The results are shown in terms of

exclusion limits at 95% confidence level in the (mt̃1
, m

χ̃0
1
) plane, obtained by analyses targeting

different decay channels, each dominating in specific regions of the parameter space. In these

models, t̃1 masses up to approximately 1.3 TeV are excluded for a very light χ̃0
1 (m

χ̃0
1
≈ 1 GeV).

The results of searches for third-generation squarks, along with other SUSY analysis performed
by ATLAS, have also been interpreted in the context of the 19-parameter pMSSM introduced in
Section 1.2.2. To perform this interpretation, a set of realistic SUSY models was generated by
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Figure 1.13 – Expected and observed 95% CL excluded regions in the m(t̃1)-m(χ̃
0
1) plane [37] (left) and

in the m(t̃1)-∆(t̃1 − χ̃0
1) plane [38] (right) for t̃1-pair production, assuming different t̃1 decay modes

with branching ratio of 100%. Signal models that lie within the contours are excluded. Uncertainty
bands corresponding to the ±1σ variation of the combined expected limit are also indicated.

scanning the pMSSM parameter space, in a phase-space range allowed by previously existing
experimental constraints and in order to ensure that the considered sparticles within the kine-
matic reach of the LHC. Figure 1.14a shows the fraction of excluded models in the (mt̃1

, m
χ̃0

1
)

plane, based on results from Run 1 searches. The comparison between the black area (where
all scanned models are excluded) and the white line (simplified models contour) shows that
often simplified models are an over-simplification, and can overestimate the sensitivity of the
searches.
Another example of an ATLAS stop search considering a less simplified SUSY model with re-
spect to the one considered in this thesis and in the standard analyses presented in Figure 1.12
is shown in Figure 1.14b. The results are based on 36.1 fb−1 of ATLAS pp collision data at√

s = 13 TeV collected during the Run 2 of the LHC. Events with 0, 1, and 2 leptons in the final
state are considered. The considered model, motivated by gauge unification at the GUT scale,
assumes a bino-like LSP, and a wino-like next-to-lightest SUSY particle (NLSP), with wino mass

eigenstates (χ̃
±
1 , χ̃0

2) with a mass two times larger than that of the LSP (χ̃
0
1). All the possible

decay mode of the t̃1 (and the b̃1) to the LSP are considered: t̃1(b̃1) → t(b)χ̃
±
1 , t(b)χ̃

0
1,2. The

corresponding branching ratios, whose sum is bounded to unity, vary across the mass plane,
and based on the sign of the higgsino mass parameter µ.

This thesis presents the first results from top squark searches based on LHC Run 3 data.

Higgsino and gluino searches at the LHC

This paragraph provides a general overview, with some representative examples, of the searches
for gluino and higgsino pair production performed by the ATLAS and CMS experiments using
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and depending on the sign of the higgsino mass pa-
rameter µ.

the pp collision data collected during the LHC Run 2 data-taking period. Gluinos have a rela-
tively large production cross section at the LHC, thus the ATLAS and CMS sensitivities extend
to more than two TeV already analysing the LHC Run 2 data only. Figure 1.15 provides a broad
overview of the ATLAS gluino searches using Run 2 data, considering simplified models as-
suming RPC. The limits are presented as a function of the gluino the lightest neutralino masses,
with different curves representing different analyses with different assumptions on the gluino
decay chain. All analyses assume a decay g̃ → q̃∗q, and the flavour of the squark together with
its coupling to the electroweak sector determines the selected final state. The simplest decay

chain, g̃ → q̃∗q → qqχ̃0
1 is realised when all squarks and electroweakinos, except for χ̃0

1, are
assumed to have inaccessible masses.
The results of the analysis where the squark originating from the g̃ decay is a third generation
t̃ or b̃ are considered separately, due to their previously discussed role in the definition of the
SUSY naturalness. These searches yield the most extended sensitivities, due to the presence
of b-quarks in the final state, which allow to apply the powerful experimental b-tagging tech-
niques, which provide an excellent tool to discriminate signal events from the SM background.
The virtuality of the q̃∗ can in some cases lead to long-lived g̃. Dedicated analyses are designed
to address this case, and are not included in Figure 1.15.
Other less simplified scenarios, especially involving longer gluino decay chains, are considered
modifying the assumptions on the electroweak sector. The gluino decay chain can include the

production of a vector boson (e.g. q̃∗ → qχ̃±
1 → qWχ̃0

1 or g̃ → qq̄′Wχ̃0
1), leading to possible

final states containing same-charge leptons or high jet multiplicity, in case of hadronic-decaying
vector bosons. Another possibility is considering a scenario where the LSP is a light gravitino
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Figure 1.15 – ATLAS exclusion limits at 95% CL based on 13 TeV data in the (g̃, χ̃0
1) mass plane for

different simplified models assuming different decay chains with 100% BR from the gluino to the LSP
(lightest neutralino or gravitino).

(mG̃ ≈ 1 TeV), in which the phenomenology is determined by the NLSP. The analysis consider-

ing the decay chain g̃ → qq̄(γ/Z)G̃ via χ̃0
1 achieves the maximum sensitivity for high χ̃0

1 masses,
as the Emiss

T in the event, which primarily determines the analysis acceptance, is proportional to
m

χ̃0
1
− mG̃.

Considering all the scenarios presented above, the ATLAS Run 2 analyses are able to exclude
gluino masses up to more than 2.4 TeV, placing increasingly stringent constraints on natural
SUSY models.

The phenomenology of scenarios with higgsino-like light electroweakinos often leads to very
small mass splitting (down to a few GeV) between the lightest chargino (χ̃

±
1 ) and the lightest

neutralino (χ̃
0
1). This results in compressed spectra and challenging experimental signatures.

An example of experimental signatures that can be exploited for these searches are those pre-

senting two or three leptons, arising from decay chains such as χ̃±
1 → W±χ̃0

1 and χ̃0
2 → Z/hχ̃0

1,
and unconventional detector signatures, such as disappearing tracks (i.e. a track in the inner
detector with no associated calorimeter or muon activity, see Section 3.1.1 for more details on
track reconstruction procedures in ATLAS). Disappearing tracks address scenarios with very

small mass splittings (≲ 500 MeV) between χ̃±
1 and χ̃0

1, where the chargino becomes long-lived

and leaves tracks inside the detector before decaying in a pion and a neutralino (χ̃
±
1 → χ̃0

1π±).
Figure 1.16 shows a summary of recent Run 2 CMS searches for higgsino pair production, con-

sidering the following relation between neutralinos and chargino masses: m(χ̃
0
2) = m(χ̃

0
1) +

2∆m(χ̃
±
1 , χ̃0

1). These searches fully close the sensitivity gaps for the considered higgsino simpli-
fied model in the very compressed region, which is the region favoured by naturalness argu-
ments, where the higgsino masses are now excluded up to 140 GeV, exceeding the limits set by
the LEP experiments.
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Figure 1.16 – Summary plot comparing exclusion limits on chargino and neutralino masses in the

(m(χ̃
±
1 ), ∆m(χ̃

±
1 , χ̃0

1)) plane, with analyses featuring final states with disappearing tracks, a soft iso-
lated tracks, and soft opposite-sign electron pairs.





CHAPTER 2

Experimental setup

The work presented in this thesis is based on the data collected with the ATLAS (A Toroidal
LHC ApparatuS) [3] detector at the Large Hadron Collider (LHC) [2]. This chapter provides
an overview of the most relevant aspects of the LHC (Section 2.1) and of the ATLAS detector
(Section 2.2).

2.1 The Large Hadron Collider

The LHC, located at the CERN (Conseil Européen pour la Recherche Nucléaire) site, is a hadronic
accelerator and collider, installed in a 26.7 km-long circular underground tunnel at a depth of
approximately 100 m. It was designed to reach a centre-of-mass energy of 14 TeV and an in-
stantaneous luminosity of 1034 cm−2s−1 in proton-proton (pp) collisions. Since it started, the
LHC has undergone three operational periods: Run 1 (2009-2013), Run 2 (2015-2018), and Run 3
(2022-2026, ongoing at the time of writing). The LHC can collide protons (pp collisions) and
heavy nuclei (heavy-ion (HI) programme). Since the results of this thesis are mostly based on pp
collisions recorded during Run 2 and Run 3, this chapter will only be focused on that part of the
LHC programme.
During Run 2, the LHC accelerated protons to 6.5 TeV, reaching a centre-of-mass energy (

√
s) of

13 TeV, which was already close to the design value. In Run 3, the centre-of-mass energy of pp
collisions has been further increased to

√
s = 13.6 TeV.

After the end of Run 3, the LHC will undergo a major upgrade, which will lead to the High-
Luminosity LHC (HL-LHC) phase [40]. The HL-LHC is planned to begin operations in 2030 (start
of Run 4) and continue through 2041 (end of Run 5), as shown in Figure 2.1.

2.1.1 Accelerator complex

The LHC ring is the final step of a complex accelerating chain, shown in Figure 2.2. Each accel-
erator injects the beam of protons into the next one, in order to increase its energy. For protons,
the accelerator Run 3 chain is composed of:

• the linear accelerator Linac 4, accelerating protons up to 160 MeV, replacing Linac 2,
which used to accelerate protons up to 50 MeV until the end of Run 2;

• the Proton Synchrotron Booster, accelerating protons up to 2 GeV (1.4 GeV in Run 2);

• the Proton Synchrotron, accelerating protons up to 26 GeV;

41
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Figure 2.1 – Long term LHC schedule, as of September 2024 (most updated information at the time
of the writing) [41]. The long term schedule of the LHC is shown, starting from 2021, before the start
of Run 3, until 2041, when the end of Run 5 is planned.

• the Super Proton Synchrotron, which accelerates protons up to 450 GeV and finally injects
them into the LHC.

Protons are injected into the LHC in the clockwise (Beam 1) and anti-clockwise (Beam 2) direc-
tions. They are then accelerated to the nominal energy,

√
s/2, using superconducting Radio

Frequency (RF) cavities. Each RF cavity generates an oscillating voltage of 2 MV at 400 MHz and
operates at a temperature of 4.5 K.
The proton beams circulating the LHC are grouped into bunches, which are shaped by the oscil-
lating RF field: protons that lag behind or move ahead of the bunch centre are either accelerated
or decelerated to bring them back toward the centre. The oscillation frequency of the RF cavi-
ties defines the space regions in which proton bunches can be located, called RF buckets. When
the LHC is in operation, it has approximately 35640 RF buckets. RF buckets filled with proton
bunches must have a minimal separation of 10 RF buckets, which corresponds to a minimal
time between proton bunches (bunch spacing) of 25 ns. The LHC is designed to collide two
beams made of up to 2808 proton bunches, each composed of 1011 protons.
The particle bending in the LHC relies on 1232 Niobium-Titanium superconducting deflecting
dipole magnets, which operate at the temperature of 1.9 K and produce a field of approximately
8.33 T. A total of 392 quadrupole magnets are used to focus the beam and dedicated corrector
magnets are used to correct trajectory imperfections.
In the LHC, protons collide at four different locations along the accelerator ring. These locations
correspond to the position of the four main experiments:

• ATLAS and CMS (Compact Muon Solenoid) [43] are general purpose detectors, designed
to cover the widest possible range of physics measurements in proton-proton and heavy
ion collisions.

• LHCb (Large Hadron Collider beauty) [44] is focused on B hadron decays. The purpose
of this detector is to study the properties of b quarks, and to measure the CKM matrix ele-
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Figure 2.2 – Layout of the CERN accelerator complex [42].

ments parameters that describe CP violation and rare b quark decays, looking for physics
beyond the Standard Model.

• ALICE (A Large Ion Collider Experiment) [45] is dedicated to heavy ion collisions, to
study the strong interactions of quarks-gluon plasma.

Other smaller experiments are situated near the larger detectors: TOTEM (TOTal Elastic and
diffractive cross-section Measurements) [46], LHCf (LHC forward experiment) [47], and MoEDAL
(Monopole and Exotic Detector At the LHC) [48], and the newest ones, FASER (ForwArd Search
ExpeRiment) [49] and SND@LHC (Scattering and Neutrino Detector at the LHC) [50], installed
during the long shutdown between Run 2 and Run 3 (2019-2021).

2.1.2 LHC fill cycle

To deliver collisions to the experiments, the LHC operates in a cycle consisting of different
phases, each corresponding to one or more beam modes [51]. The LHC nominal cycle is described
below and illustrated in Figure 2.3.

• Injection. Once the current in the magnets is increased to generate the field required
for injection, proton beams are injected from the accelerator chain into the LHC rings,
according to a predetermined filling scheme, which defines the number of proton bunches
and the bunch spacing between them.
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Time
Injection Ramp Squeeze 

& Adjust
Stable Beams for Physics Dump & 

Ramp Down

450 GeV

Field in main magnets Beam 1 intensity (current) Beam 2 intensity (current)

6.5 TeV

Figure 2.3 – Example of LHC operational cycle [52]. The intensity evolution of Beam 1 (blue) and
2 (red) and the beam energy (dashed green) are shown. The vertical lines denote the beam modes
changes.

• Ramp. During this phase, proton beams are accelerated to their collision energy. The RF
systems accelerate the protons and the current in the magnets is further increased.

• Squeeze and adjust. In these two phases, beams are prepared for collisions. First, the
beam sizes at the interaction points (IPs) are reduced (squeeze). Then, the beam param-
eters (such as position and crossing angle) are adjusted to ensure optimal conditions for
collisions (adjust).

• Stable beams. This is the phase when the LHC conditions remain stable, collisions occur
in the experiments, and detectors can be safely turned on to record data. Minor adjust-
ments of beam parameters are allowed.

• Dump and ramp down. The beams are extracted from the rings and safely dumped. A
dump may be scheduled by the LHC as part of routine operations, requested, for example
by experiments in case of problems with the detector, or unplanned. Following the dump,
the magnetic fields are ramped down.

The period between two consecutive stable beams phases is called turnaround. It includes the
nominal cycle along with all the necessary actions to set up the machine for operation with
beams.

2.1.3 Luminosity and pile-up

The study of rare events requires both high beam energies and high beam intensities, the former
in order to discover massive particles and the latter in order to have a sufficiently large number
of events. The instantaneous luminosity (L) is a measurement of the number of collisions per area
and time. It relates the total number of events (N) and the cross section (σ) of the considered
process as:

dN
dt

= L · σ. (2.1)
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For a Gaussian beam distribution, L can be expressed as:

L =
N2

b nb frevγF
4πϵnβ∗ [cm−2s−1], (2.2)

where:

• Nb is the number of protons in a bunch;

• nb is the number of colliding proton bunches in a beam;

• frev is the revolution frequency;

• γ is the relativistic Lorentz factor for the proton;

• ϵn is the normalised transverse beam emittance, which describes the spread of proton
positions and momenta within the beam in the plane perpendicular to the beam direction;

• β∗ is the beta function, which describes how the beam’s transverse dimensions change
with respect to its longitudinal position along the accelerator, evaluated at the IP;

• F is the geometric luminosity reduction factor, which accounts for the loss in effective
luminosity when there is a non-zero crossing angle between proton bunches.

Typical values of these parameters for the LHC are shown in Table 2.1 for the different years of
LHC operations. Original design values are also presented.

Parameter Design value 2015 2016 2017 2018 2022 2023 2024
Nb [1011 p] 1.15 1.2 1.25 1.25 1.1 1.40 1.60 1.60
nb 2808 2244 2220 2556 - 1868 2556 2462 2358 2352
frev [kHz] 11.245 11.245 11.245 11.245 11.245 11.245 11.245 11.245
γr 7462 6929 6929 6929 6929 7249 7249 7249
ϵn [µm · rad] 3.75 2.6-3.5 1.8-2.0 1.8-2.2 1.8-2.2 1.8-2.5 1.8-2.5 1.8-2.5
β∗ [cm] 55 80 40 40 → 30 30 → 27 → 25 60 → 30 120 → 30 120 → 30

Table 2.1 – Typical parameters values at the LHC for pp collisions in Run 2 [53] and for Run 3 [54],
shown together with the design values.

These operating parameters have been optimised to maximise the instantaneous luminosity
delivered to the experiments. During Run 2, the peak instantaneous luminosity reached the
value of 2.1 × 1034 cm−2s−1, already exceeding the original LHC design target of 1034 cm−2s−1.
In Run 3, it further increased to approximately 2.4× 1034 cm−2s−1. Figures 2.4 and 2.5 show the
peak instantaneous luminosity delivered by the LHC to ATLAS during stable beams in Run 2
and Run 3, respectively.
The instantaneous luminosity in the LHC is not constant. During each LHC fill, it decreases

over time, mainly due to the pp collisions occurring at the IPs that reduce the number of protons
in the beam. The duration of the stable beams phase is optimised balancing the beam luminosity
degradation with the amount of time needed by the accelerator chain to prepare and inject a
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(d)

Figure 2.4 – Peak instantaneous luminosity delivered to ATLAS in Run 2, in the data-taking year:
2015 (upper left figure), 2016 (upper right figure), 2017 (bottom left figure), and 2018 (bottom right
figure) during stable beams for pp collisions at a centre-of-mass energy of 13 TeV as a function of time
[55].



Experimental setup 47

05/07 06/08 07/09 09/10 10/11 12/12

Day in 2022

0

5

10

15

20

25

30

]
-1

 s
-2

 c
m

33
P

ea
k 

Lu
m

in
os

ity
 p

er
 F

ill
 [1

0

 = 13.6 TeVs     ATLAS Online Luminosity
LHC Stable Beams

-1 s-2 cm33 10×Peak Lumi: 23.9 

2/23 calibration

(a)

21/04 24/05 26/06 30/07 01/09 05/10

Day in 2023

0

5

10

15

20

25

30

]
-1

 s
-2

 c
m

33
P

ea
k 

Lu
m

in
os

ity
 p

er
 F

ill
 [1

0

 = 13.6 TeVs     ATLAS Online Luminosity
LHC Stable Beams

-1 s-2 cm33 10×Peak Lumi: 22.4 

5/24 calibration

(b)

03/04 03/05 03/06 04/07 04/08 04/09 04/10 04/11

Day in 2024

0

5

10

15

20

25

30

]
-1

 s
-2

 c
m

33
P

ea
k 

Lu
m

in
os

ity
 p

er
 F

ill
 [1

0

 = 13.6 TeVs     ATLAS Online Luminosity
LHC Stable Beams

-1 s-2 cm33 10×Peak Lumi: 23.3 

7/24 calibration

(c)

Figure 2.5 – Peak instantaneous luminosity delivered to ATLAS in Run 3, in the data-taking year:
2022 (upper left figure), 2023 (upper right figure), 2024 (bottom figure) during stable beams for pp
collisions at a centre-of-mass energy of 13.6 TeV as a function of time [56].
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Figure 2.6 – Cumulative luminosity versus time delivered to (green) and recorded by ATLAS (yellow)
during stable beams for pp collisions at 13 TeV centre-of-mass energy in Run 2 (left figure) for pp
collisions at 13.6 TeV centre-of-mass energy in Run 3 (right figure) [55, 56].

new beam after beam a dump. The decrease of the instantaneous luminosity as a function of
time is described by the following equation:

L(t) = L0 exp−t/τ with τ =
Ntot

0
L0σinelk

, (2.3)

where L0 is the initial instantaneous luminosity, Ntot
0 is the initial beam intensity, σinel is the

total inelastic pp interaction cross section, and k is a normalisation factor that takes into account
the number of IPs along the accelerator (k ≃ 2 for the LHC, since only at the ATLAS and CMS
IPs collisions occur at high-luminosity).

The integrated luminosity (L), defined as:

L =
∫

L dt, (2.4)

quantifies the total amount of data collected over a given period of time. The total num-
ber of collisions (Ncoll) during this time is directly proportional to L, following the relation:
Ncoll = σinelL.
The results presented in this thesis are based on the data collected by ATLAS at a centre-of-mass
energy of 13 TeV during the LHC Run 2, corresponding to an integrated luminosity of 147 fb−1

before data quality requirements [55], and on the data collected by ATLAS at a centre-of-mass
energy of 13.6 TeV during 2022, 2023 and 2024, corresponding to an integrated luminosity of
35.7 fb−1, 29.7 fb−1, and 118 fb−1, respectively, before data quality requirements [56].
Figure 2.6 shows the cumulative integrated luminosity delivered to and recorded by the ATLAS
detector at a centre-of-mass energy of 13 TeV in Run 2, and at a centre-of-mass energy of 13.6 TeV
in Run 3.

Another important parameter related to the instantaneous luminosity is the mean number
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of inelastic interactions per bunch crossing (µ), defined as:

µ = L σinel
nb frev

. (2.5)

This quantity is called pile-up, which occurs when additional soft collisions happen during the
same bunch crossing as the primary hard-scattering event. Pile-up events are generally treated
as background in physics analyses. Their presence deteriorates the energy resolution and makes
the identification and reconstruction of interesting events more challenging. Pile-up is consti-
tuted of two main components:

• the in-time pile-up, constituted by the additional pp collisions occurring in the same bunch
crossing as the collision of interest;

• the out-of-time pile-up, constituted by the additional pp collisions occurring in bunch-
crossings just before and after the collision of interest that affect the signal in the colli-
sion of interest when detectors are sensitive to several bunch-crossings or their electronics
integrate over more than 25 ns.

Figure 2.7 shows the distribution of the number of interactions per bunch crossing and the mean
number of interactions (⟨µ⟩) per year, for the Run 2 and Run 3 (2022, 2023, -2024) data. Since
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Figure 2.7 – Luminosity-weighted distribution of the mean number of interactions per crossing (µ) for
Run 2 pp collision data at 13 TeV centre-of-mass energy (left), and Run 3 pp collision data at 13.6 TeV
centre-of-mass energy (right). All data delivered to ATLAS during stable beams is shown, and the
integrated luminosity and the mean µ value is given in the figures. The mean number of interactions
per crossing corresponds to the mean of the Poisson distribution of the number of interactions per
crossing calculated for each bunch [55, 56].

pile-up is directly proportional to instantaneous luminosity, it is important to find a balance be-
tween achieving high luminosity values, which correspond to larger integrated luminosity and,
consequently, to larger collected datasets, and minimising pile-up, which degrades the quality
of data.
In Run 3, the LHC implemented the β∗ luminosity levelling technique at the ATLAS and CMS
IPs during pp data-taking. The luminosity levelling allows to keep the instantaneous luminos-
ity near its peak value for several hours during the stable beams phase, delaying the exponential
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Figure 2.8 – Pileup and β∗ evolution with β∗ levelling during the LHC fill 8387 (November 2022) [57].
The target pile-up was µ = 54 ± 2.5%. The final β∗ = 30cm was reached after 5.2 hours of levelling.

decay described in Equation 2.3, thus maximising the integrated luminosity. The β∗-levelling
technique is executed as follows: as soon as collisions begin, the instantaneous luminosity nat-
urally starts to decline. When it reaches the lower tolerance limit at the ATLAS ad CMS IPs, the
β∗ value is reduced. Since, as shown in Equation 2.2, β∗ is inversely proportional to the instan-
taneous luminosity, at each step the luminosity increases going back to its peak value. The β∗

value is decreased in steps, until it reaches the final value of 30 cm, as illustrated in Figure 2.8.

2.2 The ATLAS detector

The ATLAS experiment is one of the two multipurpose detectors at the LHC, designed to ex-
plore the widest possible range of physics phenomena arising from pp collisions. Its physics
program ranges from high-precision measurements of the SM parameters to the search for new
physics beyond the SM (BSM). The design requirements for the ATLAS detector are defined
based on the goals of the broad physics programme of the experiment, using a benchmark set
of processes that cover a wide range of potential new phenomena that could be observed at
the TeV scale. The identification of events containing these rare processes is particularly chal-
lenging due to the very high inelastic pp cross section, resulting in poor pile-up conditions (see
Section 2.1.3), and by the high cross section of QCD jet production, which dominates over the
other rarer processes in pp collisions, creating significant backgrounds. As a result, the primary
objective of the detector’s design is to enable the precise identification of the signatures associ-
ated with these processes of interest. The design requirements to achieve this goal are outlined
below.

• Radiation hardness and high granularity: given the challenging experimental conditions
at the LHC, the detector must have fast and radiation-hard electronics, and high gran-
ularity to handle the intense particle fluxes and minimise the effects of pile-up (see Sec-
tion 2.1.3).

• Large angular acceptance: for accurate event reconstruction, particularly for missing trans-
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verse energy (Emiss
T ) measurements, which are crucial for new physics searches.

• Precise charged-particle momentum resolution and reconstruction efficiency, and capabil-
ity to identify secondary vertices for offline τ-leptons and b-jets tagging.

• Good electromagnetic calorimetry for electron and photon identification and energy mea-
surements, complemented by full-coverage hadronic calorimetry for precise jet and Emiss

T
measurements.

• Good muon identification and momentum resolution over a wide range of momenta, with
the ability to unambiguously determine the charge of high-pT muons.

• Efficient triggering on low pT objects while maintaining sufficient background rejection,
to achieve an acceptable trigger rate for most physics processes of interest.

The layout of the ATLAS detector is shown in Figure 2.9. It has a cylindrical shape with a
forward-backward symmetry with respect to the IP. It measures approximately 25 m in diam-
eter and 44 m in length, with a weight of about 7000 t. The detector consists of several nested
sub-detectors, that are (moving from the beam pipe outwardly in the radial direction): the Inner
Detector (ID), a high-granularity tracker for the reconstruction of charged particles trajectories
and the identification of primary and secondary interaction vertices; the Electromagnetic (EM)
Calorimeter, for the high-precision measurement of electrons and photons energy and direc-
tion; the Hadronic (HAD) Calorimeter, for the detection of charged and neutral hadrons; and
the Muon Spectrometer (MS), for the measurement of muons momenta. The detector also in-
cludes a magnet system, which produces the magnetic fields needed for the measurement of
charged particle momenta in the Inner Detector and in the Muon Spectrometer, and the Trigger
and Data Acquisition (TDAQ) system, which analyses collision events in real time to select the
most interesting ones for storage and further analysis. Figure 2.10 shows how different types
of particles interact with the ATLAS sub-detectors. The original configuration of the detector,
as it was built for the start of the LHC, is described in Reference [3]. As the LHC operating
conditions changed over the years, the ATLAS detector underwent substantial upgrades, to
maintain excellent performance despite the harsher data-taking conditions. The major upgrade
between Run 2 and Run 3, that involved mainly the EM Calorimeter, TDAQ system and the
Muon Spectrometer, is called Phase-I Upgrade, and moves towards the requirements foreseen
for the HL-LHC phase running conditions.

The work presented in this thesis is based on data collected with ATLAS during both Run 2
and Run 3. Since Run 3 is still ongoing at the time of writing, the results presented here are
among the first to be based on the Run 3 dataset. Hence, this section focuses on the Run 3 con-
figuration of the ATLAS detector [58]. For each subsystem that underwent a major upgrade, the
differences from the Run 2 setup are detailed, giving a clear overview of the improvements and
their impact on detector performance.

Coordinate system

A right-handed coordinate system based on the coordinates (x, y, z) is defined in order to de-
scribe the position and the direction of the particles inside the ATLAS detector. The origin of
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Figure 2.9 – Cut-away view of the ATLAS detector in the Run 3 configuration [58].

the system is located at the nominal IP. The beam direction defines the z-axis and the x-y plane
is transverse to the beam direction, with the positive x-axis pointing from the IP to the centre
of the LHC ring, and the positive y-axis outgoing from the xz-plane. Since the momentum of
partons along the beam axis is unknown (see Section 1.2.3), boost-invariant transverse quan-
tities are defined through the projection on the xy-plane. The azimuthal angle ϕ is measured
around the z-axis on the xy-plane, having ϕ = 0 along the positive x-axis, and the polar angle
θ is defined with respect to the z-axis, having θ = 0 along the positive z-axis and θ = π/2 on
the xy-plane. The coordinate system described above is sketched in Figure 2.11a. The variable
commonly used to describe the angle of a particle relative to the beam axis, instead of θ, is the
pseudorapidity, η, defined as:

η = − ln
[

tan
(

θ

2

)]
. (2.6)

The pseudorapidity is obtained as the massless limit of the rapidity y = 0.5 ln[(E + pz)/(E − pz)],
where E is the energy and pz is the z-component of the momentum of the described parti-
cle. This variable is preferred over the polar angle θ because differences in pseudorapidity are
Lorentz invariant under boosts along the longitudinal axis. Values taken by η and their rela-
tions with the polar angle θ are shown in Figure 2.11b. Large (small) values of η correspond to
the forward (central) region of the detector.
The angular distance ∆R in the ηϕ-plane between two objects of coordinates (ηi,ϕi) and (ηj,ϕj)
is defined as:

∆R =

√
∆η2 + ∆ϕ2 =

√
(ηi − ηj)

2 + (ϕi − ϕj)
2. (2.7)
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Figure 2.10 – Neutral particles escape the tracker undetected. Electrons and photons release energy
in the EM calorimeter, while he HAD calorimeter is designed to measure the energy of the hadrons.
Muons are detected in the MS. Weakly interacting particles, such as neutrinos or BSM particles, es-
cape all the ATLAS sub-detectors, but their presence can be deduced by a measurement of the miss-
ing transverse momentum [59]. Chapter 3 describes in detail how physics objects are reconstructed
in ATLAS.

(a)
(b)

Figure 2.11 – Polar coordinates used to describe the position of a particle in the ATLAS detector (left),
and relation between the pseudorapidity η and the standard polar angle θ (right) [60].

2.2.1 Magnet system

A proper magnetic field distribution is necessary to bend the trajectories of charged particles
produced in collisions, allowing to measure their momenta. A charged particle moving in a
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Figure 2.12 – Schematic illustration of the ATLAS magnet system.

magnetic field, in fact, follows a curved trajectory, with the curvature radius depending on
both the particle’s momentum and the strength of the magnetic field. Hence, by knowing the
curvature radius and the strength of the magnetic field, it is possible to reconstruct the particle’s
momentum. For a homogeneous magnetic field of strength B, the component of the particle’s
momentum perpendicular to the direction of the magnetic field (pT) is related to the curvature
radius R by the equation:

pT[GeV] ≈ 0.3 · |q| · B[T] · R[cm], (2.8)

where q is the electric charge of the particle. To generate this magnetic field, ATLAS uses a su-
perconducting magnet system, that produces a magnetic field over a volume of approximately
12 000 m3, ensuring an almost complete geometric coverage of both the ID and the MS. The
ATLAS magnet system consists of two parts: a central solenoid [61], and a toroidal system,
composed of a barrel toroid [62] and two endcap toroids [63]. The configuration of the magnet
system is shown in Figure 2.12. The central solenoid is a superconducting coil located between
the ID and the EM Calorimeter. It generates an axial magnetic field of 2 T within the ID volume.
The solenoid is 5.8 m long, with an inner radius of 1.23 m and an outer radius of 1.28 m. It is
cooled to 4.5 K and the magnetic field is generated by an electric current of 8 kA.
The barrel toroid and the two endcap toroids, installed outside the calorimeters, produce a
toroidal magnetic field of 0.5 T and 1 T in the central and endcap regions, respectively, covering
the MS volume. The toroidal magnetic field is generated by an electric current of 20 kA. The
barrel toroid consists of 8 separate superconducting coils, it has an inner diameter of 9.4 m, an
outer diameter of 20.1 m, and is 25.3 m long. Each of the two endcap toroids consists of eight su-
perconducting coils located inside an insulating vacuum vessel, with a diameter of 10.7 m and
5 m wide. The endcap toroids generate a magnetic field near the beam axis, in order to deflect
the particles with small polar angles.
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Figure 2.13 – Cut-away view of the ATLAS inner detector in the Run 3 configuration [58].

2.2.2 Tracking: the Inner Detector

The ID [64] is used for the reconstruction of the trajectories (tracks) of the charged particles
interacting with its material, and for the identification of primary and secondary interaction
vertices. The ID is designed to achieve high-precision momentum and vertex resolution despite
the high track density in the detector. To handle the large number of tracks per event, high
granularity detectors are needed to perform precise track measurements and accurate event
vertex reconstruction. Additionally, due to its proximity to the interaction point, the ID design
requires a high resistance to radiation for all the sensors, on-detector electronics, mechanical
structures, and services.
The ID is composed of a barrel and of two endcaps and covers the pseudorapidity region |η| <
2.5. It is immersed in the 2 T magnetic field generated by the central solenoid (see the previous
Section 2.2.1). The layout of the ID is presented in Figure 2.13.
The ID consists of three sub-detectors: the Pixel detector, the Semiconductor Tracker (SCT),

and the Transition Radiation Tracker (TRT). The sub-detector structure is shown in a cut view
of the ID in Figure 2.14. The Pixel Detector and the SCT are silicon detectors [65], based on a
silicon p-n junction operating in reverse bias voltage [66]. Segmenting the p-n junction in one
or two dimensions allows to measure the position of a particle. Devices with segments in only
one direction are known as strip detectors (such as the SCT), while those with two-dimensional
segmentation are pixel detectors (such as the Pixel Detector).

Pixel detector

The Pixel Detector [67, 68] is the sub-detector closest to the IP and with the best space resolution.
It composed of four cylindrical layers in the barrel area, located at radial distances of 3.3 cm,
5.1 cm, 8.9 cm and 12.3 cm from the beam line. The innermost layer is the Insertable B-Layer
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Figure 2.14 – Barrel ID cut view in the transverse plane [58].

(IBL) [69], installed at the beginning of Run 2 to improve the tracking performance by reducing
the distance between the interaction point and the first detector layer. In the two endcaps it is
composed of three disks, located at ±50 cm, 58 cm and 65.0 cm from the centre of the detector.
The pixel layers are segmented in the rϕ plane and along the z-axis. The pixel sensors in the
endcaps and in the three outer layers in the barrel have a size of 50 × 400 µm, while they are
slightly smaller in the IBL, with a size of 50× 250 µm. The Pixel detector typically provides four
measurements (hits) per track, with the first hit normally being in the IBL. The intrinsic spatial
resolution in the three outer layers of the barrel (endcaps) is of 10 µm in the rϕ-plane and 115 µm
in z (r) direction.

Semi-Conductor Tracker

The SCT [70] is located at a radial distance of 30 cm to 51 cm from the beam line. It is composed
of four concentric barrel layers of silicon microstrips grouped into four cylindrical structures,
placed at approximate radial distances of 30 cm, 37 cm, 44 cm and 51 cm from the beam line. The
endcap regions are composed of nine disks each. To allow three-dimensional position measure-
ments, the layers are double-sided, with a 40 mrad stereo angle between the two sides, enabling
the measurement of the z and the r coordinates in the barrel and in the endcap, respectively.
Barrel modules consist of four rectangular silicon-strip sensors each, with strips with a constant
pitch of 80 µm and approximately parallel to the magnetic field and beam axis. Endcap disks
instead consist of up to three rings of modules with trapezoidal sensors. The strip direction is
radial with constant azimuth and a mean pitch of 80 µm. The SCT typically provides eight strip
measurements per track, corresponding to four space points. The intrinsic spatial resolution per
module in the barrel (endcap) is of 17 µm in the rϕ-plane and 580 µm along the z (r) direction.
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Transition Radiation Tracker

The TRT [71] is the outermost layer of the ID, located at a radial distance between 55 cm and
108 cm from the beam line. It consists of several layers of gas-filled straw tubes interleaved
with transition radiation material, thus functioning both as a drift chamber and a transition
radiation detector, contributing to particle identification. Each straw-tube has a diameter of
4 mm. In the barrel region, the straws are 140 cm long and parallel to the beam axis, while in the
endcaps region they are 37 cm long and arranged radially in wheels. The tubes are filled with
a Xenon-Argon gas mixture, which becomes ionised when a charged particle passes through.
Xenon is the base component of the gas mixture, needed for its efficient X-ray absorption. To
generate the transition radiation, the spaces between the tubes are filled with polymer fibres in
the barrel region and foils in the endcaps. The transition radiation can be emitted by particles
when they cross the boundary between different materials. Since the intensity of the transition
radiation photons depends on the particle’s relativistic Lorentz factor (γ = E/m), it can be
used to discriminate between electrons and pions of similar energy, due to their mass difference
(me ≈ 0.51 MeV, m

π± ≈ 139.57 MeV). Compared to the other ID sub-detectors, the TRT has a
lower spatial resolution (130 µm in the rϕ-plane) and only provides rϕ information. However,
it can supply a high number of hits, of approximately 36 per track.

2.2.3 Calorimetry

The ATLAS calorimetric system consists of three calorimeters: the EM Calorimeter, optimised
for the measurement of the energy of electrons and photon, and covering the pseudorapidity
region |η| < 3.2, the HAD Calorimeter, for the measurement of hadrons in the pseudorapidity
region |η| < 3.2, and the Forward Calorimeter (FCal), designed to measure both electromag-
netic and hadronic showers in the forward regions, extending the pseudorapidity coverage of
the ATLAS calorimetric system to 3.1 < |η| < 4.9. A view of the calorimeter system is presented
in Figure 2.15.

Calorimeters [72] are designed to measure the energy of incident electrons, photons and
hadrons, while also providing a fundamental contribution to the measurement of the Emiss

T .
When a particle enters a calorimeter, it interacts with its material, producing multiple new par-
ticles, which in turn interact with the detector producing other particles. This cascade of sec-
ondary particles with progressively degraded energy is called shower. The process ends when
the particles of the shower reach the critical energy and are fully absorbed by the matter of the
detector. The total energy of the secondary particles is measured by detecting the charge pro-
duced through ionisation in a gas or in a liquid, or the light produced in a scintillating material,
and serves as a measurement of the energy of the initial incident particle. The size and geom-
etry of the calorimeters are designed to contain the showers generated by incoming particles.
The development of these showers depends on the particle’s interactions with the detector ma-
terial and varies significantly between primary electrons or photons and primary hadrons. The
ATLAS calorimeters are sampling calorimeters [73], meaning that they consist of alternating lay-
ers of a passive medium of high-density material, which degrades the particle energy, and layers
of active medium, which generates the measurable signal. Liquid Argon (LAr) or polystyrene
scintillator are used as active material, lead, copper, or iron are used as passive material, de-
pending on the calorimeter type.
A key quantity to measure a calorimeter performance is its energy resolution, which depends
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Figure 2.15 – Cut-away view of the ATLAS calorimeter system in the Run 3 configuration [58]

on the initial energy of the incoming particle and can be expressed as follows:

σ(E)
E

≈ a√
E
⊕ b

E
⊕ c, (2.9)

where a is the stochastic term, describing the contributions to the resolution from statistical fluc-
tuations in the shower development; b is the noise term, including the contributions from the
electronic noise induced by readout circuits and from the pile-up noise; for an individual signal
in the energy range studied by ATLAS, this term is dominated by the electronic noise and gen-
erally negligible, while in ATLAS operating conditions with high luminosity, pile-up becomes
the dominant source of noise and can significantly affect the resolution. Finally, c is the constant
term, arising from factors such as detector non-uniformity, misalignments, and uncertainties in
the electronic calibration. The constant term becomes the limiting factor for resolution at very
high energies.

The LAr EM calorimeter

The LAr EM calorimeter [74, 75] surrounds the ID. It has a cylindrical shape, 6.65 m long and
with an outer radius of 2.25 m, and it is divided into a barrel part (|η| < 1.475) and two end-
cap components (1.375 < |η| < 3.2). The transition areas between the barrel and endcaps are
known as crack regions (1.37 < |η| < 1.52). Each endcap calorimeter is mechanically divided
into two coaxial wheels: an outer wheel covering the region 1.375 < |η| < 2.5, and an inner
wheel covering the region 2.5 < |η| < 3.2. The LAr detector is a sampling calorimeter made
of 4 − mm thick layers of LAr as its active medium, interleaved with copper electrodes, which
collect the ionisation charge generated by the EM shower, and with lead absorbers plates. The
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lead layers have different thickness, ranging from 1.1 mm to 1.5 mm in the barrel, and from
1.7 mm to 2.2 mm in the end-caps. Electrodes and absorbers are arranged in an accordion geom-
etry to provide a complete ϕ symmetry without azimuthal cracks due to the outgoing readout
system. The LAr EM calorimeter is composed of four longitudinal layers, ensuring the precise
measurement of the longitudinal development of the EM shower. The four layers are:

• Presampler. This layer is located in the region of |η| < 1.8 and consists of an active LAr
layer of thickness 1.1 cm (0.5 cm) in the barrel (endcap) region. It is used to correct for the
energy lost by electrons and photons before reaching the calorimeter.

• Strips. This layer has the finest segmentation along η (∆η = 0.0031), in order to discrimi-
nate between prompt photons and π0 mesons decaying into two almost collinear photons.

• Middle. This layer is segmented in cells of size ∆η × ∆ϕ = 0.025 × 0.025. It contains
most of the energy of the showers originated by photons and electrons with energy up to
50 GeV.

• Back. This layer is used to correct for the energy leakage of high-energy showers in the
HAD calorimeter.

The nominal LAr EM calorimeter resolution is:

σ(E)
E

≈ 10%√
E

⊕ 0.7%, (2.10)

where E is expressed in GeV and the stochastic term depends on |η|. The noise term is negli-
gible at the typical energy ranges studied by ATLAS, since it is not expected to contribute for
energies above 0.5 GeV.
Figure 2.16 is a sketch of a barrel module of the LAr EM calorimeter. The accordion geometry
of the Strips, Middle, and Back layers is visible, along with their granularity in the ηϕ-plane.

The main upgrade in the Run 3 system compared to Run 2 is the implementation of the new dig-
ital trigger readout [76], which provides finer granularity inputs to the upgraded trigger system
(see Section 2.2.6). During Run 1 and Run 2, the calorimeter signals sent to the trigger system
consisted of ∆η × ∆ϕ = 0.1 × 0.1 Trigger Towers (TTs), formed by analog summing the ET of the
calorimeter cells in the longitudinal layers of the calorimeter. The new digital trigger readout
path implemented for Run 3 is based on smaller clusters called Super Cells, formed by intro-
ducing an additional lateral and longitudinal segmentation, splitting the TTs longitudinally in
four layers, of which the middle ones are further split laterally along η into four strips each.
One Super Cell can thus cover an area as small as ∆η × ∆ϕ = 0.025 × 0.1, depending on which
longitudinal layer it is located in, with finer granularity for the Strips and the Middle layers
(|η| < 2.5), as shown in Figure 2.17. In this way, the granularity of the signals is increased by
up to a factor of ten, significantly improving the both the trigger selection efficiency for events
with interesting signatures and its discrimination power against background events. The legacy
(Run 1 and Run 2) analogue trigger path continued to operate in parallel to the new digital
trigger path during the Run 3 commissioning phase, and was disabled in August 2024.
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Figure 2.16 – Layout of the three accordion layers in a barrel module of the LAr EM calorimeter [74].

Hadronic calorimeters

The HAD Calorimeter [77] is located after the EM calorimeter in the radial direction. It is de-
signed to fully contain the showers generated by hadrons and to measure their energies. It has
a cylindrical shape, it is 11.5 m long with an external radius of 4.25 m, and covers the pseudora-
pidity region |η| < 3.9. The HAD calorimeter is mainly composed of two sub-systems, which
use different technologies: the Tile Calorimeter in the central region, and the Hadronic Endcap
Calorimeter (HEC) in the endcaps region.
The Tile Calorimeter is placed directly outside the EM calorimeter. It is a sampling calorimeter
using steel as the absorber material and scintillating tiles as the active material. Radially, the tile
calorimeter extends from an inner radius of 2.28 m to an outer radius of 4.25 m. Its barrel covers
the pseudorapidity region |η| < 1.0, and its two extended barrels cover the range 0.8 < |η| < 1.7.
The tile calorimeter composed of cells of size ∆η × ∆ϕ = 0.1 × 0.1. The Minimum Bias Trigger
Scintillators (MBTS) [78], covering the pseudorapidity range of 2.0 < |η| < 4.0, are used for
triggering and for luminosity monitoring. Historically, they have been considered part of the
tile calorimeter as they share its readout electronics.
The HEC consists of two independent wheels in each endcap, located just behind the electro-
magnetic endcap calorimeter. LAr is used as the active material, and copper and tungsten plates
are used as the absorber. To reduce the drop in material density at the transition between the
endcap and the forward calorimeter (at around |η| = 3.1, see below), the HEC extends out to
|η| = 3.2, thus overlapping with the forward calorimeter. Similarly, the HEC η range overlaps
that of the tile calorimeter (|η| < 1.7) by extending up to |η| = 1.5. The HEC cells have a gran-
ularity of ∆η × ∆ϕ = 0.1 × 0.1 for |η| < 2.5, and ∆η × ∆ϕ = 0.2 × 0.2 for 2.5 < |η| < 3.2.
The nominal energy resolution for hadronic jets (combining the HAD and the EM calorimeters)
is:

σ(E)/E ≈ 50%√
E

⊕ 3%, (2.11)
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Figure 2.17 – Trigger granularity from each 0.1 × 0.1 TT after the Phase-I upgrade of the LAr calori-
meter electronics. Ten ET values are provided from 1 − 4 − 4 − 1 longitudinal/transverse samples,
each forming a SuperCell. Layer 0 corresponds to the Presampler, Layer 1 corresponds to Strips,
Layer 2 corresponds to Middle and Layer 3 corresponds to Back [4].

The Forward Calorimeter

The Forward Calorimeter (FCal) [79] is designed to measure the energy of both electromagnetic
and hadronic showers in the forward region. Its modules are located at a distance of 4.7 m from
the IP and cover the pseudorapidity range 3.1 < |η| < 4.9. The FCal consists of three modules in
each endcap: the first, made of copper as the absorber material and LAr as the active medium,
is optimised for electromagnetic measurements; while the other two, made of tungsten as the
absorber material and LAr as the active material, primarily measure the energy of hadronic
interactions. The typical energy resolution of the FCal is:

σ(E)
E

≈ 100%√
E

⊕ 10%, (2.12)

2.2.4 Muon System

Due to their higher mass with respect to electrons, muons experience a significantly reduced
energy loss through bremsstrahlung, by a factor of approximately m−2

µ /m−2
e ≈ 10−6. For this

reason, muons can escape the calorimeters with minimal energy loss and the MS [80] is thus
located at the outer part of the ATLAS detector. Its main goals are to detect charged particles
exiting the barrel and endcap calorimeters and to measure their momentum in the pseudorapid-
ity range |η| < 2.7. It also triggers on these particles in the region |η| < 2.4 (see Section 2.2.6).
The measurement of the momentum is based on the magnetic deflection of muon trajectories
caused by the toroidal magnetic field (see Section 2.2.1). A full view of the MS is shown in Fig-
ure 2.18.

The MS is composed of thee parts: the central barrel and two endcaps. Each part is struc-
tured into three detector stations: an inner station, close to the calorimeters, a middle station,
still inside the toroid field, and an outer station, well outside the magnetic field. In the barrel,
these stations form three concentric and cylindrical layers around the beam axis. In the endcaps,



62 2.2 The ATLAS detector

Figure 2.18 – Cut-away view of ATLAS Muon Spectrometer in the Run 3 configuration [58].

they take the shape of three discs, referred to as Wheels. Due to the large volume of the MS, it
is impossible to provide continuous tracking; instead, tracks are typically reconstructed from
straight segments formed within each station. The detectors in each station are multilayered,
and provide at least six hits along the muon’s trajectory, which can be reconstructed as a straight
track segment with a well-defined spatial resolution. Muon tracks are then reconstructed by fit-
ting curved paths to the three segments and matching them to ID tracks (see Section 3.1.1 in
Chapter 3). The MS is designed to give a stand-alone transverse momentum resolution better
than 15% for 1 TeV tracks.
In barrel, precision measurements of the bending coordinate are performed using multilayered
Monitored Drift Tube (MDT) chambers. The middle and outer layers are also equipped with Re-
sistive Plate Chambers, used for triggering and for the azimuthal coordinate of the tracks.
The endcaps employ a different set of technologies: MDT chambers are used to measure the
bending coordinate in the middle and outermost layers, similar to the barrel, while Thin Gap
Chambers (TGCs) are used for triggering and to provide the azimuthal coordinate measurements
in the middle station. The innermost endcap stations are the New Small Wheels (NSWs), which
fully replaced the Small Wheels used during Run 2. The NSWs use two chamber technologies:
small-strip TGC and Micro-Mesh Gaseous Structure (Micromegas) detectors. Both technologies
are used for triggering as well as for tracking, enhancing the resolution in both the bending and
azimuthal directions compared to Run 2. The Phase-I upgrade mainly aimed to reduce the rate
of the fake muons background, caused by charged particles coming from hadronic showers and
increasing with luminosity, to be able to trigger on lower-pT muons while keeping the trigger
rates at a manageable level. This detector combination is designed not only to meet the require-
ments of the new Run 3 running conditions, but also in view of the HL-LHC phase. The Run 2
Small Wheels used Cathode Strip Chambers to measure the bending coordinate, and TGCs for
triggering and to measure the azimuthal coordinate.



Experimental setup 63

2.2.5 Forward Detectors

Four smaller detector systems cover the ATLAS forward region.
The first system (ordered according to the distance from the IP) is a Cherenkov detector called
LUCID (LUminosity measurement using Cherenkov Integrating Detector) [81]. It is placed at
approximately z ± 17 m from the IP and consists of two sets of photomultiplier tubes that sur-
round the LHC beam pipe, covering the pseudorapidity range 5.561 < |η| < 5.641. It detects
inelastic pp interactions in the forward direction, determining the on-line relative-luminosity
delivered to ATLAS.
The second detector, the ZDC (Zero-Degree Calorimeter) [82], is situated at ±140 m from the
IP and is used to determine the centrality of heavy-ion collisions. It consists of a set of two
sampling calorimeter modules, uses Tungsten plates as absorber material and quartz rods in-
terspersed in the absorber as active media. It can only operate during HI or low pile-up data-
taking, and is otherwise removed from the beam pipe.
The third detector is the AFP (ATLAS Forward Proton) [83], consists of four Roman pot sta-
tions, two on each side of the IP, equipped with silicon tracker and time-of-flight detectors. On
each side, the station closest to the IP is located at z = ±206 m, while the other is located at
z = ±217 m. The AFP is designed to tag and measure the properties of protons emerging intact
from the pp collisions in ATLAS and travelling at very small angles with respect to the beam
pipe, enabling the study of elastic or diffractive processes which are otherwise inaccessible. The
last of the forward detectors, ALFA (Absolute Luminosity For ATLAS) [84], is located at ±240 m
from the IP. It is designed to determine the total pp cross section as well as the luminosity at
the LHC, by measuring elastic proton scattering at very small angles. The system consists of
four Roman Pot stations, each equipped with tracking detectors, inserted in Roman Pots which
approach the LHC beams vertically, as close as 1 mm to the beam. The tracking detectors consist
of multi-layer scintillating fibre structures read out by Multi-Anode-Photo-Multipliers.

2.2.6 Trigger and data acquisition system

The LHC beams collide at the IP with a frequency up to 40 MHz, producing pp collision events
with an average size of 1.5 MB. This would require transferring and storing data at an unman-
ageable rate of almost 60 TB/s, which exceeds the ATLAS’s resources. In addition, the majority
of pp collisions at the LHC energies produce only soft interactions with no signatures of pro-
cesses targeted by the ATLAS physics programme. Therefore, one of the key components of the
ATLAS experiment is the TDAQ system, designed to efficiently select and record only poten-
tially interesting events, reducing the output rate to a manageable level. It is a two-level system,
consisting of a hardware-based Level-1 (L1) trigger and a software-based High-Level Trigger
(HLT).

The L1 trigger is mainly based on two independent systems, which use custom electronics to
trigger on reduced-granularity information from the calorimeters (L1Calo) and the muon detec-
tors (L1Muon). They identify events containing high-pT leptons, jets, and large missing or total
transverse energy, which can all indicate the presence of an interesting physics process. The
L1 topological processor (L1Topo) takes in input Trigger OBjects (TOBs) containing kinematic
information from the L1Calo and L1Muon systems, and applies topological selections.
The final L1 trigger decision is then formed by the Central Trigger Processor (CTP), which in-
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tegrates the information received by the L1Calo, L1Muon, and L1Topo systems, as well as from
additional sub-detectors (MBTS, AFP, ALFA, LUCID, and ZDC). These signals are combined
with information about the LHC bunch pattern (see Section 2.1.1), which is configured exter-
nally, and determines in which bunch crossings the triggers are allowed to fire. This information
is combined via a logical AND operation with other trigger conditions before the L1 trigger de-
cision is generated. Most triggers are configured to be active in bunch crossings where proton
bunches are colliding, which typically have a rate of approximately 30 MHz; however, certain
triggers designed to collect events for background studies are also activated in bunch crossings
with only one bunch or no bunches at all. Up to 512 distinct L1 trigger items may be config-
ured in the CTP. The CTP also applies preventive dead time, a mechanism to limit the number
of close-by L1 accepts to be within the constraints on the detector read-out latency. It limits the
minimum time between two consecutive L1 accepts (simple dead time), to prevent overlapping
read-out windows, and restricts the number of L1 accepts allowed within a set number of bunch
crossings (complex dead time), to prevent front-end buffers overflows [85]. Events are accepted
at a rate up to the maximum detector readout rate of 100 kHz at a fixed latency below 2.5 µs.
Upon receiving an L1 trigger accept signal, events are sent to the HLT for further processing.

The HLT runs on a computing farm of 60 000 CPU cores [86] and selects up to 3 kHz of fully-
built physics collision events (with additional rate for partial readout) to be sent to permanent
storage, with an average processing time of approximately 600 ms. HLT algorithms reconstruct
events at a progressively higher level of detail, either in the full detector volume or within
Regions-of-Interest (RoIs), restricted regions identified by the L1 trigger as containing candidate
objects. Unlike the L1 trigger, HLT algorithms use full-granularity information from the sub-
detectors, to provide better energy and momentum resolution for the selections, and enabling
precision tracking for particle identification. The flow of data through the Run 3 TDAQ system
is illustrated in Figure 2.19.

Phase-I Upgrade

Before the start of Run 3, the trigger system underwent a major upgrade [4], to optimise the
performance under the new LHC running conditions. The upgraded system was designed to
handle higher levels of pile-up while keeping the same selection efficiency and lower the L1
trigger rate.
The L1Calo system was upgraded to perform on-detector digitisation of the signals from the
LAr calorimeters, enabling electromagnetic cluster reconstruction with up to ten times finer
granularity and jet reconstruction with four times finer granularity, as well as algorithms ca-
pable of processing data from the entire calorimeter (see Section 2.2.3). The LAr TTs are now
distributed to new Feature Extraction (FEX) processors, which include new electromagnetic
(eFEX) and jet (jFEX) feature extractors, as well as a global feature extractor (gFEX). The eFEX
uses full SuperCell granularity for precise reconstruction of EM objects and hadronically de-
caying τ leptons. In the region with |η| < 2.5, the jFEX receives TTs with twice the granularity
compared to the legacy system. Its performance is expected to be similar to that of the legacy
L1Calo system for the single jet triggers, while improving the reconstruction for the nearby jets
in the multi-jet triggers. The gFEX, has been designed with a coarser granularity, comparable
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Figure 2.19 – Simplified layout of the ATLAS TDAQ hardware in Run 3 and the flow of data through
the system [58]. Rates reported on the right refer to fully-built events (see Chapter 7), excluding
calibration data and streams saving only part of the event information.

to the Run 2 system, so that the data from the entire calorimeter can be processed on a single
module, facilitating the identification of boosted objects and global observables (for example
Emiss

T , a crucial quantity for BSM physics searches). As already mentioned in Section 2.2.3, the
legacy L1Calo system continued to operate in parallel to the Phase-I during the commissioning
phase at the start of Run 3. The legacy system was finally fully decommissioned in August 2024.
Figure 2.20 shows how the new Phase-I triggers provide an increased trigger efficiency while
keeping the L1 trigger rate lower than the legacy triggers, which is the main goal of the Phase-I
upgrade.
The L1Muon trigger system selects events containing high-pT muons, based on the inputs from

the RPCs in the barrel region, and from the TGCs and the NSWs in the endcaps, and then trans-
mits data to the CTP via the MUCTPI (Muon-to-CTP Interface). For Run 3, the L1Muon system
was upgraded mainly with the introduction of the NSWs and, consequently, of a new endcap
trigger processors, improving the rejection of fake muons (see Section 2.2.4). To reduce the rate
of fake muons in the endcaps, the Run 2 trigger already applied coincidence requirements be-
tween the outer TGC station and either the inner TGC stations or the tile calorimeter. With the
replacement of the Small Wheels by the NSWs in Run 3, the system achieves a further reduc-
tion in the fake muon rates. Figure 2.21 shows how the rate of the primary single muon trigger
decreases after the complete activation of the NSW coincidences during the 2024 data-taking.
The HLT software, already redesigned in Run 2 to support multiprocessing (inter-event paral-

lelism), was further adapted for Run 3 to support multithreaded execution, introducing intra-
event and intra-algorithm parallelism. This reduces the memory usage per core, allowing to
operate at higher pile-up without saturating the memory of the HLT farm. Another important
upgrade in the software was the speed-up of the track-reconstruction algorithms, enabling Full
Scan tracking for hadronic signatures, which improves pile-up separation and jet energy resolu-
tion at low-pT, and Large Radius Tracking (LRT), which enables high efficiency reconstruction of
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Figure 2.20 – The plots compare the performance of the legacy single electron trigger L1 EM22VHI
(red) and the corresponding Phase-I L1 eEM26M (blue) in data recorded by ATLAS in June 2023.
On the left, the rates as a function of the instantaneous luminosity are shown. The Phase-I system
improves the rate of the single electron trigger, and the ratio between the rates is approximately 80%,
independent of the luminosity. On the right, trigger efficiencies as a function of the electron pT are
presented, measured using electrons from Z → ee decays [87].
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Figure 2.21 – Level-1 trigger rate of the primary single muon trigger (14 GeV pT-threshold), as a func-
tion of date. The rate for each run is normalised to an instantaneous luminosity of 2 × 1034 cm−2s−1.
On 17 April 2024, coincidences between the TGC in the endcap middle wheel, the Tile calorimeter,
and the NSW detectors have been activated to suppress background, reducing the rate by 10 kHz.
Further sectors were included on 8 May 2024, reducing the rate by 3 kHz [88].
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long-lived particle trigger signatures.

A more comprehensive review of the HLT system and its upgrades is provided in the third
part of this thesis (Part III, Trigger Menu and Operations).





CHAPTER 3

Object reconstruction in ATLAS

To translate the electrical signals read out by the ATLAS sub-detectors into representations of
the underlying physics process, several reconstruction and identification steps are performed.
The physics analysis discussed in this thesis presents a final state containing leptons (electron
and muons), jets (including b-jets), and missing transverse energy (Emiss

T ). This chapter details
the methods used to reconstruct these objects from ATLAS signals. Particularly: Section 3.1
discusses the common algorithms employed for the reconstruction of multiple physics objects,
including tracking, vertexing, topo-clustering and particle-flow algorithms; Section 3.2 covers
the reconstruction of electrons, while Section 3.3 focuses on the reconstruction of muons. Sec-
tion 3.4 describes the reconstruction of jets, with a focus on the identification of b-tagged jets in
Section 3.4.3. Finally, Section 3.5 explains the reconstruction of the Emiss

T , including an overview
of the Emiss

T significance quantity and its application in BSM searches.

3.1 Common reconstruction algorithms

This section provides an overview of the common reconstruction algorithms, employed in the
reconstruction process of multiple physics objects. In particular, tracking and vertexing algo-
rithms, used to reconstruct tracks and primary vertices, respectively, from the information in
the ID (and in the MS for muon tracks), are described in Section 3.1.1. The topo-clustering al-
gorithm, which reconstructs electromagnetic and hadronic energy deposits in the calorimeters,
is described in Section 3.1.2. Finally, the particle-flow (Pflow) algorithm, which combines infor-
mation from all sub-detectors to reconstruct particle objects, is described in Section 3.1.3. The
tracks and vertices reconstructed with the tracking and vertexing algorithms serve as inputs for
the reconstruction of all the physics objects described in this chapter. Topo-clusters, build by the
topo-clustering algorithm, are used in the electron reconstruction process (see Section 3.2.1) and
as inputs to the Pflow algorithm. Finally, Pflow objects produced by the Pflow algorithm are
used as inputs to the jet reconstruction algorithm (see Section 3.4.1), and to build the isolation
variables for muons (see Section 3.3.2).

3.1.1 Tracks and vertices

The reconstruction of charged-particles’ tracks and primary interaction vertices is based on the
information provided by the ID. Muon tracks are also reconstructed in the MS.

69
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Figure 3.1 – Illustration of the relationship between the track parameters and the associated track. In
this scenario, the hard scatter primary vertex is located at (ex, ey, ez) = (0, 0, 0) [89].

Tracking

Charged-particles produced in pp collisions leave signals, referred to as hits, in the different lay-
ers of the ID, from which their trajectories (ID tracks) are reconstructed. Due to the solenoidal
magnetic field within the ID, charged-particle tracks follow helical trajectories in the plane
transverse to the beam axis (xy-plane), which can be described by five track parameters:

(d0, z0, ϕ, θ, q/p), (3.1)

where d0 and z0 are the transverse longitudinal impact parameters, defined as the distance be-
tween the closest track point and the reference point in the transverse and in the longitudinal
plane, respectively; ϕ and θ are the azimuthal and polar coordinates of the track at the point for
which d0 and z0 are defined, and q/p is the ratio between the particle charge and the magni-
tude of its momentum. The standard reference point for ATLAS tracks is the beamspot position,
defined as the average position of the pp interactions in the ID. Figure 3.1 is an illustration of
the track parameters described above.

The goal of track reconstruction is to group detector hits originating from the same charged
particle and to determine the track parameters of the corresponding trajectory. The process is
carried out in two stages: an inside-out approach, where tracks are built starting from the inner-
most layers of the detector, and an outside-in approach, where the track formation starts from
the TRT. The steps of the inside-out tracking procedure are detailed below [90].

• Initial track seeds are formed using sets of three space points, built from hits in the Pixel
detector, the SCT, or a combination of the two silicon detectors.

• Track seeds are combined using a combinatorial Kalman filter [91] to form preliminary
track candidates.

• To resolve overlaps between track candidates and reject fake tracks, an ambiguity reso-
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lution step is performed: track candidates are assigned a score based on a set of quality
criteria, and candidates sharing a significant number of hits with higher-scoring tracks are
removed, and the shared hits are assigned to the tracks that are retained.

• The remaining track candidates are refitted to obtain the final track parameter estimates.

• An extension of the track to the TRT is performed if the silicon track candidates are asso-
ciated with a useful set of hits in it.

Once the inside-out tracking is complete, the outside-in tracking is performed, to increase ac-
ceptance for particles produced at a greater distance from the IP, such as electrons from photon
conversions. This procedure starts from standalone TRT track segments, that are extrapolated
inward to match unused silicon hits from the inside-out stage. TRT segments without associated
silicon hits are also retained and used for tasks as photon conversion reconstruction. Outside-in
tracking is only attempted in regions of interest determined by energy deposits in the EM calo-
rimeter.

The set of reconstructed ID tracks is used as input to the primary vertex reconstruction pro-
cess [92], which identifies the interaction vertices in an event and determines the Primary Ver-
tex (PV), which is the one associated with the hard-scatter interaction. The PV reconstruction
is divided in two stages: vertex finding, in which reconstructed tracks are associated with vertex
candidates, and vertex fitting, which performs the reconstruction of the actual vertex position.
This procedure is summarized below.

• A set of tracks satisfying the track selection criteria described above is defined.

• A vertex seed is created by estimating the most likely position of a pp interaction vertex,
assumed to correspond to the maximum track density along the beam axis.

• All the tracks and the seed are fitted together to determine the best vertex position.

• After the vertex position is determined, all compatible tracks are removed from the seed-
ing pool.

The procedure stops when less than two tracks remain for seed-finding, or when the algorithm
can no longer form a new vertex seed. Only vertices with at least two associated tracks are
considered as PVs. In the high luminosity collisions at the LHC there are typically multiple PVs
associated with each pp bunch crossing. Among them, the hard-scatter vertex, where the inter-
esting physics process is more likely to have occurred, is identified as the PV with the highest
sum of squared transverse momenta of its associated tracks. Subsequent event reconstruction
is performed relative to this primary hard-scatter vertex and only objects originating from it
are considered in the reconstruction of physics objects. Any additional PVs are considered as
pile-up vertices.

Tracks can also be reconstructed in the MS following a similar approach (MS tracks) [93]. The
process begins with the identification of short, straight-line segments reconstructed from hits in
the individual MS stations (see Section 2.2.4). The segments from different MS stations are then
combined to form muon track candidates. Typically, at least two matching track segments from
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different MS stations are required to form a muon track candidate. However, in the transition
region between the barrel and endcap, candidates may be reconstructed using a single segment
due to reduced detector coverage. Once track candidates are formed, a global fit is performed
to optimise the association of hits to each muon candidate. The fit also accounts for detector
effects such as possible interactions in the detector material and effects of possible misalign-
ments between the different detector chambers. The resulting tracks are finally re-fitted with
a loose constraint on the IP and taking into account the energy loss in the calorimeters, and
back-extrapolated to the beam line.

3.1.2 Topological clusters

The lateral and longitudinal segmentation of the calorimeters enables a three-dimensional re-
construction of particle showers, implemented through the topological clustering algorithm. This
algorithm is based on the selection of energy deposits measured in variable-size clusters built
from topologically connected cells in the calorimeters, named topo-clusters [94]. The variable
regulating the development of the topo-clusters is the significance of a calorimeter cell (ζEM

cell ),
defined as:

ζEM
cell =

∣∣∣∣∣ EEM
cell

σEM
noise

∣∣∣∣∣ , (3.2)

where EEM
cell is the energy deposited in the cell, and σEM

noise is its expected noise, including both
the electronic read-out noise and the average contribution from pile-up, which depends on the
running conditions. The EM index indicates that EEM

cell and σEM
noise are measured at the electro-

magnetic (EM) energy scale. At this scale, the energy deposited by EM particles (electrons and
photons) is reconstructed correctly, while hadronic energy deposits are not corrected for the
loss of signal due to the non-compensating character of the ATLAS calorimeters. This effect is
compensated in later calibration steps.
The topological clustering algorithm proceeds by first identifying a seed cell; then, neighbour-
ing cells are progressively added laterally and longitudinally to the cluster if their energy is
above a certain ζEM

cell threshold, following the 4-2-0 scheme described below.

• Cells with ζEM
cell ≥ 4 are identified as seed cells.

• Neighbouring cells with ζEM
cell ≥ 2 are added around the seed cells. If a cell with ζEM

cell ≥ 2
is shared between two clusters, the two clusters are merged.

• All directly adjacent cells with ζEM
cell ≥ 0 are included in the cluster.

• Clusters with multiple local maxima are split into different clusters. A local maximum
is defined as a cell with EEM

cell > 500 MeV and at least four neighbouring cells with lower
energy.

Topo-clusters form the basic inputs to several reconstruction algorithms, such as the particle-
flow algorithm and the algorithms for electron and photon reconstruction described in the next
sections. The topological clustering algorithm employed in ATLAS, in fact, is not designed
to separate energy deposits from different particles, but rather to separate continuous energy
showers of different nature (electromagnetic or hadronic) and to suppress noise.
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Figure 3.2 – A flow chart of the particle flow algorithm [95], starting with track selection and continu-
ing until the energy associated with the selected tracks has been removed from the calorimeter. At the
end, charged particles, topo-clusters which have not been modified by the algorithm, and remnants
of topo-clusters which have had part of their energy removed remain.

3.1.3 Particle-flow

The Pflow algorithm aims to identify and reconstruct each individual particle produced in the
interaction, by combining information from all the sub-detectors [95]. The resulting Pflow objects
are a combination of charged-particle tracks in the ID and calorimeter energy deposits in the
calorimeters. By combining ID and calorimeter information, the algorithm benefits from the
strengths of each of these subsystems: the ID provides a better energy resolution for low-energy
charged particles and allows to match the tracks to the PV, which is fundamental for pile-up
rejection; the calorimeters instead provide better energy resolution at higher energies, cover a
larger pseudorapidity region, and can detect neutral particles. To avoid double-counting, the
energy deposited in the calorimeters by charged particles has to be identified and subtracted,
and replaced by the corresponding ID tracks’ momenta. It is therefore crucial to accurately
identify all the energy deposited by each individual particle, so it can be subtracted without
affecting the energy deposits from nearby particles. The Pflow algorithm steps are shown in
Figure 3.2 and described below.

• Track selection. Tracks are selected following strict quality criteria: at least nine hits in the
silicon detectors are required, and tracks must have no missing Pixel hits where expected.
Additionally, tracks are required to have |η| < 2.5 and 0.5 < pT < 40 GeV. Higher-pT
tracks are excluded as they are often not well isolated, compromising the accurate removal
of the calorimeter energy associated with the track. Tracks matched to candidate electrons
or muons are also excluded, as the algorithm is optimised for the subtraction of hadronic
energy.

• Tracks to topo-clusters matching. The algorithm attempts to match each track to one
topo-cluster, first selecting topo-clusters for which Eclus/ptrack > 0.1 (where Eclus is the
energy of the topo-cluster and ptrack is the momentum of the track), and then selecting the

topo-cluster that is closest to the track according to the metric ∆R =
√
(∆ϕ/σϕ)

2 + (∆η/ση)
2

(where σϕ and ση represent the topo-cluster’s angular widths).

• Expected energy deposit. The expected calorimeter energy deposit (⟨Edep⟩) from a charged

particle with momentum ptrack that formed the track is estimated as: ⟨Edep⟩ = ptrack⟨Eclus
ref /ptrack

ref ⟩,
where the expectation value ⟨Eclus

ref /ptrack
ref ⟩ is determined using reference distributions de-

rived from well-known single-pion data samples.
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• Recovering split showers. Since a single particle may deposit energy in multiple topo-
clusters, for each track/topo-cluster system, the algorithm checks if additional clusters
need to be included. This decision is based on the significance of the difference between
⟨Edep⟩ and the matched topo-cluster energy.

• Cell-by-cell subtraction. The expected energy deposited in the calorimeter by the particle
that produced the track is subtracted cell by cell from the set of matched topo-clusters.

• Remnant removal. If the remaining energy in the system is consistent with expected
shower fluctuations of a single particle’s signal, the topo-cluster remnants are removed.
This procedure is applied to tracks sorted in descending pT-order, starting with tracks
matched to a single cluster.

After these steps, the set of selected ID tracks and the remaining topo-clusters should ideally
represent the reconstructed event with no double counting of energy between the sub-detectors.

3.2 Electrons

Electrons are charged particles interacting via electromagnetic force, hence their reconstruction
is based on electromagnetic energy deposits in the calorimeters associated with a track in the
ID. As described in the following sections, electrons are first reconstructed, together with pho-
tons, using the topo-clustering algorithm, and the reconstructed electron energy is calibrated
to improve the data-to-simulation agreement using a data-driven method (Section 3.2.1). Sub-
sequently, electron identification criteria, based on the properties of the electron’s track and
energy deposit in the calorimeter, are applied to distinguish prompt electrons from the back-
ground constituted of jets, converted photons, and electrons originating from hadronic decays
(see Section 3.2.2). Finally, the background rejection for identified electrons is further improved
by applying isolation requirements, which limit the amount of energy from other particles al-
lowed in the vicinity of the electron (Section 3.2.3).

3.2.1 Electron reconstruction and calibration

Offline photon and electron reconstruction is based on the use of dynamic, variable-size calo-
rimeter clusters, named superclusters [96]. Their flexible size allows for the recovery of energy
from bremsstrahlung photons and from electrons originating from photon conversions. An
electron is defined as an object consisting of a cluster built from energy deposits in the calori-
meter (supercluster) matched to ID tracks. Photons are classified as converted, if their cluster is
matched to a conversion vertex, and an unconverted, the cluster is not matched to either a track
or a conversion vertex. Figure 3.3 illustrates the reconstruction steps of electrons and photons
with |η| < 2.5, which are summarised below.

First, the algorithm prepares the inputs: topo-clusters (reconstructed as defined in Section 3.1.2),
are matched to ID tracks (reconstructed as described in Section 3.1.1), which are then re-fitted
accounting for bremsstrahlung energy loss. Conversion vertices are also reconstructed and
matched to the corresponding clusters. Since the topo-clustering algorithm is not limited to
one region of the calorimeter, topo-clusters may include cells from both the EM and the HAD
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Figure 3.3 – Algorithm flow diagram for the electron and photon reconstruction [96].

calorimeters. Therefore, electromagnetic showers initiated by incoming photons or electrons
are identified applying a selection based on EM energy fraction in the topo-clusters, defined as:

fEM =
EL1 + EL2 + EL3

Ecluster
, (3.3)

where ELx is the cluster energy in the xth layer of the EM calorimeter and Ecluster is the total
cluster energy. Clusters with fEM > 0.5 are considered as coming from an EM shower, and the
hadronic cells are removed. Only topo-clusters with EM energy above 400 MeV are retained.
Electron candidates within |η| < 2.47 are defined as EM clusters matched to one or more recon-
structed tracks.

Then, the supercluster-building algorithm runs in parallel for electrons and photons, match-
ing tracks to electron superclusters and conversion vertices to photon superclusters. The al-
gorithm uses loosely matched topo-clusters and tracks as input. Different requirements are
applied to distinguish electron and photon superclusters: seed topo-clusters with ET > 1 GeV
matched with a track with at least four hits in the silicon layers of the ID are used to recon-
struct electron superclusters; seed topo-clusters with no matched track and ET > 1.5 GeV are
used for unconverted photon superclusters. Around each seed cluster, the algorithm searches
for lower-ET satellite topo-clusters within a window of ∆η × ∆ϕ = 0.075 × 0.125 (3 × 5 cells
in L2). Satellite topo-clusters can originate from bremsstrahlung or photon conversion. For
electrons, additional satellite clusters are included if they lie within an extended window of
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Figure 3.4 – Diagram of the superclustering algorithm for electrons and photons. Seed clusters are
shown in red, satellite clusters in blue [96].

∆η × ∆ϕ = 0.125 × 0.3, have at least one matched track with hits in the silicon layers of the ID,
and share the same best-matched track as the seed. For converted photons, clusters matched
to the same conversion vertex as the seed are also included. Superclusters are then built by
combining each seed cluster with its selected satellite clusters.
The requirements for satellite clusters applied to candidate electrons and candidate photon su-
perclusters are summarised in Figure 3.4.

Finally, electron and photon analysis objects are built and calibrated. Additionally, discrim-
inating variables used for electron and photon identification are calculated.
The calibration process for electrons and photons consists of different steps:

• a correction to the truth calorimeter energy is applied using a multivariate algorithm
trained on Monte Carlo (MC) simulation, based on the shower properties in the EM calo-
rimeter;

• residual corrections are applied to account for the non-uniformities in the calorimeter re-
sponse and non-nominal high-voltage settings for certain calorimeter regions;

• a correction for the data-to-simulation agreement, defined based on a set of high-purity
Z → ee data events, is applied to simulated events to better match the observed data.

3.2.2 Electron identification

To enhance the purity of selected electron objects, i.e. reducing the background contamination
from hadronic jets, converted photons, and electrons produced in the decays of heavy-flavour
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hadrons (which are hadrons containing b or c quarks), further selections are applied during elec-
tron identification. The identification of prompt electrons is based on a likelihood discriminant
that combines various quantities measured in both the ID and the calorimeters. The electron
identification process uses three primary groups of variables:

• Properties of the primary electron track. The primary electron track is required to fulfil
specific requirements on the number of hits in the two tracking layers closest to the beam
line, as well as the number of hits in the SCT. The transverse impact parameter of the track
and its significance are then used to construct the likelihood discriminant. Additionally,
the track’s momentum resolution (∆p/p) is included, along with particle identification
information from the TRT.

• Spatial development of the EM shower in the EM calorimeter. The lateral development
of the EM shower is characterised by several variables calculated separately for the first
and second layer of the EM calorimeter. To reject contributions from multiple incident
particles, the total shower width is used. All lateral shower shape variables are calculated
by summing energy deposits in calorimeter cells relative to the cluster’s most energetic
cell. The longitudinal development of the shower is addressed by dynamically selecting
the number of cells contributing to the energy measurement in each layer, using the su-
percluster approach, which reduces the noise in the calorimeter cells. Differences between
data and simulation are taken into account by optimising the electron identification pro-
cedure and applying data-to-simulation efficiency ratios in subsequent analyses.

• Spatial compatibility of the primary electron track with the reconstructed cluster. The
spacial compatibility between the primary electron track and the reconstructed calorime-
ter cluster is assessed to ensure that the track and cluster originate from the same particle.
This information is crucial for reducing background from non-electron processes.

A discriminant is formed from the likelihoods for a reconstructed electron to originate from
signal, Ls, or background, Lb. They are calculated from probability density functions, P, which
are created by smoothing histograms of the n discriminating variables with an adaptive kernel
density estimator, separately for signal and background and in several |η| and ET bins:

Ls(b)(x) =
n

∏
i=1

Ps(b),i(xi), (3.4)

where x is a vector of the n discriminating variables, and Ps,i(xi) and Pb,i(xi) are the values
of the probability density functions for signal and background, respectively. The likelihood
discriminant dL is defined as the natural logarithm of the ratio of Ls and Lb:

dL = ln
Ls
Lb

. (3.5)

The probability density functions are derived with a data-driven method using Z → ee and
J/Ψ → ee events for signal and dijet events for background. The electron likelihood iden-
tification imposes a selection on dL and some additional requirements. Three Working Points
(WPs) of increasing background rejection power but reduced signal efficiency are defined: loose,
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Figure 3.5 – Electron identification efficiency for the three WPs (tight, medium, loose) for Z → ee
events in 139 fb−1 of 2015-2018 Run 2 LHC data at 13 TeV as a function of the electron transverse
energy ET integrated over the full pseudo-rapidity range (left) and as a function of the electron pseu-
dorapidity η (right). The error bars and uncertainty bands include the statistical and systematic
uncertainties. The middle panel shows the ratios of the efficiencies measured in data over those in
MC simulation. The lower panel shows the relative size of the total uncertainties for the combined
efficiency measurements [97].

medium, and tight. All WPs are is optimised in each |η| and ET bin. The signal efficiency is in-
creases with the electron ET , as shown in Figures 3.5 and 3.5, that present the signal efficiency
for the three WPs for Run 2 and Run 3, respectively.
The WP used in the analysis presented in this thesis is the tight WP (TightLLH).

3.2.3 Electron isolation

Even after the application of the identification requirements, an amount of background from
non-prompt leptons originating from heavy-flavour hadronic decays and from light hadrons
misidentified as electrons remains. Isolation criteria are implemented to select prompt elec-
tron suppressing the remaining background contamination. The activity around electrons is
quantified by the tracks and energy deposits in the calorimeters from nearby charged particles.
Electron isolation is defined using two variables: the calorimeter isolation variable and the track
isolation variable. The calorimeter isolation variable is calculated from raw calorimeter isolation
(Eiso

T,raw), which is the sum of the transverse energy of topo-clusters located within a cone of ra-
dius R = 0.2 around the electron cluster’s barycentre. This value is then corrected to take into
account the energy of the electron itself, the pile-up and the underlying event contributions. The
track isolation variable is defined as the sum of the transverse momenta of the selected tracks
within a cone around the electron track, excluding the tracks matched to the electron. Since
for electrons produced in the decay of high-momentum heavy particles other decay products
can be close to the electron’s direction, the track isolation cone size is variable. Specifically, its
radius decreases with increasing electron pT, following the formula:

R = min
(

10
pT[GeV]

, Rmax

)
, (3.6)
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Figure 3.6 – Electron identification efficiency for the three WPs (tight, medium, loose, with an extra
B-Layer requirement on the latter) for Z → ee events in 3.4 fb−1 of early Run 3 LHC data at 13.6 TeV
as a function of the electron transverse momentum pT integrated over the full pseudo-rapidity range
(left) and as a function of the electron pseudorapidity η (right). The error bars and uncertainty bands
include the statistical and systematic uncertainties. The lower panel shows the ratios of the efficien-
cies measured in data over those in MC simulation [97].

where Rmax is the maximum cone size, typically set to 0.2. Different isolation WPs are provided,
offering different trade-offs between prompt electron identification efficiency and background
rejection power [96]. The WP used in the search presented in his thesis is the tight WP, defined
as:

Econe20
T /pT < 0.20, pvarcone20

T /pT < 0.15. (3.7)

3.3 Muons

Muon reconstruction is based on the information from the MS and the ID [93]: as charged par-
ticles, muons leave tracks in the ID; additionally, being minimum-ionising particles, they pass
through the calorimeters with minimal energy loss, so their energy is primarily inferred from
the information provided by the MS (muon trajectory and momentum). As outlined in the fol-
lowing sections, muons are first reconstructed by combining track information from the ID and
the MS, and then their momentum is calibrated using data-driven methods to correct for any
effects due to detector mismodelling (Section 3.3.1). Muon identification and isolation crite-
ria are then applied to distinguish prompt muons from those originating from hadron decays.
Identification criteria focus on the quality of muon tracks to separate prompt muons from those
coming from light hadrons decays. Isolation requirements instead, similarly to those for elec-
trons, distinguish prompt muons from those coming from the decay of heavy-flavour hadrons
by limiting the presence of other particles in the region around the muon (Section 3.3.2).

3.3.1 Muon reconstruction and calibration

Muon reconstruction begins with the independent reconstruction of charged-particle tracks in
the ID and in the MS, which are then combined to form a complete muon track, also taking into
account the information on the energy loss in the calorimeters.
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Five main reconstruction strategies, each corresponding to a different reconstructed-muon type,
are implemented. Each algorithm uses different sets of information from the ID, MS, and
calorimeters.

• Combined (CB) muons are reconstructed by matching MS and ID tracks. Hits from both
sub-detectors refitted into a single muon track, taking into account the energy loss in the
calorimeters.

• Inside-out (IO) combined muons are reconstructed by extrapolating an ID track to the
MS and matching it to at least three loosely-aligned MS hits. The ID track, the energy
loss in the calorimeter, and the MS hits are then refitted into a single muon track. This
algorithm does not rely on a fully reconstructed MS track, thus it is especially useful in
regions of limited MS coverage, or for low-pT muons that may not reach the middle MS
station.

• Segment-tagged (ST) muons are identified by matching an ID track to at least one recon-
structed MS segment. The muon parameters are then taken directly from the ID track fit.
This method is particularly useful for muons that cross only one layer of the MS, typically
due to their low-pT or because they pass through less-instrumented regions of the MS.

• Calorimeter-tagged (CT) muons are reconstructed by extrapolating ID tracks to energy
deposits in the calorimeters that are consistent with a minimum-ionising particle. As with
ST muons, the ID track is used directly to define muon parameters. This type of muons has
the lowest purity, however, it recovers acceptance in partially instrumented MS regions,
particularly in the pseudorapidity region |η| < 0.1, where space is needed for cabling and
services.

• MS-Extrapolated (ME) muons are identified when an MS track cannot be matched to an
ID track. The track parameters are extrapolated back to the IP to reconstruct the muon
object. This type of muons is used to extend the muon reconstruction acceptance to the
forward region (2.5 < |η| < 2.7), not covered by the ID.

These different strategies ensure efficient muon reconstruction across a wide range of kinematic
regions, maximizing the muon reconstruction acceptance. While CB muons offer the highest
purity, other types such as ST or CT muons help recover efficiency in regions with limited de-
tector coverage or for low-pT muons, even if with lower purity.

After reconstruction, corrections are applied to the momentum of muon candidates to account
for detector effects not well modelled in simulation, in order to improve the agreement be-
tween data and simulation The muon momentum scale and resolution are studied using well-
measured Z → µµ and J/Ψ → processes, by comparing the reconstructed invariant mass distri-
butions in data and MC simulation. Based on these studies, calibration constants are derived in
different η-ϕ regions of the detector and applied to muons in simulated events. The corrections
ensure that both the absolute scale and the resolution of the muon momentum are accurately
reproduced in the simulation.
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3.3.2 Muon identification and isolation

Muon identification and isolation criteria are applied to select prompt muons, which are muons
originating from the prompt decay of SM bosons or hypothetical BSM particles, while minimis-
ing the background from non-prompt muons produced in hadron decays. Non-prompt muons
from light hadrons can be distinguished from prompt muons for the lower-quality muon tracks,
due to the change in trajectory deriving from the in-flight decay within the detector. These
muons can be rejected by applying identification criteria to muon candidates. In contrast, non-
prompt muons from heavy-flavour hadrons produce good-quality muon tracks, but tend to be
less tightly associated with the primary vertex and less isolated in the ID and calorimeters with
respect to prompt muons. These muons can be suppressed by applying isolation requirements.
Both identification and isolation selections are available in three standard WPs: tight, medium,
and loose, which offer increasing efficiency but decreasing purity with respect to background
contamination.

Since the identification criteria target non-prompt muons coming from light hadrons, they are
is based on variables that assess the quality of the track fit, quantifying the consistency between
the measurements in the ID and the MS:

• q/p compatibility: measures how well the charge-over-momentum (q/p) values agree
between the ID and MS. It is defined as the absolute value of the difference between the
ratio of the charge and momentum of the muons measured in the ID and MS divided by
the sum in quadrature of the corresponding uncertainties.

• ρ′, defined as the absolute value of the difference between the transverse momentum mea-
sured in the ID and MS divided by the pT of the combined track. It quantifies the relative
discrepancy between the two sub-detectors.

• Normalised χ2 of the combined track fit: evaluates the overall quality of the fit combining
ID and MS information.

To ensure a robust momentum measurement, additional requirements are imposed on the num-
ber of track hits in both the ID and MS. The stop search presented in this thesis uses the medium
identification WP for muons with |η| < 2.5, defined as follows: for |η| < 2.5, only CB and
IO muons are retained, with a q/p compatibility less than 7 to ensure a loose agreement be-
tween the ID and MS measurements. In tt̄ events, more than 98% of prompt muons passing the
medium WP are found to be CB muons.
Prompt muons can be distinguished from muons originating from heavy-flavour hadron de-
cays by measuring the amount of hadronic activity in their vicinity. Muon isolation, similarly
to what is done for electrons, is defined as the transverse energy reconstructed in a cone around
a muon and divided by the muon pT. Isolation can be measured independently using only ID
tracks (see Section 3.1.1), using only topo-clusters in the calorimeters (see Section 3.1.2), or using
Pflow objects, which combine tracking and calorimeter information.
The analysis described in this thesis uses the tight isolation WP, with isolation defined based on
Pflow objects (PflowTight WP), hence only this WP is described below.
All muon isolation WPs include at least one track-based isolation variable, with or without
an additional criterion for calorimeter-based or Pflow-based isolation. Track-based isolation is
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defined as the scalar sum of the transverse momenta of the ID tracks associated with the pri-
mary vertex in an η-ϕ cone of radius R around the muon, excluding the muon track itself. The
size of the cone can be R = 0.2 (referred to as pcone20

T ) or min
(

10 GeV/pµ
T, 0.3

)
(referred to as

pvarcone30
T ), where the latter is optimised for topologies where other particles are expected in

the vicinity of an energetic muon. The Pflow-based isolation variable is defined as the sum of
the track-based isolation pvarcone30

T (pcone20
T ) for pµ

T < 50 GeV (pµ
T > 50 GeV), and the transverse

energy of neutral Pflow objects in a cone of radius R = 0.2 around the muon (Eneflow20
T ). The

Eneflow20
T quantity is corrected for the contribution from the energy deposit of the muon itself

and for pile-up effects, and is assigned a weighting factor w = 0.4, optimised to maximise the
rejection of heavy-flavour hadron decays. To summarise, the PflowTight WP is defined as:

(pvarcone30
T + 0.4 · Eneflow20

T ) < 0.045 · pµ
T if pµ

T < 50 GeV

(pcone20
T + 0.4 · Eneflow20

T ) < 0.045 · pµ
T if pµ

T > 50 GeV
(3.8)

requesting a minimum track pT of 500 MeV for the track-based isolation variable.

3.4 Jets

Jets are collimated sprays of particles arising from the fragmentation and hadronisation of
quarks and gluons produced in pp collisions, as shown in Figure 3.7 (see Section 1.1.2). Their
accurate reconstruction is crucial for probing the properties of the initiating partons.

In the ATLAS experiment, jets are reconstructed by combining energy deposits measured in

Figure 3.7 – Illustration of the jet formation process, beginning with an initiating parton (quark or
gluon), which hadronises to form particle jets detectable by the ATLAS ID and calorimeters [98].

the calorimeters with tracks reconstructed in the ID, used as an input for the PFlow algorithm
(see Section 3.1.3), and then calibrated using MC simulated dijet events. The jet reconstruction
and calibration procedures are described in the following sections.

3.4.1 Jet reconstruction

Defining a jet requires a procedure to cluster the observed particles and to combine their four-
momenta to form distinct objects (the jets). These jets must be theoretically well-defined, mean-
ing that their production cross section has to remain finite at all orders of perturbative QCD, and
minimally sensitive to non-perturbative effects, such as the parton-to-hadron transition during
hadronisation. To achieve that, jet algorithms are required to satisfy the following criteria:
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• infrared safety: the presence of additional infinitely soft particles radiated by the primary
partons should not modify the outcome of the algorithm;

• collinear safety: the algorithm should not be sensitive to the emission of particles at very
small angles relative to the original parton direction, meaning that a configuration where
a fraction of the transverse momentum is carried by a single particle should yield the same
result as one where the particle splits into two collinear particles;

• independence of the input-object: the algorithm should be independent of the type of input
provided, reconstructing the same topology at parton, particle or detector level.

The jet algorithm used by ATLAS is the anti-kt algorithm [99], as implemented within the FAST-
JET package [100]. As input, it uses the objects reconstructed by the ATLAS Pflow algorithm
described in Section 3.1.3.
The anti-kt algorithm is part of the class of the sequential clustering algorithms [101], which iter-
atively merge objects starting from those that are closer according to a defined distance metric.
The definition of the distance dij between a pair of objects (i, j) depends on their angular sepa-
ration and transverse momenta. For the anti-kt algorithm it is defined as:

dij = min

(
1

p2
Ti

,
1

p2
Tj

)
∆2

ij

R2 and diB =
1

p−2
Ti

, (3.9)

where diB is the distance between the object i and the beam axis, R is the radius parameter
which determines the final size of the jet, ∆ij = (Yi −Yj)

2 + (ϕi − ϕj)
2, and pTi, Yi and ϕi are the

transverse momentum, rapidity and azimuth of the i-th object, respectively.
The algorithm proceeds then with an iterative procedure, similarly to other sequential cluster-
ing algorithms, described below.

• It starts with a list of input objects (particles), each with four-momentum pi;

• For each object i, it calculates: the beam distance diB, the pairwise distances dij between
all object pairs (i, j). Then, it then identifies the minimum value among all the computed
distances: dmin = min({diB} ∪

{
dij

}
).

• If the minimum dmin corresponds to the beam distance (i.e. dmin = diB), the objecti is
considered a final jet and removed from the list. Otherwise, if dmin=dij

, the pair (i, j) is
merged into a new object with four-momentum ptot = pi + pj. The new object is added to
the list, and the objects i and j are removed.

• The procedure is iterated until all particles have been assigned to a jet, without requiring
a predefined number of jets (inclusive clustering).

Since the distance metric of the anti-kt algorithm is inversely proportional to the square of the
particles’ transverse momentum, it preferentially clusters harder objects first. As a result, the
algorithm is less sensitive to soft radiation from the underlying event and pile-up, making it
particularly suitable for the high pile-up events produced in pp collisions at the LHC. The radius
parameter value used in most ATLAS analyses, including the search presented in this thesis, is
R = 0.4. Jets of this type are referred to as small-R jets (as opposed to the large-R jets [102]), and
generally represent jets initiated by quarks and gluons.
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3.4.2 Jet energy calibration and resolution

The Jet Energy Scale (JES) calibration adjusts the jet energy to match that of particle-level jets,
using stable final-state particles from MC simulations, without including detector effects. The
procedure consists of several correction steps, which adjust the four-momentum of the jets, scal-
ing the jet pT, energy, and mass. The calibration steps, illustrated in Figure 3.8, can be divided in
two stages: the first stage uses MC simulations to derive JES corrections that reduce the impact
of pile-up, detector effects, and other parameters; the second stage is a residual in situ cali-
bration, which corrects for the remaining differences between data and MC simulations, using
data-driven methods based on well-measured reference objects (such as photons and Z bosons).

This simulation-based JES calibration begins with the pile-up correction, which removes the

Applied as a function of
event pile-up pT density

and jet area.

Removes residual pile-up
dependence, as a 

function of μ and NPV.

Reconstructed
jets

Jet finding applied to 
tracking- and/or 

calorimeter-based inputs.

Corrects jet 4-momentum
to the particle-level energy
scale. Both the energy and

direction are calibrated.

Reduces flavour dependence
and energy leakage effects

using calorimeter, track, and
muon-segment variables.
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is applied only to data
to correct for data/MC

differences.

pT-density-based
pile-up correction

Residual pile-up
correction

Absolute MC-based
calibration

Global sequential
calibration

Residual in situ
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Figure 3.8 – JES calibration steps [103].

contribution of in-time and out-of-time pile-up. This correction is performed in two stages:
first, the per-event pile-up contribution is estimated from the median pT density of jets and sub-
tracted from the jet pT. The ratio between the uncorrected and the pile-up-subtracted jet pT is
used as a correction factor and applied to the jet’s four-momentum. An additional correction
based on MC simulations is applied to remove the residual dependence of the jet’s pT on the
pile-up as a function of η. It depends on the number of reconstructed primary vertices (sensi-
tive to in-time pile-up), and the mean number of interactions per bunch crossing (sensitive to
out-of-time pile-up).
The subsequent step is the absolute MC-based JES and η calibration. In this step, the reconstructed
jet four-momenta are adjusted to match those of particle-level jets from dijet MC events, correct-
ing for biases in the jet η reconstruction, which are mainly caused by the transitions between
different calorimeter technologies and the sudden changes in the calorimeter granularity.
Finally, the global sequential calibration step corrects for the different response of jets depending
on their flavour, energy distribution of constituent particles, transverse distribution, and the
fluctuations of the jet development within the calorimeter. It consists of a series of multiplica-
tive corrections to account for the differences in the calorimeter’s response to different types of
jets, improving the jet resolution without changing the jet energy response. The corrections are
applied sequentially to the jet’s four-momentum, to remove dependencies on tracking, calori-
meter, and muon spectrometer observables.
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The final in-situ calibration step is applied only to data, in order to correct for the remaining dif-
ferences between data and the MC simulations. These differences are caused by the imperfect
modelling of the detector response and detector material, and the physics processes involved.
The differences are quantified by comparing the jet’s pT or η with those of well-measured refer-
ence objects.
The η-intercalibration corrects the JES of forward jets (0.8 ≤ |η| < 4.5) to match that of well-
measured central jets (|η| < 0.8) from a dijet system.
Additional in-situ calibrations are applied sequentially to correct for differences in the response
of central jets compared to well-measured reference objects recoiling against a jet, each focusing
on a different pT region. The first correction uses well-calibrated photons or Z-bosons (decaying
into electron or muon pairs) to measure the pT response of recoiling jets in the central region up
to a pT of 950 GeV. The second correction uses multijet systems to calibrate central, high-pT jets
(300 < pT < 2000 GeV) recoiling against a collection of well-calibrated, lower-pT jets. Although
these calibrations are derived from central jets, their corrections can also be applied to forward
jets whose energy scale has been equalised by the η-intercalibration procedure.
The in situ calibration response Rin-situ is defined as the average ratio of the reconstructed jet pT
(or η, for the η-intercalibration) to the pT (or η) of the reference object:

Rin-situ =
pjet,reco

T

pref,reco
T

. (3.10)

The calibration factor is derived by numerically inverting the ratio:

C =
Rdata

in-situ

RMC
in-situ

. (3.11)

The calibration constants from in each of these analyses are statistically combined into a final
in-situ calibration covering the pT range 20 < pT < 2000 GeV.

A set of 125 systematic uncertainties arises from the JES calibration process. Since this num-
ber is larger than what is required by most ATLAS analyses, the set is reduced by combining
the smaller components into grouped nuisance parameter (NPs), with minimal loss of correla-
tion information. The set of JES uncertainties used in the stop search presented in this thesis
is described in Section 6.2. The total JES uncertainty is shown in Figure 3.9 as a function of
the jet pT and η. Uncertainties from the η intercalibration analysis are labelled as relative in
situ JES, while those from other in-situ measurements are combined into the absolute in situ JES
term. For low-pT jets, the largest contributions come from pile-up subtraction and jet flavour
response, while for high-pT jets, the dominant uncertainty arises from the absolute in-situ cali-
brations.

The Jet Energy Resolution (JER) can be parametrised using Equation 2.9. To measure the JER,
the jet momentum has to be measured precisely, and this is achieved using data samples of
well-measured dijet events. Additionally, data samples collected using random, unbiased trig-
gers are used to estimate the noise contribution from pile-up, while the contribution from the
electric noise is evaluated using MC samples with µ = 0 (no pile-up). These measurements are
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Figure 3.9 – Fractional JES systematic uncertainty components for anti-kt small-R jets reconstructed
from Pflow objects, as a function the jet pT at η = 0 (left), and as a function of the jet η at pT =
60 GeV. The total uncertainty (shown as a filled region topped by a solid black) is determined as the
quadrature sum of all components [103].

combined to determine the final JER results. To ensure that the JER in MC simulation matches
that observed in data, a smearing correction is applied to simulated jets in the jet-pT regions
where the MC resolution in data is better than in data, until the average jet resolution in MC
matches that in data. Uncertainties on the JER are propagated to physics analyses as systematic
uncertainties (see Section 6.2).

3.4.3 b-tagging

The SUSY search presented in this thesis is characterised by final states with jets initiated by
b-quarks (b-jets). Therefore, identifying these jets is fundamental to suppress the background
contributions from jets initiated by charm quarks, or by lighter quarks (u, d, s) or gluons (col-
lectively referred to as light-jets).
The hadronisation of bottom quarks results in the production of b-flavoured hadrons (mainly
B mesons), which decay via weak interactions generating the reconstructed b-jets. Due to their
relatively long lifetime of approximately 1.6 ps, B mesons can travel a measurable distance be-
fore decaying. For example, a B meson with a transverse momentum of 50, GeV typically has
an average decay length of about ⟨l⟩ = γvτ ≈ 3 mm, where v is the meson’s velocity and γ

is the Lorentz relativistic factor. This results in the presence of a displaced secondary vertex
within the jet, corresponding to the decay point of the B meson. This characteristic provides a
distinctive signature to distinguish b-jets from other types of jets.

To identify b-jets, ATLAS uses advanced b-tagging algorithms, exploiting typical features of
B meson decays, such as:

• Displaced secondary vertices: the presence of a secondary vertex, displaced by few mil-
limetres from the primary interaction point, is a distinctive signature of a B meson decay;

• Large impact parameters: decay products from B mesons tend to generate tracks with
large impact parameters relative to the primary vertex;

• Soft leptons: approximately 35% of B mesons decay semileptonically, producing low-
energy, non-isolated leptons that can be found within the jet cone;
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• High particle-multiplicity: B meson decay chains tend to produce more stable hadrons
than those from charm or light hadrons, leading to a higher particle multiplicity within
b-jets.

These features are used by advanced multivariate techniques that combine multiple observ-
ables into a single discriminant variable, designed to distinguish b-jets from light-flavour jets.
The b-tagging algorithm used in the analysis presented in this thesis is the new transformer-
based GN2 algorithm [104], which has been adopted as the standard in ATLAS analyses for
Run 3.
The GN2 tagger is based on a single transformer model [105] that processes both track and jet
information, and is trained using truth labels from MC simulations. While the main goal of the
training is to predict jet flavour, the model also trained to reconstruct the jet’s internal structure
by grouping tracks that come from the same decay point and predicting the physics process
from which a track originates. This additional information is incorporated into a combined loss
function, which allows the model to be optimised simultaneously, giving it a flexible structure
so that it can be easily retuned for different experimental conditions or specific physics goals.
Figure 3.10 provides a schematic view of the GN2 transformer model.
Jets are classified using a single discriminant Db, which combines the algorithm’s output prob-
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Figure 3.10 – Illustration of the GN2 algorithm. Before being passed through the model, the features
of the jets are concatenated with the features of their associated tracks, allowing them to be processed
simultaneously [104].

abilities of a jet being a b-jet (pb), c-jet (pc), τ-jet (pτ) or a light-jet (pu) and is defined as:

Db = log
(

pb
fc pc + fτ pτ + (1 − fc − fτ)pu

)
, (3.12)

where the free parameters ( fc/τ) are weights determined through an optimisation procedure
aimed at maximising light-jets background rejection. A selection on the Db discriminant deter-
mines the corresponding b-jet tagging efficiency and background rejection power. Five fixed-
efficiency WPs are implemented, corresponding to inclusive b-jet selection efficiencies of 65%,
70%, 77%, 85%, and 90%. Additionally, a pseudo-continuous b-tagging option is available,
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where each jet is assigned an integer score corresponding to the most stringent efficiency thresh-
old it meets.The standard WP for ATLAS analyses is the 77% efficiency, and it is also used in
the analysis presented in this thesis. Figure 3.11 shows tagger performance in terms of the c-jet
and light-jet rejection as a function of b-jet tagging efficiency. Here the term light-jet refers to
the jets initiated by u, d, and s quarks. The performance is evaluated on tt̄ MC samples and is
compared to the performance of the previous taggers, Dl1d [106] and GN1 [107].

Figure 3.11 – The c-jet and light-jet rejections as a function of the b-jet tagging efficiency for jets in a
tt̄ with a pT selection of 20 < pT < 250 GeV. The ratio with respect to the performance of the DL1d
algorithm is shown in the bottom panels. The shaded regions represent 68% confidence intervals
calculated according to a binomial distribution [108].

3.5 Missing transverse momentum

As discussed in Section 1.2.3, protons in the LHC are assumed to carry momentum in the direc-
tion parallel to the beam-axis. Consequently, momentum conservation implies that the vector
sum of the transverse momenta of all particles originating from the primary hard-scatter vertex
is exactly zero. Therefore, any imbalance in the total reconstructed transverse momentum of an
event can indicate the presence of invisible (weakly interacting) particles in the final state, such
as neutrinos or other particles predicted by BSM theories. Thus, the precise measurement of
this imbalance is fundamental for BSM searches, including the search for stop pair production,
which considers final states containing neutrinos and neutralinos. This momentum imbalance
is quantified by the missing transverse energy (Emiss

T ), an event-level quantity whose components
Emiss

x(y) are calculated as the negative vectorial sum of the transverse momenta of all the recon-
structed objects in each event:

Emiss
x(y) = − ∑

electrons
Ee

x(y) − ∑
photons

Eγ
x(y) − ∑

taus
Eτ

x(y) − ∑
muons

Eµ

x(y) − ∑
jets

Ejet
x(y) − Esoft

x(y), (3.13)
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where Ei
x(y) represents the calibrated energy of the corresponding physics object projected along

the x (y) axis, and Esoft
x(y) refers to the contributions from tracks with pT > 0.5 GeV and |η| < 2.5,

originating from the primary vertex but not associated with any reconstructed object. A more
detailed description of each component is provided below.

• Emiss,e
x(y) = −∑electrons Ee

x(y) is reconstructed from the calibrated energies of the clusters
associated with electrons having pT > 10 GeV in the pseudorapidity regions |η| < 1.37
and 1.52 < |η| < 2.47 (to exclude the transition region between the barrel and endcap
calorimeters).

• Emiss,γ
x(y) = −∑photons Eγ

x(y) is reconstructed from the calibrated energies of the clusters
associated with photons having pT > 25 GeV in the pseudorapidity regions |η| < 1.37
and 1.52 < |η| < 2.47.

• Emiss,τ
x(y) = −∑taus Eτ

x(y) includes the contribution of hadronically-decaying τ leptons with
pT > 20 GeV in the pseudorapidity regions |η| < 1.37 and 1.52 < |η| < 2.47.

• Emiss,µ
x(y) = −∑muons Eµ

x(y) includes the contribution of muons with pT > 10 GeV within
|η| < 2.7;

• Emiss,jets
x(y) = −∑jets Ejet

x(y) is built from standard Pflow jets reconstructed using the anti-kt

algorithm with radius parameter R = 0.4, and with pT > 20 GeV. A requirement on the
jet vertex tagger variable JVT [109] (JVT> 0.64) is imposed to jets with |η| < 2.47 and
pT < 50 GeV, to remove pile-up jets. The tracks associated to jets failing this requirement
are included in the Emiss,soft

x(y) term.

• Emiss,soft
x(y) = −Esoft

x(y) represents the soft term, reconstructed from tracks not associated with
any of the previously selected objects. Only tracks with pT > 0.4 GeV and |η| < 2.5 that
are compatible with the primary vertex are included.

The Emiss
T is calculated from its x and y components as:

Emiss
T =

√
(Emiss,term

x )2 + (Emiss,term
y )2. (3.14)

Since ATLAS reconstructs physics objects using independent procedures, the same calorimeter
signal, for example, may be used in the reconstruction both an electron and a jet, potentially
introducing double counting when calculating the Emiss

T . To prevent this, the contributions to
the Emiss

T are added in the specific order defined in Equation 3.13. Lower-priority objects are
fully rejected if they share their calorimeter signal with a higher-priority already included the
Emiss

T calculation (signal ambiguity resolution).

3.5.1 Missing transverse momentum significance

Non-zero values of Emiss
T can also arise from detector mismodelling, detector noise, limited

detector coverage, or miscalibration of the reconstructed objects used in its calculation. Addi-
tionally, the resolution of the Emiss

T measurement is sensitive to pile-up effects, and generally
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degrades as the levels of pile-up increase. The object-based Emiss
T significance [110] (S), is a

quantity designed to distinguish events where the reconstructed Emiss
T originates from weakly

interacting particles from those where it is consistent with contributions due to detector effects
or reconstruction inefficiencies. It is an event-level, likelihood-based discriminant, which takes
into account all the reconstructed objects in an event along with their respective resolution un-
certainties. For each event, it tests the hypothesis that the total transverse momentum carried
by invisible particles (pinv

T ) is equal to zero against the hypothesis that pinv
T is different from

zero. Considering a likelihood function L(Emiss
T |pinv

T ) of the parameter pinv
T for a given value of

measured Emiss
T , S is defined as a log-likelihood ratio as:

S2 = 2 ln

maxpinv
T ̸=0 L(p

miss
T |pinv

T )

maxpinv
T =0 L(p

miss
T |pinv

T )

 . (3.15)

The event-per-event likelihood function is computed assuming that the measurement of each
reconstructed object entering the Emiss

T calculation is independent of the others, that the true
transverse momentum absolute value associated with the hard physics process is exactly equal
to that of pinv

T , and that the difference between the measured and the true transverse momentum
has a Gaussian distribution. Under these assumptions, the object-based Emiss

T significance from
Equation 3.15 can then be written as:

S =
Emiss

T√
σ2

L(1 − ρ2
LT)

, (3.16)

where σL is the longitudinal resolution of all objects in the event, and ρLT is the correlation factor
of the longitudinal and transverse resolutions, with “longitudinal” and “transverse” referring
to the direction of the Emiss

T vector (pmiss
T ). High values of S indicate that the Emiss

T observed in
the event cannot be well explained by resolution inefficiencies alone, implying that the event
is more likely to contain invisible objects. Figure 3.12 compares the discriminating power of
the object-based Emiss

T significance, the Emiss
T , and the event-based Emiss

T significance (simply de-
fined as Emiss

T /
√

∑ ET) in events with jet multiplicity of two or more, that is the kind of events
considered in the analysis presented in this thesis.
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Figure 3.12 – Background rejection versus signal efficiency in simulated Z → ee and ZZ → eeνν

samples with a Z → ee selection and Emiss
T > 50 GeV. The performance is shown for Emiss

T , event-
based Emiss

T significance, and object-based Emiss
T significance as discriminants in events with two

jets (left), and three or more jets (right). The lower panel of the figures shows the ratio of other
definitions/event-based Emiss

T significance [110].





Part II

Search for top squark pairs





CHAPTER 4

Overview and datasets

This part of the thesis describes a search for direct top squark pair production. Top squark
searches have always been a crucial component of the ATLAS. They have a strong theory mo-
tivation: in fact, the top squark plays a fundamental role in the SUSY solution to the hierarchy
problem if it has a mass smaller than a few TeV. Therefore, it is a candidate to be produced
at the LHC. The stop decay mode considered in this analysis with 100% branching ratio is the

t̃1 → tχ̃
0
1 (two-body decay mode), which implies that the mass difference between the stop and

the χ̃0
1 is larger than the mass of the top quark. The simplified model considered in this search

assumes R-parity conservation, implying that the top squarks are produced in pairs and that
the neutralino is the LSP, therfore it is stable and escapes the detector without interacting.

Final states presenting exactly two leptons are investigated, therefore considering only events
where both the W bosons originating from the decay of the top quarks decay leptonically. The
leptonic decay of the W boson has a lower branching ratio with respect to its hadronic de-
cay (the branching ratio of W → ℓν, where ℓ represents any lepton, is approximately 11%).
Therefore, the sensitivity of this search is limited with respect to searches considering hadronic
decays of the W bosons (one-lepton and zero-leptons final-states), due to the reduced event
statistics. Nevertheless, the presence of two isolated, high-quality leptons in the final state pro-
vides a clean experimental signature, which benefits from low fake rates, allowing for effective
suppression of reducible backgrounds. This advantage becomes particularly important in com-
pressed scenarios (where the mass difference between the top squark and the neutralino is small),
in which the decay products of the stop tend to have lower momentum, and the missing trans-
verse energy is reduced compared to scenarios with a large mass splitting. The sensitivity of
the zero- and one-lepton searches is reduced in these scenarios, as they typically rely on high-
pT objects and large Emiss

T for effective background suppression. Complementary searches with
either one or zero leptons in the final state are also performed in ATLAS, and their result is
planned to be combined with the result of this search, to maximise the sensitivity across the
mt̃1

-m
χ̃0

1
parameter space.

The investigated final state signature consists of two isolated leptons (electrons or muons), at
least two jets, of which at least one is b-tagged, and missing transverse momentum. The tar-
geted final state is shown in Figure 4.1.

The analysis strategy is based on the definition of different analysis regions: signal regions
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Figure 4.1 – Feynman diagram representing the 2-body stop decay, whit both top quarks decaying
leptonically [111].

(SRs), control regions (CRs) and validation regions (VRs). Signal regions are defined to be en-
riched with signal events, through selection criteria optimased based on MC simulations (see
Section 4.1.2). The aim of the selection is to extend the sesitivity of the analysis to the largest
possible number of signal models. A new analysis strategy based on a Neural Network (NN)
discriminant was developed for this analysis (see Section 5.1.2). This is the main difference
with respect to the previous Run 2 analysis [111], whose event selection strategy was instead
based on a combination of rectangular cuts on the individual kinematic distributions. The back-
ground contamination in the SR is estimated in two different ways, based on the type of SM
background considered. The dominant background contribution to this search is expected to
come from top-antitop pair production processes (tt̄) and associated production of a Z boson
and top-antitop pair, with the Z decaying invisibly into two neutrinos (tt̄Z → νν). The contri-
bution of these backgrounds to the SR is estimated using a partially data-driven procedure, that
consists in the definition of background-enriched control regions, required to be kinematically
as close as possible to events passing the signal selections, but orthogonal to them, while main-
taing high purity of the target background with low signal contamination. The normalisation of
the yields of the target background is constrained with the observed data in the respective CR
and extrapolated into the SRs, increasing the reliability of the background estimation. On the
other hand, the background contamination of minor backgrounds is only estimated from the
MC smulations. The quality of the background estimation through CRs is validated by extrap-
olating the obtained normalisation in dedicated validation regions. Once a reliable estimation
of the number of signal and background events in the SRs is obtained, statistical tests are per-
formed to assess if the observed data are better described by a background-only hypothesis, or
by a background+signal hypothesis. If no excess of data with respect to the SM background is
observed, the results can be interpreted in terms of exclusion limits on signal models using the
CLs method (see Section 6.1).

Previous ATLAS searches for top squark pair production in have set exclusion limits at 95% con-
fidence level on the signal scenarios considered here, using pp collision data collected during
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the Run 1 and Run 2 data-taking periods of the LHC, at centre-of-mass energies of
√

s = 7-8 TeV
and

√
s = 13 TeV, respectively. The analysis presented in this chapter is the first ATLAS search

for direct stop production using 13.6 TeV collision data collected during Run 3. Compared to
previous analyses, the resuts are expected to improve thanks to the larger dataset, the higher
centre-of-mass energy of Run 3 collisions, advancements in reconstruction techniques (such as
b-jet tagging and Emiss

T significance, see Chapter 3), and the development of a novel analysis
strategy based on machine learning. These improvements are expected to enhance the analysis
sensitivity across a broad range of signal models, including those with large stop masses and
those with compressed mass spectra.

4.1 Data sets and simulated samples

This chapter describes the datasets used in the analysis, including both collision data and MC
simulated samples. It summarises the characteristics of the dominant background processes
and the strategy adopted for the simulation of signal events. A brief overview on the data
quality requirements and MC simulation techniques employed in ATLAS is also provided.

4.1.1 Data

This analysis is based on pp collision data collected with the ATLAS detector during the Run 2
and the early phase of the Run 3 (2022-2023) LHC data-taking periods, corresponding to centre-
of-mass energies of 13 TeV and 13.6 TeV, respectively. After applying standard data-quality
requirements (see dedicated paragraph), the final dataset corresponds to a total integrated lu-
minosity of 193 fb−1, of which 140 fb−1 were collected during Run 2 and 53 fb−1 during Run 3.

Data quality requirements

Precise knowledge of the quality of the recorded data is essential for all physics analyses. The
primary goals of the data quality (DQ) assessment are to identify and exclude data affected by
detector-related problems that can compromise their reliability, and to document the relevant
conditions in dedicated databases. Two types of DQ defects can be defined: intolerable defects,
which indicate that the affected data cannot be used for physics analyses, and tolerable defects,
which are logged only for information and bookkeeping purpose, since the affected data are
still suitable for physics analyses. A Good Runs List (GRL) is compiled for all runs, including
only the luminosity blocks1 (LBs) not affected by intolerable defects. The average DQ efficiency
of the ATLAS detector was approximately 95.6% considering the full Run 2; in Run 3, ATLAS
collected data with an average DQ efficiency of 93.1% in 2022, and 96.5% in 2023 [112]. There are
different versions of the GRL, based on specific analysis requirements. For this analysis, data
are selected if they satisfy the GRL selection in which the LHC declared stable beams, all the
sub-systems of the ATLAS detector were properly operating, and both the solenoid and toroid
fields were at nominal conditions.

1A luminosity block, typically lasting about a minute, corresponds to a period of data-taking with stable experimen-
tal conditions (i.e. constant instantaneous luminosity, without any alteration in data-recording configuration).
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Trigger Selection

Data events are selected by single-lepton triggers, accepting events containing at least one lep-
ton, an electron or a muon. The pT thresholds for these triggers vary across data-taking periods,
with a minimum threshold of 24 GeV for electron triggers, and of 20 GeV for muon triggers.
Tighter pT requirements are applied in the lepton offline selection, to ensure that the trigger
efficiency is in the plateau region (i.e., the pT-region in which the trigger efficiency is maxi-
mal and stable, see Section 7.1). This approach simplifies the correction for trigger efficiency,
avoiding complications due to fluctuations in the turn-on region of the trigger response. Ta-
bles 4.1 and 4.2 list the single-electron and single-muon triggers used to collect the data, broken
down by data-taking year. The lowest pT-threshold electron triggers, such as the 2022 trigger
HLT_e26_lhtight_ivarloose_L1EM22VHI, typically include tight identification criteria, to main-
tain high sample purity while also controlling the trigger rates. To increase the single electron
trigger efficiency at higher lepton pT, additional triggers with higher pT thresholds and looser
selection requirements are included. As an example, in 2022, the HLT_e60_lhmedium_L1EM22VHI

and HLT_e140_lhloose_L1EM22VHI triggers are used, applying pT thresholds of 60 GeV and
140 GeV with medium and loose identification requirements, respectively. A similar strategy
is applied to both electron and muon triggers across all data-taking years, to maximise the sen-
sitivity throughout the relevant kinematic phase-space.
This trigger strategy differs with respect to the one used in the previous Run 2 analysis [111],
which relied on di-lepton triggers, selecting events with two leptons (ee, µµ, or eµ) in the final
state. Di-lepton triggers allow to select lower-pT events (e.g. the lowest pT-threshold di-lepton
trigger of 2022 has a pT thresholf of 17 GeV for both electrons), which is particularly advan-
tageous in the compressed region of the signal parameter space, where the decay products of
the stop tend to have lower momenta. However, at the time of writing, the scale factors used
to correct the difference in the trigger efficiency between data and simulated samples are not
yet available for di-lepton triggers, while they are available for single-lepton triggers. Differ-
ent studies were performed to prove that the acceptance loss due to the use of single-lepton
triggers instead of di-lepton triggers is limited, and that the sensitivity of the analysis is not
significantly affected by this choice, while the MC modelling visibly improves when applying
the trigger scale factors.

4.1.2 Simulated samples

Simulated event samples are used for SM background estimations and to model signal pro-
cesses.

Monte Carlo samples generation

To compare theoretical predictions with experimental data, physical models must be expressed
in terms of observable quantities. This requires the simulation of pp collision processes to ac-
curately predict their signatures in the detector. Such simulations are essential in guiding the
optimisation of the analysis strategy in searches for new physics, as they allow the development
of reliable models of both the background-only hypothesis, including only SM processes, and
the background-plus-signal hypothesis, which accounts for potential contributions from BSM
physics. Monte Carlo (MC) event generators are used to produce simulated events based on the
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Single electron Single muon

2015 HLT_e24_lhmedium_L1EM20VH HLT_mu20_iloose_L1MU15
HLT_e60_lhmedium HLT_mu40
HLT_e60_lhmedium_nod0 HLT_mu50
HLT_e60_medium HLT_mu60_0eta105_msonly
HLT_e120_lhloose
HLT_e140_lhloose_nod0

2016 HLT_e24_lhmedium_L1EM20VH HLT_mu20_iloose_L1MU15
HLT_e24_lhtight_nod0_ivarloose HLT_mu26_ivarmedium
HLT_e60_lhmedium HLT_mu40
HLT_e60_lhmedium_nod0 HLT_mu50
HLT_e60_medium HLT_mu60_0eta105_msonly
HLT_e120_lhloose
HLT_e140_lhloose_nod0
HLT_e300_etcut

2017 HLT_e26_lhtight_nod0_ivarloose HLT_mu26_ivarmedium
HLT_e60_lhmedium_nod0 HLT_mu50
HLT_e140_lhloose_nod0 HLT_mu60_0eta105_msonl
HLT_e300_etcut

2018 HLT_e26_lhtight_nod0 HLT_mu26_ivarmedium
HLT_e26_lhtight_nod0_ivarloose HLT_mu50
HLT_e60_lhmedium_nod0 HLT_mu60_0eta105_msonly
HLT_e140_lhloose_nod0 HLT_mu80_msonly_3layersEC
HLT_e300_etcut

Table 4.1 – Triggers used to select Run 2 data

Single electron Single muon

2022 HLT_e26_lhtight_ivarloose_L1EM22VHI HLT_mu24_ivarmedium_L1MU14FCH
HLT_e60_lhmedium_L1EM22VHI HLT_mu50_L1MU14FCH
HLT_e140_lhloose_L1EM22VHI HLT_mu60_0eta105_msonly_L1MU14FCH
HLT_e140_lhloose_noringer_L1EM22VHI HLT_mu60_L1MU14FCH
HLT_e300_etcut_L1EM22VHI HLT_mu80_msonly_3layersEC_L1MU14FCH

2023 HLT_e26_lhtight_ivarloose_L1eEM26M HLT_mu24_ivarmedium_L1MU14FCH
HLT_e60_lhmedium_L1eEM26M HLT_mu50_L1MU14FCH
HLT_e140_lhloose_L1eEM26M HLT_mu60_0eta105_msonly_L1MU14FCH
HLT_e140_lhloose_noringer_L1eEM26M HLT_mu60_L1MU14FCH
HLT_e300_etcut_L1eEM26M HLT_mu80_msonly_3layersEC_L1MU14FCH

Table 4.2 – Triggers used to select Run 3 data.

underlying theoretical calculations.

In the first stage of simulation, the MC event generators model the initial, intermediate and
final states of a physics process using matrix element calculations. This stage, also referred to
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as the hard scattering, is based on perturbative QCD. For processes occurring in pp collisions, it
is necessary to include the proton PDFs. As discussed in Section 1.2.3, PDFs cannot be derived
from first principles and must instead be determined from experimental data. To achieve the
most accurate description, results from multiple past and current experiments are combined
into various PDF sets.
The following step simulates the QCD processes of parton showering and hadronisation de-
scribed in Section 1.1.2, modelling how quarks and gluons produced in the hard scattering
interaction evolve into observable hadrons and jets. Initial- and final-state radiation are also
simulated at this stage. All these steps can be performed within the Athena software frame-
work [113], which interfaces with various third-party tools (see details in next sections). These
external packages perform one or several specific steps of the simulation chain described above.

The steps described above result in a collection of four-vectors representing all stable particles
after hadronisation, useful for studying physics processes at the so-called particle-level. How-
ever, to make predictions that can be directly compared with observed data, the interaction of
these particles with the detector and its response also need to be simulated. This is achieved
using a detailed GEANT4 [114] model of the ATLAS detector, which includes not only the active
sensor components of each sub-detector, but also the simulation of inactive material, such as
support structures, cabling, and services. The simulation also includes information on the de-
tector alignment and run conditions, retrieved from a dedicated conditions database. Custom
algorithms are developed for each of the ATLAS subdetectors to convert the energy deposi-
tions simulated by GEANT4 into detector hits. These hits are then processed by digitisation
algorithms to produce simulated detector signals. At this stage, the digitised signals from min-
imum bias events used to model pile-up are overlaid onto those of the simulated hard-scatter
event. The result of the simulation is a set of simulated digitised output signals which can
be treated by the same reconstruction algorithms used for the processing of recorded data, in-
cluding the trigger. This provides reconstruction-level information, directly comparable to that
obtained from real collision data.
The final results of the simulation process allow the prediction of cross sections and distribu-
tions of the final-state observables, which can be directly compared with experimental measure-
ments.

Background simulation

As illustrated in Figure 4.1, the final state of stop pair production is characterised by the pres-
ence of a top-antitop pair (tt̄) and a significant amount of missing transverse momentum (Emiss

T )
arising from the two neutralinos. This analysis specifically targets the dileptonic decay chan-
nel, in which both the W bosons produced in the decay of the top quarks decay leptonically
(t → W + b → ℓν + b). As a result, the targeted signal events present final states characterised
by two leptons with opposite electric charge (electrons or muons), two b-jets, and missing trans-
verse momentum. This signature can also be produced by several SM processes. The expected
dominant SM background contributions are outlined below.

• Top-antitop quark pair production (tt̄) with both top and antitop decaying leptonically.
It is the dominant background process in this search. These events can be distinguished
from the signal because they typically have lower Emiss

T in the final state, as they do not
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contain neutralinos. However, this distinction becomes less effective for signal models
with small mass splitting between the stop and neutralino, which also result in reduced
Emiss

T , making background rejection more challenging in this region of parameter space.

• tt̄Z → νν consists of production of a Z boson in association with a top-antitop quark pair,
with the Z decaying invisibly into two neutrinos. Despite its relatively low cross section,
this process constitutes one of the dominant backgrounds due to its identical final-state
signature to the signal, as the Emiss

T coming from the Z decay mimics the neutralinos. This
process is very difficult to discriminate against, as it has exactly the same signature of the
SUSY events, due to the Emiss

T coming from the Z decay that mimics the neutralinos. This
problem makes the distinction of signal models with small mass splitting between the
stop and the neutralino particularly challenging, as they tend to have lower Emiss

T in the
final state.

• tt̄Z → ℓℓ and tt̄Z → qq consists of production of a Z boson in association with a top-
antitop quark pair, with Z decaying leptonically or fully hadronically, respectively. These
processes contribute less significantly to the analysis SM background. In the tt̄Z → ℓℓ

processes, the two leptons originate from the Z rather than the top quarks, and therefore
they can be effectively rejected using the di-lepton invariant mass. The ttZ → qq process
is more kinematically similar to the signal, emulating tt̄ events with additional jets, but its
impact is limited by the low cross section.

• Single-top production, with a top produced in association with a W boson. These events
contain only one b-tagged jet, and can mimic the signal events where one of the two b-jets
is not reconstructed.

• Z + jets, with the Z boson decaying into two leptons. Similarly to the tt̄Z → ℓℓ process, the
two leptons originate from the Z rather than from top decays, allowing this background
to be suppressed using the di-lepton invariant mass.

• Di-boson production (VV) gives a small contribution to the SM background in this analy-
sis. It includes the production of pairs of W bosons both decaying leptonically, or ZZ/WZ
pairs with one Z boson decaying into two leptons.

• Other minor sources of background include rare processes such as tri-boson production,
three- and four-top events, associated production of tt̄ with additional bosons (e.g. WW,
WZ, W, ZZ or Higgs bosons), and of a top quark with a Z boson or a Z and a W boson
(tZ, tWZ). In the following, these backgrounds will be collectively referred to as other.

A variety of MC generators is used to model the SM background processes described above.
The generator configurations are largely consistent between the Run 2 and Run 3 MC samples,
with the latter using updated generator versions for some processes. Table 4.3 provides an
overview of the MC samples used for the simulation of the dominant background processes
of this analysis, specifying the matrix element and parton shower generators, the perturbative
order in the strong coupling constant αs used for cross section normalisation, and the PDF sets
applied.

The background contribution arising from jets incorrectly identified as leptons (fake leptons) and
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Physics process Generator Parton shower Normalisation PDF (generator) PDF (PS)

tt̄ POWHEG BOX v2 [115] PYTHIA 8.230 [116] NNLO+NNLL NNPDF3.0NLO [117] NNPDF2.3LO [118]

tt̄Z MADGRAPH5 AMC@NLO 2.3.3 [119] PYTHIA 8.210 [116] NLO NNPDF3.0NLO NNPDF2.3LO

Single-top (Wt) POWHEG BOX v2 [120] PYTHIA 8.230 NLO+NNLL NNPDF3.0NLO NNPDF2.3LO

Z/γ∗(→ ℓℓ)+jets SHERPA 2.2.11, 2.2.14 [121] SHERPA 2.2.11, 2.2.14 [122] NNLO NNPDF3.0NNLO [117] NNPDF3.0NNLO

(SHERPA 2.2.14) (SHERPA 2.2.14)

Di-boson VV SHERPA 2.2.11, 2.2.12 [121] SHERPA 2.2.11, 2.2.12 [122] LO–NLO NNPDF3.0NNLO NNPDF3.0NNLO

(SHERPA 2.2.14, 2.2.16) (SHERPA 2.2.14, 2.2.16)

Table 4.3 – Simulated background samples with the corresponding matrix element and parton
shower (PS) generators, cross section order in αs used to normalise the event yield, the generator PDF
sets used. When different, the settings used for the simulation of Run 3 samples are mentioned in
parentheses. Abbreviations used are defined as: leading-order (LO), next-to-leading-order (NLO),
next-to-next-to-leading-order (NNLO), next-to-leading-logarithmic (NLL), next-to-next-to-leading-
logarithmic (NNLL).

from non-prompt leptons, which originate from secondary processes such as hadron decays or
photon conversions occurring inside jets, is estimated using MC simulation, and collectively re-
ferred to as MC fakes background. The so-called lepton charge-flip background is also included
in this category. Electron charge-flip occurs when a photon emitted by bremsstrahlung con-
verts into an electron-positron pair of, resulting in the reconstruction of a track with a charge
different from the original electron, or when a highly energetic electron leaves a nearly straight
track that is incorrectly reconstructed. Although this background constitutes a relatively small
fraction of the total SM background, it is not negligible, primarily due to the low energy of the
leptons considered in the analysis. The estimation of this background is performed using the
particle-level information from the MC simulation to determine the true origin of each lepton.
A reconstructed lepton is classified as fake or non-prompt if it is not associated to a particle-level
lepton coming from the decay of a top quark, a boson (W, Z, or Higgs), or a supersymmetric
particle. To validate the modelling of this background in the simulation, a dedicated sample
enriched in non-prompt and fake leptons is selected by requiring events to contain two lep-
tons with the same electric charge, which is a configuration that is uncommon in prompt SM
processes but occurs more frequently in events with fake or non-prompt leptons. In addition,
the events are required to have mℓℓ

T2 greater than 50 GeV, and invariant mass of the two leptons
(mℓℓ) greater than 50 GeV (see the definitions of mℓℓ

T2 and mℓℓ in Section 5.1.1). Figure 4.2 shows
the distribution of the leading lepton transverse momentum for data and MC simulated events
passing this dedicated selection. The plots show good agreement between data and simulation,
validating the simulation-based estimation for the fakes background.

Top squark production simulation

The SUSY signal samples for top squark pair production were generated from leading-order
(LO) matrix elements with up to two extra partons using MADGRAPH5 AMC@NLO [119, 123],
and the t̃1 decays were simulated with MADSPIN [124]. The primary parameters defining the

kinematics of the process are the masses of the t̃1 and the χ̃0
1. All signal samples were generated

assuming a 100% branching ratio into the specified final state. Parton-level events were gener-
ated using the NNPDF3.0NNLO [125] PDF set, interfaced to PYTHIA 8.312 [126] for two-body



Overview and datasets 103

 [GeV]
T

Leading lepton p

1−10

1

10

210

310

410

510

610

710

810

E
ve

nt
s 

/ 2
0 

G
eV

Data Standard Model

MCFakes other

VV ttZ

Zjets_Sh Wt_dyn_DR

ttbar

-1=13 TeV, 140.0 fbs

Preselection SS

)=(1000,1) GeV
1

0χ∼,1t
~

, m(1t
~
1t

~

)=(800,500) GeV
1

0χ∼,1t
~

, m(1t
~
1t

~

50 100 150 200 250 300 350 400
 [GeV]

T
Leading lepton p

0.5

1

1.5

D
at

a/
M

C

 [GeV]
T

Leading lepton p

1−10

1

10

210

310

410

510

610

710

810

E
ve

nt
s 

/ 2
0 

G
eV

Data Standard Model

MCFakes other

VV ttZ

Zjets_Sh Wt_dyn_DR

ttbar

-1=13.6 TeV, 53.31 fbs

Preselection SS

)=(1000,1) GeV
1

0χ∼,1t
~

, m(1t
~
1t

~

)=(800,500) GeV
1

0χ∼,1t
~

, m(1t
~
1t

~

50 100 150 200 250 300 350 400
 [GeV]

T
Leading lepton p

0.5

1

1.5

D
at

a/
M

C

Figure 4.2 – Leading lepton pT distribution in a phase-space region enriched with fake and non-
prompt leptons. The plot on the left shows the result for Run 2 samples, while the plot on the right
shows the results for Run 3 samples. Only statistical uncertainties are shown.

decays and to Pythia PYTHIA 8.307 [126] for three-body decays, to model the parton shower-
ing, hadronisation, and underlying event, with parameters set according to the A14 tune [127].
Parton luminosities were evaluated using the NNPDF2.3LO PDF set. The decays of bottom
and charm hadrons were performed by EVTGEN v1.7.0 [128]. Jet-parton matching was imple-
mented following the CKKW-L prescription [129], with the matching scale set to one quarter
of the t̃1 mass. The generated samples were then processed through the full ATLAS detector
simulation. Signal cross sections were calculated at the next-to-next-to-leading order (NNLO)
in αS, including the resummation of soft-gluon emission at next-to-next-to-leading-logarithmic
(NNLO+NNLL) accuracy [29]. The nominal cross sections and the associated uncertainty were
obtained using the PDF4LHC15 PDF set, following the recommendations in Reference [130].
Figure 4.3 shows the grid of signal mass points considered in the (mt̃1

, m
χ̃0

1
) plane for the sim-

plified model under study. Both two-body and three-body t̃1 decay modes are included. While
the analysis strategy was optimised for two-body decay scenarios, its sensitivity was also eval-
uated for models with three-body decays.

As discussed in Section 1.2.2, the mass eigenstates of scalar superpartners in SUSY are formed
through a mixing between their left- and right-handed interaction eigenstates. The precise mix-
ing fraction of t̃R and t̃L in the t̃1 eigenstate is an unknown parameter. Since the polarisation
of the top quarks originating from the decay of the stops depends on the t̃L-t̃R mixing fraction,
the consequent impact of this mixing on the event kinematics is studied. Figure 4.4 shows, as
an example, the particle-level distributions of the leading lepton pT, the Emiss

T , and the angular
distance ∆R between the leading lepton and the leading b-jet, for stop samples considering a
pp collision centre-of-mass energy of 13.6 TeV and different mixing configurations: 70% t̃R and

30% t̃L, maximal mixing (50% t̃R and 50% t̃L), pure t̃R, and pure t̃L. The decay chain t̃1 → tχ̃
0
1

is forced in all cases. The baseline selection descibed in Section 4.2 is applied to the events
used to produce these plots, and only events containing exactly two leptons in the final state
are considered. The resulting kinematic distributions are mostly insensitive to the stop mixing
configuration, except in the case of pure t̃L. The mixing fraction used in the generation of the
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Figure 4.3 – Generated signal points in the considered simplified model’s parameter space (mt̃1
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).

Blue points represent models with 2-body decay of the stop, while red points represent models with
3-body decay of the stop.
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Figure 4.4 – Particle-level distribution of the leading lepton pT (left), Emiss
T (centre) and the angular

distance ∆R between the leading lepton and the leading b-jet (right) in stop samples with different t̃R

and t̃L mixing, produced forcing the decay chain t̃1 → tχ̃
0
1.

signal MC samples used in the analysis is 70% t̃R and 30% t̃L, forcing the decay chain t̃1 → tχ̃
0
1,

to be consistent with previous stop analyses, which used this mixing percentage.

4.2 Object reconstruction

Final-state objects (electrons and muons, jets, including b-jets, and Emiss
T ) are reconstructed fol-

lowing the procedures and configurations outlined in Chapter 3. This section provides a sum-
mary of the selections criteria applied in the analysis.

For electron and muon objects, two levels of selection are defined: baseline and signal. Base-
line objects are required to satisfy looser selection criteria and are primarily used in the overlap
removal procedure to resolve ambiguities between reconstructed objects. Signal objects are a
subset of baseline objects that meet additional selection requirements, and are used as electron
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and muon physics candidates in the following steps of the analysis. The selection for base-
line electrons requires ET > 4.5 GeV, |η| < 2.47, loose likelihood-based identification with an
additional requirement on B-layer hits, and impact parameter |z0 · sin(θ)| < 0.5 mm. In addi-
tion to baseline, the signal selection for electrons includes tight likelihood-based identification,
tight isolation, track significance |d0/σ(d0)| < 5. The baseline selection criteria for muons are:
pT > 4 GeV, |η| < 2.7, medium identification, and impact parameter |z0 · sin(θ)| < 0.5 mm. The
additional requirements applied to select signal muons are the PflowTight isolation and track
significance |d0/σ(d0)| < 3.
Jet objects are reconstructed and calibrated as described in Section 3.4. The reconstruction uses
the anti-kt algorithm with input Pflow objects and radius parameter R = 0.4. Jets are required
to have pjet

T > 20 GeV and |ηjet| < 4.5. To suppress pile-up collisions, jets with pT < 60 GeV
are requested to satisfy additional selections on the JVT discriminant [131], depending on their
pseudorapidity, requiring a significant fraction of the tracks associated with each jet to have an
origin compatible with the primary vertex. Jets resulting from the hadronisation of b-quarks are
identified using the GN2 b-tagging algorithm at the 77% efficiency WP (see Section 3.4.3).
Finally, Emiss

T is reconstructed from calibrated electron, muon and jet, and photon objects, as
well as the track soft term, as described in Section 3.5. The object-based Emiss

T significance vari-
able is also reconstructed as described in Chapter 3.

Leptons and jets can produce similar signatures in the detector, and in some cases, the same
detector signal may be reconstructed as both a lepton and a jet. To resolve such ambiguities, the
overlap removal algorithm is applied to baseline electrons and muons, and to jet candidates.
The algorithm follows a specific sequence of steps to remove the overlapping objects:

• jets close to leptons are removed, as they often originate from energy deposits from elec-
tron showers or muon bremsstrahlung in the calorimeter;

• calorimeter-tagged muons sharing an ID track with an electron, and electrons sharing an
ID track with any remaining muons are removed;

• jets within a cone of radius R < 0.2 around an electron are removed if they are not b-
tagged with a WP providing 85% b-tagging efficiency, or if the electron has pT > 100 GeV;

• electrons are removed in favour of jets if the distance ∆R between the two objects is
∆R < min(0.4, 0.04 + 10/pe

T), where pe
T is the electron’s transverse momentum;

• jets are removed in favour of muons if the distance between the two objects is ∆R < 0.2,
and they have less than three associated tracks;

• muons are removed in favour of jets if the distance ∆R between the two objects is
∆R < min(0.4, 0.04 + 10/pµ

T), where pµ
T is the muon’s transverse momentum;

• electrons and muons close to any remaining jets are removed, to suppress non-prompt
leptons originating from hadron decays.

As discussed in Section 4.1.2, MC simulated events are reconstructed using the same algorithms
as real collision data. To correct for residual differences between data and simulation, such as
in lepton reconstruction efficiency, energy scale, energy resolution, trigger response, b-tagging
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efficiency, and pile-up conditions, event weights are applied to the simulation. These correction
factors are derived from dedicated data-driven measurements (see Chapter 3).



CHAPTER 5

Analysis strategy and background estimation

This chapter outlines the strategy adopted to construct a discriminant capable of separating sig-
nal and background events, with the goal of defining signal-enriched regions (signal regions)
that maximise the sensitivity to the signal, across multiple signal models. A neural network is
implemented for this purpose, exploiting low-level and high-level kinematic variables from the
final-state objects to perform the classification task. The NN output serves as the main discrimi-
nating variable in the definition of the analysis regions. In particular, the signal regions, as well
as the control and validation regions targeting the dominant tt̄ background, are defined using
selections on the NN score. For the tt̄Z background, control and validation regions are instead
defined independently of the NN output, allowing these regions to be shared across different
analysis channels. The first part of this chapter presents the input variables used for NN train-
ing, followed by a brief introduction to the machine learning concepts relevant to the model.
The development, optimisation, and performance of the NN are then described. The second
part of the chapter defines the signal, control, and validation regions used in the analysis.

5.1 Event selection

The event selection strategy adopted in this analysis is based on a dedicated Neural Network
(NN), which is trained to discriminate signal events from background. This approach is sig-
nificantly different from the analysis strategy used in the previous Run 2 analysis [111], which
relied on simple rectangular cuts applied to discriminating variables. The NN model takes as in-
put both low-level kinematic properties of the final-state objects, and a set of high-level variables
that are known to provide good discriminating power between signal and background events.
The definitions of these discriminating features are provided in Section 5.1.1. Section 5.1.2 then
introduces some fundamental ML concepts in the context of the physics problem addressed by
the NN model implemented for the analysis, followed by a description of the optimisation stud-
ies performed to reach the final NN model architecture, and an evaluation of its performance.

5.1.1 Discriminating variables

The kinematics of the signal events targeted in this analysis are influenced by several parame-
ters, particularly the mass difference between the stop and the neutralino, ∆m = mt̃1

− m
χ̃0

1
, in

the considered signal model. Different variables can be defined to reconstruct the kinematics
of the events, and these can be used as input features to the NN, to reach a good discrimi-
nation power between the signal and the SM backgrounds. This section introduces the main

107
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discriminating variables employed in the analysis, including the mathematical definitions and
a discussion on the types of background they contribute to discriminate against.
The quality of the modelling of these variables in MC simulation and their discriminating power
is studied by comparing their distributions in data, and in signal and background simulated
samples. All the distributions presented in this section are produced using events satisfying a
loose preselection, designed to suppress part of the background contributions while preserving
a very high signal efficiency. This selection requires events to have exactly two signal leptons
(ee, µµ, or eµ) with opposite electric charge, with transverse momentum pT(ℓ1) > 27 GeV and
pT(ℓ2) > 20 GeV for the leading and sub-leading leptons, respectively. Events must also con-
tain at least two jets, of which at least one is b-tagged. Finally, the invariant mass of the two
leptons mℓℓ must be greater than 20 GeV, and the leptonic stransverse mass, mℓℓ

T2 , is required
to be greater than 50 GeV (the definition of mℓℓ

T2 is provided later in this section). To illustrate
the dependence of the variables’ distributions on ∆m, two representative signal benchmarks
are included in the plots: one with (mt̃1

, m
χ̃0

1
) = (800, 500)GeV, corresponding to a small mass

splitting, and another with (mt̃1
, m

χ̃0
1
) = (1000, 1)GeV, representing a large-∆m model. These

plots are based on Run 2 samples only, as the distribution shapes are not significantly affected
by the higher centre-of-mass energy of 13.6 TeV collisions.

Emiss
T and its significance

The final state signature of the top squark dileptonic decay mode targeted in this search is char-
acterised by four invisible particles, two neutrinos and two neutralinos. These particles do
not interact with the detector material, resulting in signal events characterised by the presence
of large amounts of Emiss

T and Emiss
T significance (see definitions in Section 3.5). Figures 5.1a

and 5.1b show the distributions of these variables in data compared to signal and background
MC simulations. A clear separation between the top squark signal and the SM backgrounds can
be observed, especially for signal models with large ∆m values, where the stop decay products,
in particular the neutralinos, carry more energy, enhancing the Emiss

T -related observables.
The trend observed in the data-to-MC ratio, particularly for Emiss

T distribution, is mainly at-
tributed to a known mismodelling of the tt̄ transverse momentum in the POWHEG BOX v2,
which is taken into account in the tt̄ theoretical systematic uncertainties (see Section 6.2), not
included in these plots.

Particles masses

In this paragraph, several variables depending on the particles masses are presented.

The distribution of the invariant mass of the two leptons in the final state can be used to distin-
guish background events in which the two leptons originate from the decay of a Z boson, such
as in the tt̄Z → ℓℓ and in the Z+ jets processes. In such cases, the invariant mass distribution
peaks at the Z mass mZ = 91.2 GeV [20], as shown in Figure 5.2a.

The transverse mass from the missing transverse momentum and one of the leptons in the
final state is defined as:

mT =

√
2Emiss

T pℓT(1 − cos ϕ), (5.1)
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Figure 5.1 – Distribution of Emiss
T (left) and the Emiss

T significance (right) in the Run 2 dataset. The
shaded area represents the statistical uncertainty on the total SM background. The signal normalisa-
tion is increased 250 times for visualisation purposes.

where pℓT is the transverse momentum of the lepton, which is assumed to be massless (E ≫ m),
and ϕ is the azimuthal angle between the lepton and the Emiss

T vectors in the transverse plane.
The mT distribution defined using a lepton and Emiss

T originating from the same parent particle,
exhibits a characteristic kinematic end-point at the mass of the parent particle (e.g. at mW for
a W → ℓν decay). For SM background events, the Emiss

T only arises from the neutrinos, while
neutralinos generate additional Emiss

T contributions for signal events, resulting in mT distribu-
tions with end-points at higher values. This effect is more evident in signal models with large
∆m values, where the neutralino is more energetic and the resulting Emiss

T is larger, as illustrated
in Figure 5.2b.

The stransverse mass is a generalisation of the transverse mass to scenarios with two invisible
particles in the final state. It is a kinematic variable designed to bound the mass of a pair of
identical parent particles, each decaying into a visible and an invisible particle [132, 133]. Fig-
ure 5.3 shows the diagram of the generic process under consideration, presenting two visible
particles and missing transverse momentum in the final state.
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Figure 5.2 – Distribution of the invariant mass mℓℓ of the leading and the sub-leading lepton (left),
and distribution of the transverse mass between the Emiss

T and the leading lepton ℓ1 (right) in the
Run 2 dataset. The shaded area represents the statistical uncertainty on the total SM background.
The signal normalisation is increased 250 times for visualisation purposes.

Figure 5.3 – Diagram of the generic process under consideration [132].

The stransverse mass is defined as:

mT,2(pT,1, pT,2, pmiss
T ) = min

qT,1+qT,2=pmiss
T

{max[mT(pT,2, qT,1), mT(pT,2, qT,2) ]}, (5.2)

where mT is the standard transverse mass from Equation 5.1, pT,1 and pT,2 are the transverse
momentum vectors of two visible particles, and qT,1 and qT,2 represent the invisible particles’
transverse momentum vectors, whose sum equals the observed missing transverse momen-
tum: pmiss

T = qT,1 + qT,2. The minimisation is performed over all such possible decompositions
of pmiss

T in qT,1 and qT,2. In these calculations, the invisible particles are assumed to be massless.
Different variants of the stransverse mass are used as input features of the NN, computed us-
ing different pairs of visible particles, considering both leptons and jets in the final state. The
most powerful version, already used as the main discriminating variable in the previous Run 2
analysis [111], uses the two leptons as the visible particles, i.e. pT,1 and pT,2 are the transverse
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momentum vectors of the two leptons. This variable is denoted simply as mℓℓ
T2 . For background

processes like tt̄, this quantity typically exhibits an endpoint close to the W boson mass, while
in SUSY signals it is expected to reach higher values due to the presence of neutralinos. Fig-
ure 5.4a presents the distribution of mℓℓ

T2 in data and MC simulation. A clear dependence of the
mℓℓ

T2 on ∆m is visible when comparing the two signal benchmarks (one with ∆m = 300 GeV, and
one with ∆m = 1000 GeV). The discrepancy between data and MC simulation observed around
mℓℓ

T2 = 150 GeV is due to a known MC mismodelling of the Z peak. These events are not part of
the relevant analysis regions.
Other combinations of visible objects are used to compute the stransverse mass. One variant
uses the two leading b-jets; others combine one or both leptons with the two leading b-jets (e.g.
mT2(p

b1
T + pℓ1

T , pb2
T ) or mT2(p

b1
T + pℓ2

T , pb2
T + pℓ1

T )): all possible combinations of leptons are con-
sidered. A further variant, developed to mitigate combinatorial ambiguities of the pairing of
leptons and b-jets, is mT2,min, which corresponds to the minimum stransverse mass value ob-
tained from a combination of leptons and b-jets when switching the two b-jets. Figures 5.4b,
5.4c, and 5.4d show the distributions of mT2,min in all the three available combinations, which
are:

• mT2,min(b + ℓ1, b, Emiss
T ) = min [mT2(b1 + ℓ1, b2), mT2(b2 + ℓ1, b1)],

• mT2,min(b + ℓ2, b, Emiss
T ) = min [mT2(b1 + ℓ2, b2), mT2(b2 + ℓ2, b1)],

• mT2,min(b + ℓ, b + ℓ, Emiss
T ) = min [mT2(b1 + ℓ1, b2 + ℓ2), mT2(b2 + ℓ1, b1 + ℓ2)].

In all cases, the leading light-jet is used in place of the sub-leading b-jet in events presenting
only one b-jet in the final state.

The pℓℓ
T,boost and ∆ϕboost variables

Two variables are constructed to characterise the topology and the transverse momentum bal-
ance of the final-state objects [134]. The variable pℓℓ

T,boost is the vectorial sum of the missing
transverse momentum vector and the leptons’ transverse momentum vectors, defined as:

pℓℓ
T,boost = pmiss

T + pT(ℓ1) + pT(ℓ2) (5.3)

Its magnitude, pℓℓT,boost, can also be interpreted as the magnitude of the vector sum of all the
transverse hadronic activity in the event. The azimuthal angle between pmiss

T and pℓℓ
T,boost is

denoted as ∆ϕboost. These quantities are useful for the discrimination of events where the non

hadronic component (e, µ, ν and χ̃0
1) is collimated, which is the case of signal events, particularly

higher-Emiss
T events produced by high-∆m signal models. These events tend to have higher

values of pℓℓT,boost, and lower values of ∆ϕboost, as shown in Figures 5.5a and 5.5b, where the
distributions of these variables are compared in data and in MC simulations.

Angular variables

The angular distance between particles in the final state has proven to be a useful quantity to
discriminate the SM background processes from the top squark signal. The angular distance
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∆R between two objects a and b is defined as:

∆R =

√
(ϕa − ϕb)

2 + (ηa − ηb)
2, (5.4)

as described Section 2.2. This quantity is included in the NN input features, computed between
the two leptons (∆Rℓℓ) and between the two b-jets, or the leading b-jet and the leading light-jet
in events with only one b-tagged jet (∆Rbb).
The azimuthal angular separation ∆ϕ between final state objects is also considered among the
discriminating variables. This quantity is computed between the two leptons and the two b-jets
(or the leading b-jet and the leading light-jet in events with only one b-tagged jet), considering
all the possible combinations. As an example, Figure 5.6 shows the distributions of ∆Rℓℓ and
∆ϕ between the two leptons, showing that these variables are particularly effective in the dis-
crimination of background processes with two leptons originating from a Z decay (such as the
tt̄Z → ℓℓ and the Z+ jets backgrounds), where the leptons tend to be emitted at small angular
separations.
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Figure 5.4 – Distribution in Run 2 dataset of the stransverse mass mℓℓ
T2 using the two leading leptons as

visible particles (upper row), and distribution of mT2,min (bottom row) computed using the leading
lepton (left), the sub-leading lepton (centre), and both leptons (right) in association with the two
b-jets. The shaded area represents the statistical uncertainty on the total SM background. The signal
normalisation is increased 250 times for visualisation purposes.
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Figure 5.5 – Distribution of pℓℓ
T,boost (left) and the ∆ϕboost (right) in the Run 2 dataset. The shaded

area represents the statistical uncertainty on the total SM background. The signal normalisation is
increased 250 times for visualisation purposes.
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Figure 5.6 – Distribution of the angular distance ∆R between the two leading leptons (left) and the
two leading b-jets, or the leading b-jet and the leading light-jet in events with only one b-jet, (right) in
the Run 2 dataset. The shaded area represents the statistical uncertainty on the total SM background.
The signal normalisation is increased 250 times for visualisation purposes.
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5.1.2 NN discriminant

Machine learning algorithms are powerful tools for analysing high-energy physics data. One
of the problems typically addressed by ML models is the event classification, where the goal
is to distinguish signal events from background processes. Neural networks, in particular, are
well-suited for this task, due to their ability to model non-linear correlations among multiple in-
put variables. Unlike traditional cut-based methods, which rely on manually defined selection
criteria, NNs can automatically learn optimal threshold from data, making more efficient use
of the available information. This section provides an overview of some fundamental concepts
relevant to understanding the NN model implemented for the signal discrimination task in this
analysis.

Neural networks for classification problems

Neural networks are a class of ML models, composed of interconnected units called nodes (or
neurons), organized in layers: an input layer, one or more hidden layers, and an output layer.
Each node in a layer receives numerical inputs from the previous layer, applies a weighted lin-
ear combination followed by a non-linear activation function, and passes the result to the next
layer. The presence of a non-linear activation function allows NNs to approximate complex,
non-linear functions. The NN used in this thesis is a feed-forward neural network, meaning that
the information flows in a single direction, from the input layer, through the hidden layers, to
the output layer, without forming any cycles. It is also fully-connected, which means that each
node in a given layer is connected to all the nodes in the subsequent layer. The NN devel-
oped for this analysis is used in a supervised learning setting: the model is trained on a labelled
dataset, where each input vector is associated with a known target output. During training,
the network adjusts its internal weights to minimise a loss function, typically quantifying the
discrepancy between the predicted and target outputs, via optimisation algorithms. The task
of the NN is multiclass classification, where the goal is to assign each input event to several
mutually exclusive classes based on a set of input features. The input layer consists of a set of
meaningful kinematic variables, aimed at accurately describe the physics final state, while each
output layer’s node represents the probability of each processed event to belong to each class.
Figure 5.7 provides a schematic illustration of a single neuron and the typical layered architec-
ture of a neural network. Each input quantity xi represents a feature associated to an event. The
linear combination of the input features fed to the activation function for a given node can be
expressed as:

z =
N

∑
i=1

wi · xi + bi (5.5)

where xi are the input features, wi are the corresponding weights, and bi is the bias term, in-
cluded to allow the model to shift the activation function independently of the input. Each
input feature xi is associated to a different weight for each node it enters. In a fully connected
layer, each node receives input from all nodes in the previous layer, therefore the weights asso-
ciated to the inputs of a layer with dimension m can be represented as a matrix of dimension
N × m, where N is the number of the input features (or the number of nodes of the previous
layer).
An example of activation function is the ReLU (Rectified Linear Unit), which is the one used in
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Figure 5.7 – Illustration of the computation performed inside a node of a neural (left) and three
different types of layers (input, hidden, output) in a classical neural network.

the hidden layers of the NN designed for this analysis, and is defined as:

f (x) =

{
0 for x < 0

x for x ≥ 0
. (5.6)

Another example, typically used in the output layer of a multiclass classification NN, is the
softmax function, which converts the output of the last layer into a probability distribution over
the classes. It is defined as:

ŷc =
exp(zc)

∑
nc
j=1 exp(zj)

, (5.7)

where zc is the output of the last layer for class c, and nc is the total number of classes. The
output ŷc represents the probability that the input event belongs to class c, and the sum over all
classes is equal to 1, ensuring that the outputs can be interpreted as probabilities.
During the training phase, a neural network learns to associate input features with target out-
puts by adjusting the values of weights and biases. When the final prediction is produced at the
output layer, it is evaluated by quantifying its difference compared to the target label through
a loss function. The loss function typically used for multiclass classification problems, that is the
one chosen for the NN used in this analysis, is the categorical cross-entropy, which is defined as:

L(θ, y) =
N

∑
i=1

nc

∑
c=1

y(i)c · log(ŷ(ci)), (5.8)

where θ represent the parameters of the model, that are the weights and biases; N is the to-
tal number of input samples, nc is the number of output classes, y(i)c is a binary indicator that
equals 1 if the ith sample belongs to class c, and 0 otherwise (called one-hot encoding of the true
label), ŷ(i)c is the predicted probability (output of the softmax function) for the ithe sample to be-
long to class c. Based on this discrepancy, the network updates its weights and biases through
a process called backpropagation: the gradient of the loss function is computed with respect to
each parameter, to understand how the loss function varies as a function of it, using the chain
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rule of calculus, working backward from the output layer to the input layer (hence the name of
the procedure). An optimiser uses the gradients of the loss function with respect to each param-
eter to determine how the parameters should be updated to decrease the value of the loss, with
the size of the update determined by a value known as the learning rate. One commonly used
optimiser is the so-called Adam (Adaptive Moment Estimation), which adjusts the learning rate
for each parameter during the training, based on the history of gradients. This cycle is repeated
over all the events in the input dataset and for many iterations, referred to as epochs, gradually
improving the network’s performance. At the end of each epoch, the reached performance is
evaluated using a given metrics. A commonly used metric is the accuracy, that, for multiclass
classifiers, is defined as the fraction of correctly classified events (i.e., those for which the class
with the highest output probability matches the true label) over the total number of events in
the training sample.
To properly evaluate and optimise the performance the NN, the available dataset is typically
divided into three distinct subsets: a training set, a validation set, and a test set. The training set
is used to fit the model parameters with the procedure exposed previously. During training,
the validation set is used to monitor the model’s performance on data on which the model is
not trained, providing an estimate of its ability to generalise. Specifically, at the end of each
training epoch, the model is evaluated on the validation set using the same loss function and
performance metrics used during training (in the case of this analysis, categorical cross-entropy
and accuracy). The validation loss is not used to update the model weights, but only serves
as a tool to evaluate the model performance and guide the choice of the final architecture and
hyperparameters. A well-performing model typically exhibits an increasing trend in accuracy,
and decreasing trend in loss for both the training and validation sets throughout the training
process. When the loss continues to decrease on the training set while beginning to increase on
the validation set, the possible cause is overfitting. In such cases, the model begins to memorise
the training data rather than learning generalisable patterns, resulting in low performance on
unseen data. The hyperparameters of the model must be adjusted to achieve a configuration
that does not lead to overfitting, while achieving high accuracy and low loss on both training
and validation datasets. Finally, the test set is used only after the training is complete and the
model architecture defined, to provide an unbiased estimate of the model’s generalisation per-
formance on unseen data.
When the available dataset has a limited size, as it is the case for some of the signal samples
used for this analysis, an alternative to this splitting is the cross-validation technique. This ap-
proach consists in dividing the available dataset into multiple subsets, or folds, and to train and
evaluate the model multiple times, each time using different folds for training, validation, and
testing. In this analysis, a two-fold cross-validation strategy is adopted. The dataset is split
into two equally sized, disjoint subsets. In each fold, one subset is further split for training and
validation, while the other is used as a test set for model evaluation. The procedure is then
repeated inverting the roles of the two subsets. Typically, the training set is not fed into the
model all at once, but it is divided into smaller subsets called batches. Each batch contains a
fixed number of events, and the model’s weights are updated after processing each batch. The
following properties, introduced earlier in this paragraph, are tuned during the training phase
to maximise the performance of the network, and are referred to as hyperparameters.

• Type of layers. Depends on the type of problem addressed by the NN model. For the
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classification problem considered in this thesis, a NN with fully connected (dense) is im-
plemented.

• Number of hidden layers and number of nodes per layer. Deeper and wider networks
have more parameters to optimise, therefore they can describe more complex models.
However, it requires a big amount of training data to avoid overfitting, and significant
computing resources. Therefore, the dimension of the network needs to be balanced con-
sidering these technical constraints.

• Dropout rate. Dropout is a regularisation technique in which a random fraction of nodes
in the hidden layers is set to zero at each step, preventing the network from learning too
much from specific nodes. Therefore, this improves the model’s ability to generalise and
prevents overfitting. The dropout rate defines the fraction of dropped-out nodes and must
be tuned to mitigate overfitting without affecting the learning capability of the network.

• Activation functions. The activation functions used in this analysis, ReLU for the hid-
den layers and softmax for the output layer, are common choices for NNs composed of
fully connected layers addressing multiclass classification problems. ReLU is commonly
used in hidden layers for its computational efficiency and performance in deep networks.
Softmax is used in the output layer of multiclass classifiers to ensure the outputs are in-
terpretable as class probabilities.

• Optimiser. Adaptive optimisers, like the Adam optimiser used in this analysis, are pre-
ferred and commonly used for their ability to dynamically adjust learning rates for each
parameter, which often leads to faster convergence and improved performance.

• Learning rate. A small learning rate ensures stable convergence but slows training, while
a large one risks overshooting the loss function minimum. Even if the Adam optimiser
is able to adjust the learning rate during the training, the initial value needs to be chosen
carefully.

• Loss function. The choice of the loss function depends on the NN’s task. For multiclass
classification, categorical cross-entropy is the appropriate choice as it is able to quantify
the distance between the predicted class probabilities and the true labels.

• Number of epochs. The number of training epochs affects the completeness of learning. It
should be chosen to avoid both undertraining and overfitting, and is chosen by monitor-
ing the validation metrics. Typically, the training process is stopped when the network’s
performance on the validation set stops improving, or even starts degrading, which is a
sign of overfitting.

• Batch size. A smaller batch size leads to more frequent parameters updates, which may
introduce noise in the gradient estimation. A larger batch size provides more stable gradi-
ent estimates, but requires more computational memory. Therefore, the batch size needs
to be tuned based on the dataset size and the available computational resources.

The dimension of the NN architecture, dropout rates, learning rate, number of epochs and batch
size chosen for the model designed for this analysis are detailed in the next section.
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When the input variables of a neural network span significantly different numerical ranges, as
it is the case for physical kinematic variables, their distributions are normalised to prevent fea-
tures with larger numerical values from dominating the learning process. Several normalisation
techniques exist, each suited to different data characteristics. In this analysis, input variables are
scaled to the [0, 1] interval using the so-called min-max normalisation, defined as:

x′ =
x − xmin

xmax − xmin
, (5.9)

where x′ is the normalised value of the feature, x is its original value, and xmin and xmax are the
minimum and maximum values of the variable across the dataset, respectively. This approach
preserves the original shape of the variable distributions, and is preferred over standardisation
(i.e., centring to zero mean and unit variance) because the input variables in this case do not
follow a Gaussian distribution.
In classification problems the training dataset may be unbalanced, meaning that it contains sig-
nificantly more events for some classes with respect to others. In these cases, the network could
be biased towards the most represented classes. To avoid this, weights can be assigned to each
data point in the input dataset to have the same effective weight for all classes.

Since the NN model in this analysis is used to address a physical problem, it is important to
understand its internal decision-making process, identifying which input features are most rel-
evant for the final prediction. One commonly used approach for assessing feature importance
in NNs is based on SHAP values (SHapley Additive exPlanations) [135]. This method is based
on concepts from cooperative game theory, and explains the output of a model by assigning
each input feature a Shapley value that reflects its contribution to the final decision. For each
event x, the model prediction f (x) for an individual class is expressed in the SHAP framework
as:

f (x) = fbase +
N

∑
i=1

ϕi, (5.10)

where fbase is the average model output for the considered class over all the training events, ϕi is
the SHAP value of the ith feature, representing how much the ith feature contributed to moving
the prediction away from the baseline, and N is the total number of input features. SHAP values
are calculated by comparing the model’s prediction when each feature is included or excluded,
averaging over all the possible combinations of inputs. To evaluate which features contribute
the most to the model’s predictions, SHAP values are computed for all events in the dataset.
The average absolute SHAP value of each feature across the full dataset then gives a measure of
its importance. Input features with larger absolute mean SHAP values are interpreted as more
relevant in the model’s decision process.

Model optimisation

This section presents the results of the studies performed to optimise the performance of the
NN model used for signal discrimination. The performance is quantified in terms of signal
significance: the optimal model is capable of discriminating signal and background maximising
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the signal significance at high NN score levels. The signal significance is computed following
the prescription in Reference [136]:

ZA =

√√√√2

[
(s + b) ln

(
(s + b)(b + σ2

b )

b2 + (s + b)σ2
b

)
− b2

σ2
b

ln

(
1 +

σ2
b s

b(b + σ2
b )

)]
(5.11)

where s is the number of signal events, b is the number of background events, and σb = 0.2
is a representative uncertainty value assigned to the number of background events to avoid
overestimation of the significance value, based on the expected systematic uncertainty taken
from the previous Run 2 analysis [111].
For the training of the NN model, signal events are split into three event categories based on
∆m, since, as discussed in Section 5.1.1, the kinematics of signal events strongly depend on it.
The splitting between categories is chosen to optimise the performance of the network for all
the possible ∆m values, and the resulting categories are the following:

• low-∆m signal models, including samples with ∆m = 200, 300 GeV;

• medium-∆m signal model, including samples with ∆m = 300, 400, 500 GeV;

• high-∆m signal model, including samples with ∆m ≥ 600 GeV;

The same background samples are used for the training of the models for all these three cate-
gories, while only signal samples with ∆m in the correct range are considered for each model.
Additionally, events are split based on the b-jet multiplicity: for each ∆m range, one NN model
is trained on events with exactly one b-tagged jet (named 1b model), and one model is trained
on events with more than one b-tagged jet (named 2b model). For 1b models, events are also
required to have at least one light-jet in the final state.
The final number of models trained independently is six, and will be referred to as: NN low-1b,
NN low-2b, NN medium-1b, NN medium-2b, NN high-1b, and NN high-2b.

A slightly different preselection is applied before training, based on the considered ∆m range,
due to the different kinematics of the regions. Training preselections for all models are sum-
marised in Table 5.1.

The input features of the NNs include the kinematic information of the two leading leptons,
Emiss

T , jets and b-jets in the final state. Specifically, models training on events with exactly one
b-jet use the kinematic information of the b-jet and the leading light-jet, while models training
on events with more than one b-jet use the kinematic information of the leading and the sub-
leading b-jets. The input features are meant to provide a description of the final state kinematics
as complete as possible, which the NN can exploit for the event classification. Additional event
properties, mostly described by the variables introduced in Section 5.1.1, are provided to the
NN to increase its discriminating power. The information provided by these features is mostly
redundant kinematic information, that the NN should be able to infer from the low-level kine-
matic inputs in the limits of large training statistics and large network architecture. As the
training statistics is limited, the addition of these features helps the NN in reaching a better
classification power. The input variables are listed in Table 5.2. For models training on events
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Low ∆m Medium ∆m High ∆m

1b 2b 1b 2b 1b 2b

pT(ℓ1) [GeV ] > 27

pT(ℓ2) [GeV ] > 20

mℓℓ [GeV ] > 20

nb−jets = 1 > 1 = 1 > 1 = 1 > 1

nl−jets > 0 ≥ 0 > 0 ≥ 0 > 0 ≥ 0

mℓℓ
T2 [GeV ] > 80 > 90 > 100

Table 5.1 – Preselection applied before training to the six NN models.

with only one b-tagged jet, the information of the leading light-jet is used instead of the infor-
mation on the sub-leading b-jet (e.g. the angular distance ∆R(b1, b2) is not computed between
the two leading b-jets, but between the leading b-jet and the leading light-jet). The number of
b-jets is used as a discriminating variable only on models training on events with more than one
b-jet.

Type Variable Description

Lepton-related
kinematic
variables

pT, η and ϕ Transverse momentum and angular variables of the
leading and sub-leading leptons.

Same- or different-flavour If the two leptons are same-flavour (ee or µµ) or
different-flavour (eµ).

mℓℓ Invariant mass of the two leptons.
pℓℓT,boost and ∆ϕboost Variables defined in Section 5.1.1.

Jet-related
kinematic
variables

b-tag score of the two b-jets Pseudo-continuous b-tagging score of the two se-
lected b-jets (see Section 3.4.3).

pT, η, and ϕ of the two b-jets Transverse momentum and angular variables of the
two selected b-jets.

nb-jets, nl−jets Number of b-tagged jets and number of light-jets.

Missing trans-
verse momentum-
related variables

Emiss
T , S , and ϕmiss Missing transverse momentum, its significance, and

its azimuthal direction.

Transverse and
stransverse mass

mT(Emiss
T , ℓ1) and mT(Emiss

T , ℓ2) Transverse mass between the Emiss
T and the two

leading leptons.
mT2(ℓ, ℓ), mT2(b, b), mT2(b + ℓ, b), mT2(b + ℓ, b + ℓ) Stranverse mass, in all the variants introduced in

Section 5.1.1.

Angular-distance
variables

∆R(ℓ1, ℓ2) and ∆R(b1, b2) Angular separation between the two leptons or the
two b-jets.

∆ϕ(ℓ, ℓ), ∆ϕ(ℓ, b),∆ϕ(Emiss
T , ℓ) Angular separation in ϕ between all the combina-

tions of leptons and b-jets.

Table 5.2 – Input variables used for training the NN in all the ∆m regions, only for models requiring
more than one b-tagged jet. For models training on events with only one b-tagged jet, the information
of the leading light-jet is used instead of the information on the sub-leading b-jet to define the listed
variables.

As discussed previously, the implemented model is a multiclass NN, with a class representing
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the signal and multiple classes used to identify different types of backgrounds.
As detailed in Section 4.1.2, the main SM background processes considered for this analysis are:
tt̄, tt̄Z (with the Z decaying either in two leptons, two quarks or two neutrinos, with the latter
being the dominant background in signal region), Z+ jets, single top (Wt), and di-boson events
(WZ, ZZ, WW). In principle, a class could be created for each background process. However,
this would lead to an overcomplicated model that could not reach a satisfying performance,
given the limited number of input samples. Some background processes present similar final-
state kinematics. One example are the tt̄ and single top processes, both presenting the products
of top quark decays in the final state, of the Z+ jets and the ttZ → ℓℓ processes, which have
a final state presenting two leptons originating from the decay of a Z boson. The approach of
merging backgrounds with similar kinematics in a single class was tried, but did not achieve a
satisfying performance. The best approach resulted to be the use of a small number of classes,
only trained on one background process. This gives enough discriminating power to also dis-
tinguish events from background processes that are not included in the training (the NN score
of, e.g., single top events, will have a similar distribution to the one of tt̄ events). For medium
and high ∆m models (NN medium-1b, NN medium-2b, NN high-1b, and NN high-2b), the
following classes are included in the model:

• tt̄

• tt̄Z → ℓℓ

• tt̄Z → νν

• Signal (only signal samples with ∆m in the range targeted by the considered NN model,
as described earlier).

For the low ∆m models (NN low-1b and NN low-2b), the two ttZ classes are merged into a
single class. This is necessary because the kinematic distributions of the ttZ → νν events and
of low-∆m signal events are too similar, and the network cannot reach sufficient discriminating
power to distinguish them.
The output of the NN is, for each event, a vector of probabilities, that represent the probability
of the event to belong to each class:

{pi} for i = 1 . . . N, with
N

∑
i=1

pi = 1, (5.12)

with N = 3 for low-∆m models, and N = 4 for medium- and high-∆m models.
For each NN model, the input features are normalised between 0 and 1 using the min-max nor-
malisation procedure describe earlier. The minimum and maximum values of each feature (i.e.
xmax and xmin from Equation 5.9) are extracted from the full training set, including both signal
and background samples. These same values are used to scale the input features when the NNs
are evaluated.
The NNs are trained using the Keras [137] library, with the TensorFlow [138] backend. The 1b
(2b) NNs have an input layer with 44 (45) nodes, corresponding to the number of input vari-
ables described in Table 5.2. The NN hyperparameters are optimised independently for each
model, applying a manually implemented grid search. In this approach, a discrete set of values
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is defined for each hyperparameter, and the performance of the model is evaluated training it
using different combinations. The dimension of the NN in terms of number of hidden layers
and number of nodes per layer is progressively increased, until the model starts overfitting. To
mitigate overfitting, the dropout rate is also progressively increased up to a maximum value of
0.6 for the first, larger hidden layer and 0.4 for the other hidden layers. If overfitting persists
under these conditions, the NN size is subsequently reduced. The number of training epochs is
selected based on the behaviour of the loss function on the validation set, stopping the training
once the validation loss ceases to decrease. The training batch size is chosen based on compu-
tational constrains, as discussed in the previous paragraph. The learning rate is varied between
10−3 and 10−5, and the ideal value was found to be 10−4 for all models. The final architecture
selected for each model is summarised in Table 5.3.

Larger architectures can be implemented for medium- and high-∆m models thanks to the

Hyperparameter NN low-1b NN low-2b NN medium-1b NN medium-2b NN high-1b NN high-2b

No. of hidden layers 2 2 3 3 3 2
No. of nodes per hidden layer (1024, 32) (512, 64) (1024, 128, 64) (2048, 32, 32) (1024, 128, 32) (1024, 128)
No. of training epochs 150 150 150 150 150 150
Learning rate 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001
Training batch size 128 128 256 256 256 256
Dropout value per hidden layer (0.6, 0.4) (0.6, 0.4) (0.6, 0.4, 0.4) (0.6, 0.4, 0.4) (0.6, 0.4, 0.4) (0.6, 0.3)

Table 5.3 – Hyperparameters values chosen for the six NN models.

larger amount of available input signal events. The 2b models have smaller architectures than
the correspondent 1b models, as they tend to converge faster, and bigger networks would lead
to overfitting.

The training dataset consists of events from both the Run 2 and Run 3 MC production cam-
paigns, including tt̄, tt̄Z signal simulated samples. For the signal class, events corresponding to
several benchmark points in the (mt̃1

, m
χ̃0

1
) mass plane (restricted to the considered ∆m range)

are included simultaneously. Events from each signal point are assigned a weight, to balance
the contribution of each signal benchmark during training. These weights are treated as tun-
able hyperparameters, and are selected to optimise the network’s performance in regions of the
parameter space near the exclusion limits obtained in the previous Run 2 analysis [111]. Ad-
ditionally, all signal and background events are weighted using the scale factors for b-tagging,
JVT, electron and muon reconstruction efficiencies, and pile-up (see Section 4.2). Finally, a nor-
malisation weight is applied to ensure that all classes have the same total weight in the loss
function, even if they are unbalanced in the number of events, as discussed previously.
Figures 5.8 and 5.9 show the distributions of the NN signal score for all the six models, evalu-
ated on the Run 2 and the Run 3 datasets, respectively. All models achieve a good performance,
with a clear separation between signal and background classes.
Figure 5.10 shows the SHAP values for each of the six models, that, as explained earlier, are

used to rank feature importance in the model, also showing the contribution of each feature
to the different classes. As expected, mℓℓ

T2 is within the first three most relevant features for all
models. The other discriminating variables presented in Section 5.1.1 also show a high rele-
vance in the NN decision process, with Emiss

T significance, Emiss
T , mT , and the different variants

of mT2 scoring very high for all models. Angular variables involving the two leptons, ∆Rℓℓ and
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Figure 5.8 – NN signal score distributions in Run 2 MC samples for all the NN models.
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Figure 5.9 – NN signal score distributions in Run 3 MC samples for all the NN models.

∆ϕ between the two leptons, along with the invariant mass of the two leptons mℓℓ, show, as
expected, high discriminating power for the tt̄Z → ℓℓ class (tt̄Z class for low-∆m models). The
interpretation of the NNs’ decision process enabled by the use of SHAP values serves validates
the NN technique, demonstrating that the network is able to exploit the input variables in a
physically meaningful way, consistent with expectations based on our current understanding
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Figure 5.10 – SHAP absolute values, ranking the input features’ importance for each of the six models.
For all models, class 0 represents the signal class and class 2 represents the tt̄ class. For the low-∆m
models (first line), class 1 represents the tt̄Z class; for the medium- and high-∆m models (second and
third lines, respectively), class 1 represents the tt̄Z → νν class, and class 3 represents the tt̄Z → ℓℓ
class. Plots for the 1b and the 2b models are shown in left and right columns, respectively.

of the signal and background processes.
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Figure 5.11 – Illustration of analysis regions based on NN scores.

5.2 Analysis regions

As discussed in Chapter 4, the analysis strategy is based on the definition of distinct analysis
regions: signal regions (SRs), designed to be enriched in potential signal events and optimise
sensitivity to the targeted process; control regions (CRs), used for the estimation of the main
SM background processes; and validation regions (VRs), designed to test the reliability of the
background estimation derived from the CRs.
The dominant SM background contributions to the SRs are expected to originate from tt̄, and
tt̄Z with invisible decay of the Z boson (tt̄Z → νν). Therefore, dedicated CRs are defined for
these two processes.

The SRs, along with the CRs and VRs targeting the tt̄ background, are defined using the output
scores of the NN described in Section 5.1.2. For these regions, separate selections are defined
for each of the six NN models targeting the different event categories presented in the previous
section. Moreover, the selections are optimised independently for the Run 2 and Run 3 datasets,
in order to account for the different statistics available in the two periods. This is justified by
the fact that the final statistical analysis is performed separately for the two datasets (see the
dedicated Section 6.1). Events with the highest NN signal score values are used to define the
SRs. In order to maximise sensitivity, the SRs are further binned in NN signal score. This means
the SR is subdivided into intervals (or bins) based on the value of the NN output, with higher
bins representing regions of increasing signal purity. This strategy enables the statistical analy-
sis to exploit the shape of the NN score distribution. Events with NN signal scores just below
the SR threshold are assigned to the tt̄ VRs, and those with even lower scores constitute the tt̄
CRs. In the tt̄ CRs, an additional selection is applied to remove events with the lowest NN tt̄
score, which tend to be dominated by non-tt̄ background processes. A schematic representation
of how these regions are defined in the two-dimensional plane of NN signal score versus NN tt̄
score is shown in Figure 5.11.

The definition of the SRs is detailed in Section 5.2.1, while the one of the tt̄ CRs and VRs is
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presented in Section 5.2.2.

The definition of the control and validation regions for the background from tt̄Z → νν events
will be shared across all three 2-body analyses (0, 1 and 2 lepton final states) when the three
channels will be combined. Therefore, it is not based on the NN output, as the model is spe-
cific to this analysis. The definition of the analysis regions for the estimation of the tt̄Z → νν

background is discussed in Section 5.2.3.

5.2.1 Signal region definition

The SR selection and binning in NN signal score is optimised to maximise the total expected sig-
nal significance. This optimisation is performed independently for each NN model and for each
data-taking period (Run 2 and Run 3), resulting in twelve distinct SR definitions. The procedure
follows the same steps for each model and data-taking period. It proceeds iteratively, starting
from the most signal-like region of the NN signal score, where it is close to 1, and progressively
moving toward the more background-like region, at lower values of the NN signal score. At
each iteration, a new bin is defined by identifying the NN score threshold that maximises the
expected cumulative signal significance, integrated from that threshold up to the lower edge
of the previously defined bin (which is 1 for the uppermost bin). To ensure the validity of the
asymptotic approximation [139] assumed in the statistical interpretation of the results (see Sec-
tion 6.1), each bin is required to contain at least two expected background events. The iteration
continues until the inclusion of further bins no longer improves the total expected significance
of the SR. The significance used for this optimisation process is computed using signal points
close to the exclusion limits in the (mt̃1

,m
χ̃0

1
) plane from the previous Run 2 analysis [111]. The

NN signal scores thresholds defining the SR bins are reported in Table 5.4. In all categories, the
corresponding training preselection (Table 5.1) is applied in addition to the selection on the NN
signal score. The number of bins varies across the different ∆m regions, reflecting differences
in the shape of the NN output distributions (see Figures 5.8 and 5.9). For simplicity, the lower
boundary of the last bin is aligned across all models within the same ∆m region.

5.2.2 Estimation of the tt̄ background

Similarly to the SRs, the tt̄ control regions are defined based on the NN output and therefore,
also in this case, twelve distinct selections are considered: two CRs are defined for each of the
six NN models, one for the Run 2 dataset and one for the Run 3 dataset. The CR definitions are
designed to select events as kinematically similar as possible to the corresponding SRs, while
also suppressing the signal contamination. This is achieved by applying a selection on the same
NN signal score used to define the SRs, defining a region orthogonal but close to the SR. The
exact threshold applied to the NN signal score is defined individually for each CR, depending
on the definition of the corresponding SR. A further selection is applied for each CR to the
NN tt̄ score, to enhance the tt̄ background purity reducing the contamination from signal and
other background processes. Figures 5.12 and 5.13 show the distributions of the NN tt̄ score
from the six NN models, for the Run 2 and Run 3 datasets, respectively. The distributions only
include events satisfying the criteria of the training preselection for the appropriate ∆m range
(see Table 5.1) and the NN signal score selection of the tt̄ CR targeting the corresponding model
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Region Bins in NN signal score
Low-1b-Run2 [0.93, 0.948, 0.96, 0.974, 0.986, 1]
Low-2b-Run2 [0.93, 0.947, 0.962, 0.974, 0.982, 1]
Low-1b-Run3 [0.93, 0.948, 0.96, 0.968, 0.977, 1]
Low-2b-Run3 [0.93, 0.946, 0.958, 0.966, 0.979, 1]
Medium-1b-Run2 [0.53, 0.7, 0.77, 0.85, 1]
Medium-2b-Run2 [0.53, 0.66, 0.72, 0.81, 1]
Medium-1b-Run3 [0.53, 0.62, 0.7, 0.79, 1]
Medium-2b-Run3 [0.53, 0.58, 0.66, 0.74, 1]
High-1b-Run2 [0.44, 0.75, 0.87, 1]
High-2b-Run2 [0.44, 0.71, 0.83, 1]
High-1b-Run3 [0.44, 0.6, 0.76, 1]
High-2b-Run3 [0.44, 0.57, 0.71, 1]

Table 5.4 – SR binning in NN signal score. The different number of bins for different ∆m regions is
due to the different shape of the NN output distributions.

and data-taking period. The red arrows indicate the thresholds used to define the final CRs.
The list of selections on NN signal and tt̄ scores defined for each tt̄ CR is reported in Table 5.5.
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Figure 5.12 – NN tt̄ score data/MC distributions for all NN models evaluated on Run 2 samples.
Data in SRs are blinded.

For simplicity, the NN signal score selections are kept consistent across models targeting the
same ∆m region, and the selection on the NN tt̄ score is the same for all regions. The value 0.05
is chosen to achieve a satisfying tt̄ purity, while keeping a sufficient number of expected events
in each region. As in the SRs, the training preselection specific to each ∆m region, as described



Analysis strategy and background estimation 129

 score - Low,1btNN t

1−10

1

10

210

310

410

510

610

710

810

E
ve

nt
s 

/ 0
.0

5 
G

eV

Data Standard Model

MC Fakes Other

Di-boson Ztt

Z+jets Single top

tt

-1=13.6 TeV, 53.31 fbs
 Low,1b

tt
CR

)=(800,500) GeV
1

0χ∼,1t
~

, m(1t
~
1t

~

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

 score - Low,1btNN t

0.5

1

1.5

D
at

a/
M

C  score - Medium,1btNN t

1−10

1

10

210

310

410

510

610

710

810

E
ve

nt
s 

/ 0
.0

5 
G

eV

Data Standard Model

MC Fakes Other

Di-boson Ztt

Z+jets Single top

tt

-1=13.6 TeV, 53.31 fbs
 Medium,1b

tt
CR

)=(900,500) GeV
1

0χ∼,1t
~

, m(1t
~
1t

~

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

 score - Medium,1btNN t

0.5

1

1.5

D
at

a/
M

C  score - High,1btNN t

1−10

1

10

210

310

410

510

610

710

810

E
ve

nt
s 

/ 0
.0

5 
G

eV

Data Standard Model

MC Fakes Other

Di-boson Ztt

Z+jets Single top

tt

-1=13.6 TeV, 53.31 fbs
 High,1b

tt
CR

)=(1000,1) GeV
1

0χ∼,1t
~

, m(1t
~
1t

~

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

 score - High,1btNN t

0.5

1

1.5

D
at

a/
M

C

 score - Low,2btNN t

1−10

1

10

210

310

410

510

610

710

810

E
ve

nt
s 

/ 0
.0

5 
G

eV

Data Standard Model

MC Fakes Other

Di-boson Ztt

Z+jets Single top

tt

-1=13.6 TeV, 53.31 fbs
 Low,2b

tt
CR

)=(800,500) GeV
1

0χ∼,1t
~

, m(1t
~
1t

~

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

 score - Low,2btNN t

0.5

1

1.5

D
at

a/
M

C  score - Medium,2btNN t

1−10

1

10

210

310

410

510

610

710

810
E

ve
nt

s 
/ 0

.0
5 

G
eV

Data Standard Model

MC Fakes Other

Di-boson Ztt

Z+jets Single top

tt

-1=13.6 TeV, 53.31 fbs
 Medium,2b

tt
CR

)=(900,500) GeV
1

0χ∼,1t
~

, m(1t
~
1t

~

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

 score - Medium,2btNN t

0.5

1

1.5

D
at

a/
M

C  score - High,2btNN t

1−10

1

10

210

310

410

510

610

710

810

E
ve

nt
s 

/ 0
.0

5 
G

eV

Data Standard Model

MC Fakes Other

Di-boson Ztt

Z+jets Single top

tt

-1=13.6 TeV, 53.31 fbs
 High,2b

tt
CR

)=(1000,1) GeV
1

0χ∼,1t
~

, m(1t
~
1t

~

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

 score - High,2btNN t

0.5

1

1.5

D
at

a/
M

C

Figure 5.13 – NN tt̄ score data/MC distributions for all NN models evaluated on Run 3 samples.
Data in SRs are blinded.

in Table 5.1, is applied to all CR definitions.
The expected SM yields in the tt̄ CRs for the Run 2 and Run 3 datasets are shown in Table 5.6

Region NN signal score interval Selection on NN tt̄ score
Low-∆m [0.70, 0.85) > 0.05
Medium-∆m [0.20, 0.40) > 0.05
High-∆m [0.02, 0.20) > 0.05

Table 5.5 – Selections on NN signal and tt̄ scores defining the tt̄ CRs.

for the low-∆m regions, in Table 5.7 for the medium-∆m regions, and in Table 5.8 for the high-
∆m regions.
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CRtt̄ Low-1b-Run2 Low-2b-Run2

Observed events 232 193

Total SM background 264.51 ± 33.02 219.73 ± 25.10

tt̄ 233.61 ± 27.14 201.34 ± 27.12
Single-top 20.48 ± 5.77 10.76 ± 1.75
Z+ jets 0.74 ± 0.66 0.71 ± 0.26
Di-boson 1.47 ± 0.50 0.08+0.10

−0.08
tt̄Z 3.17 ± 0.44 2.85 ± 0.31
Other backgrounds 3.09 ± 0.58 2.75 ± 0.38
MC-Fakes 1.93 ± 0.74 1.22 ± 0.47

CRtt̄ Low-1b-Run3 Low-2b-Run3

Observed events 113 106

Total SM Background 111.60 ± 12.11 88.47 ± 10.62

tt̄ 98.77 ± 10.58 81.52 ± 10.56
Single-top 8.67 ± 2.07 4.55 ± 0.60
Z+ jets 0.44 ± 0.37 0.08+0.09

−0.08
Di-boson 0.61 ± 0.12 0.07 ± 0.02
tt̄Z 1.20 ± 0.25 1.06 ± 0.21
Other backgrounds 0.96 ± 0.10 0.75 ± 0.13
MC-Fakes 0.95 ± 0.37 0.43 ± 0.23

Table 5.6 – MC expected yields in CRtt̄ for the low-∆m region, in Run 2 (left) and Run 3 (right)
datasets. The error includes statistical and systematic uncertainties (described in Section 6.2).

CRtt̄ Medium-1b-Run2 Medium-2b-Run2

Observed events 219 151

Total SM background 238.47 ± 20.52 163.61 ± 13.22

tt̄ 201.62 ± 14.55 150.63 ± 14.51
Single-top 22.87 ± 4.14 7.34 ± 0.76
Z+ jets 4.75 ± 1.56 0.62 ± 0.24
Di-boson 1.65 ± 0.37 0.00+0.06

−0.00
tt̄Z 2.28 ± 0.37 1.56 ± 0.32
Other backgrounds 3.43 ± 0.44 2.46 ± 0.33
MC-Fakes 1.87 ± 0.44 0.99 ± 0.38

CRtt̄ Medium-1b-Run3 Medium-2b-Run3

Observed events 107 70

Total SM background 106.31 ± 14.97 71.01 ± 13.37

tt̄ 90.92 ± 13.48 65.68 ± 13.43
Single-top 9.74 ± 2.23 2.93 ± 0.43
Z+ jets 2.36 ± 0.81 0.34 ± 0.16
Di-boson 0.67 ± 0.17 0.04 ± 0.03
tt̄Z 0.89 ± 0.21 0.69 ± 0.23
Other backgrounds 1.14 ± 0.15 0.70 ± 0.08
MC-Fakes 0.61 ± 0.48 0.63 ± 0.22

Table 5.7 – MC expected yields in CRtt̄ for the medium-∆m region, in Run 2 (left) and Run 3 (right)
datasets. The error includes statistical and systematic uncertainties (described in Section 6.2).

CRtt̄ High-1b-Run2 High-2b-Run2

Observed events 345 207

Total SM background 362.19 ± 29.22 212.55 ± 18.36

tt̄ 283.07 ± 19.43 182.36 ± 19.37
Single-top 36.70 ± 4.93 15.41 ± 1.22
Z+ jets 19.49 ± 3.46 3.57 ± 0.64
Di-boson 5.13 ± 0.60 0.25 ± 0.06
tt̄Z 6.14 ± 1.03 3.63 ± 0.38
Other backgrounds 7.66 ± 0.94 5.34 ± 0.28
MC-Fakes 4.01 ± 1.12 1.98 ± 0.33

CRtt̄ High-1b-Run3 High-2b-Run3

Observed events 174 116

Total SM background 170.12 ± 14.63 99.84 ± 7.97

tt̄ events 135.52 ± 8.61 87.12 ± 8.56
Single-top 15.72 ± 3.74 6.94 ± 1.04
Z+ jets 9.24 ± 3.06 1.37 ± 0.36
Di-boson 2.56 ± 0.35 0.10 ± 0.03
tt̄Z 2.64 ± 0.47 1.54 ± 0.22
Other backgrounds 2.56 ± 0.39 1.63 ± 0.16
MC-Fakes 1.90 ± 0.56 1.15 ± 0.29

Table 5.8 – MC expected yields in CRtt̄ for the high-∆m region, in Run 2 (left) and Run 3 (right)
datasets. The error includes statistical and systematic uncertainties (described in Section 6.2).
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The tt̄ background estimation is validated in dedicated validation regions. The VRs for the tt̄
background are defined based on the NN scores, similarly to the corresponding CRs. There are
therefore twelve distinct VRs, two for each NN model, one version for Run 2 dataset, and one
version for Run 3 dataset. The VRs contain events with NN signal scores between the upper
limit of the corresponding tt̄ CR and the lower limit of the corresponding SRs. Therefore, the
selections on the NN signal score are the same for models targeting the same ∆m region, and
for the Run 2 and the Run 3 datasets. Similarly to the corresponding SRs and CRs, the training
preselection specific to each ∆m region described in Table 5.1 is also applied to all VRs. The
selection criteria applied to define the tt̄ VRs are listed in Table 5.9.

Region Signal NN score interval
Low-∆m [0.85, 0.93)
Medium-∆m [0.40, 0.53)
High-∆m [0.20, 0.44)

Table 5.9 – Selections applied to the NN signal scores to define the tt̄ VRs.

The expected SM yields in the tt̄ VRs for the Run 2 and Run 3 datasets are shown in Table 5.10
for the low-∆m regions, in Table 5.11 for the medium-∆m regions, and in Table 5.12 for the high-
∆m regions.

VRtt̄ Low-1b-Run2 Low-2b-Run2

Observed events 106 75

Total SM background 121.54 ± 15.73 80.89 ± 5.23

tt̄ 96.95 ± 12.91 65.53 ± 5.08
Single-top 10.52 ± 1.64 6.05 ± 0.69
Z+ jets 0.88 ± 0.20 0.20 ± 0.12
Di-boson 2.62 ± 0.57 0.26 ± 0.14
tt̄Z 5.69 ± 0.71 5.23 ± 0.28
Other backgrounds 3.81 ± 0.55 3.03 ± 0.27
MC-Fakes 1.07 ± 0.49 0.58 ± 0.34

CRtt̄ Low-1b-Run3 Low-2b-Run3

Observed events 49 40

Total SM Background 51.98 ± 7.68 32.85 ± 4.05

tt̄ 42.43 ± 6.32 26.93 ± 3.93
Single-top 4.20 ± 0.79 2.43 ± 0.50
Z+ jets 0.38 ± 0.35 0.10+0.11

−0.10
Di-boson 1.04 ± 0.17 0.09 ± 0.03
tt̄Z 2.35 ± 0.35 2.11 ± 0.15
Other backgrounds 1.14 ± 0.17 0.94 ± 0.11
MC-Fakes 0.45 ± 0.30 0.24 ± 0.12

Table 5.10 – MC expected yields in VRtt̄ for the low-∆m region, in Run 2 (left) and Run 3 (right)
datasets. The error includes statistical and systematic uncertainties (described in Section 6.2).

VRtt̄ Medium-1b-Run2 Medium-2b-Run2

Observed events 60 35

Total SM background 65.00 ± 6.69 38.12 ± 4.04

tt̄ 46.77 ± 5.91 31.25 ± 3.89
Single-top 7.44 ± 0.77 1.92 ± 0.38
Z+ jets 1.29 ± 0.53 0.24 ± 0.08
Di-boson 2.46 ± 0.45 0.10 ± 0.05
tt̄Z 3.49 ± 0.67 2.72 ± 0.20
Other backgrounds 2.70 ± 0.30 1.77 ± 0.17
MC-Fakes 0.86 ± 0.25 0.12+0.23

−0.12

CRtt̄ Medium-1b-Run3 Medium-2b-Run3

Observed events 23 33

Total SM background 27.32 ± 6.70 17.17 ± 3.72

tt̄ 20.01 ± 6.37 14.48 ± 3.65
Single-top 3.08 ± 0.57 0.77 ± 0.22
Z+ jets 0.69 ± 0.32 0.08 ± 0.05
Di-boson 0.89 ± 0.16 0.09 ± 0.05
tt̄Z 1.48 ± 0.21 1.13 ± 0.14
Other backgrounds 0.79 ± 0.13 0.55 ± 0.05
MC-Fakes 0.38 ± 0.16 0.06+0.18

−0.06

Table 5.11 – MC expected yields in VRtt̄ for the medium-∆m region, in Run 2 (left) and Run 3 (right)
datasets. The error includes statistical and systematic uncertainties (described in Section 6.2).
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VRtt̄ High-1b-Run2 High-2b-Run2

Observed events 47 24

Total SM background 48.95 ± 4.18 31.45 ± 3.22

tt̄ 30.24 ± 2.79 22.26 ± 3.11
Single-top 5.85 ± 1.23 3.14 ± 0.46
Z+ jets 2.77 ± 0.74 0.42 ± 0.15
Di-boson 2.56 ± 0.40 0.15 ± 0.07
tt̄Z 3.85 ± 0.37 2.89 ± 0.26
Other backgrounds 2.84 ± 0.37 2.04 ± 0.12
MC-Fakes 0.86 ± 0.19 0.54 ± 0.10

CRtt̄ High-1b-Run3 High-2b-Run3

Observed events 21 12

Total SM background 22.05 ± 5.00 14.58 ± 2.74

tt̄ events 13.74 ± 4.64 10.90 ± 2.68
Single-top 2.59 ± 0.54 1.39 ± 0.26
Z+ jets 1.53 ± 0.40 0.17 ± 0.10
Di-boson 1.24 ± 0.18 0.10 ± 0.03
tt̄Z 1.64 ± 0.20 1.16 ± 0.11
Other backgrounds 0.95 ± 0.14 0.68 ± 0.08
MC-Fakes 0.36 ± 0.32 0.19 ± 0.14

Table 5.12 – MC expected yields in VRtt̄ for the high-∆m region, in Run 2 (left) and Run 3 (right)
datasets. The error includes statistical and systematic uncertainties (described in Section 6.2).

5.2.3 Estimation of the tt̄Z background

The tt̄Z → νν process is expected to be one of the dominant SM background contributions to
the SRs, especially for events with NN signal scores, as shown in Figures 5.8 and 5.9.
Given the difficulty in selecting a sufficiently pure sample for this process, due to the high
contamination from tt̄ events, a selection strategy based on a three-lepton final state is adopted.
The selection applied to define CRtt̄Z targets tt̄Z events, with the Z boson decaying into two
leptons with same flavour (ee or µµ) and opposite electric charge (same-flavour, opposite-sign, or
SFOS, leptons), and the tt̄ system decaying semileptonically. Therefore, events are selected if
they have exactly three leptons in the final state, including at least one pair of SFOS leptons with
an invariant mass mℓℓ compatible with the Z boson mass (|mℓℓ − mZ| < 20 GeV). If multiple
pairs of leptons satisfying these requirements are identified, the one with mℓℓ closest to mZ is
selected as the pair originating from the Z boson. The invariant mass of the pair of SFOS leptons
selected with this approach is named closest mℓℓ. In order to select tt̄Z events whose kinematics
resembles those of tt̄Z → νν events in the SRs, the corrected Emiss

T variable is defined as:

Emiss
T,corr = |(p(ℓZ

1 ) + p(ℓZ
2 ) + pmiss

T )|, (5.13)

where p(ℓZ
1 ) and p(ℓZ

2 ) are the momenta of the two leptons of the SFOS pair, and pmiss
T is the

missing transverse momentum vector. In this way, the two SFOS leptons can be effectively
treated as the neutrino pair coming from the Z boson decay of a tt̄Z → νν process, and events
with high Emiss

T,corr emulate SR events with high Emiss
T . Events are further required to have at least

four jets, including at least one b-tagged jet, to be consistent with the expected tt̄ decay topology.
The selection criteria used to define CRtt̄Z is summarised in Table 5.13, and are applied to both
the Run 2 and the Run 3 datasets.

Tables 5.14 and 5.15 show the expected SM yield in CRtt̄Z from the Run 2 and the Run 3 MC
samples, respectively.

Figure 5.14 shows the distribution of the closest mℓℓ and the Emiss
T,corr variables in CRtt̄Z. Good

agreement is observed between the expected and observed distributions.

As the contribution of the minor backgrounds, labelled as “other”, is significant in CRtt̄Z, the
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CRtt̄Z selection

pT(ℓ1) [GeV ] > 27

pT(ℓ2) [GeV ] > 20

pT(ℓ3) [GeV ] > 20

|mℓℓ − mZ| [GeV ] > 20 for at least one SFOS pair

nb−jets ≥ 1 with njet ≥ 4

Emiss
T,corr > 70

Table 5.13 – Selection criteria of the control region for the tt̄Z → νν background (CRtt̄Z).

CRtt̄Z - Run 2

Observed events 412

Total SM background 391.56 ± 17.83

tt̄ 0.00 ± 0.00
Single-top 0.00 ± 0.00
Z + jets 0.00 ± 0.00
Di-boson 51.96 ± 7.57
tt̄Z (νν,ℓℓ,qq) 254.17 ± 1.10
Other backgrounds 66.56 ± 7.44
MC-Fakes 18.88 ± 2.59

Table 5.14 – MC expected yields in CRtt̄Z for
the Run 2 MC samples. The error includes
statistical and systematic uncertainties (de-
scribed in Section 6.2).

CRtt̄Z - Run 3

Observed events 163

Total SM background 154.13 ± 7.36
tt̄ 0.00 ± 0.00
Single-top 0.00 ± 0.00
Z + jets 0.00 ± 0.00
Di-boson 19.72 ± 3.39
tt̄Z (νν,ℓℓ,qq) 105.26 ± 0.69
Other backgrounds 22.11 ± 2.93
MC-Fakes 7.03 ± 1.03

Table 5.15 – MC expected yields in CRtt̄Z for
the Run 3 MC samples. The error includes
statistical and systematic uncertainties (de-
scribed in Section 6.2).
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Figure 5.14 – Distribution of the closest mℓℓ (left) and of Emiss
T,corr (right) in CRtt̄Z in Run 2 (upper row)

Run 3 (bottom row) samples.
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composition of this background was studied by analysing the relative contributions from its
main components: tt̄W, tZq, and tWZ. The results of this study are presented in Table 5.16.

Background process Contribution (%)

tt̄W 10.07
tZq 30.06
tWZ 51.90
Remaining processes 8.00

Table 5.16 – Relative contributions of the main components to the “other” background in the CRtt̄Z
control region.

The estimation of the tt̄Z background is validated in a dedicated validation region (VRtt̄Z),
which is defined by selecting events containing four leptons in the final state, including at least
one SFOS pair. To select events with kinematics consistent with those of signal events, a variant
of the mT2 variable, referred to as m4ℓ

T2 is defined. The variable pmiss
T,corr = pmiss

T + p(ℓZ
1 ) + p(ℓZ

2 ),
where ℓZ

1 and ℓZ
1 are the leptons from the SFOS pair with mℓℓ closest to mZ, is used as the

invisible object, while the momenta of the remaining two leptons are used as visible objects (see
the mathematical definition of mT2 in Section 5.1.1).
The selection criteria used to define VRtt̄Z are summarised in Table 5.17.

VRtt̄Z selection

Lepton multiplicity 4
pT(ℓ1) [GeV ] > 27
pT(ℓ2) [GeV ] > 20
pT(ℓ3) [GeV ] > 20
pT(ℓ4) [GeV ] > 20

At least one SFOS pair
nb−jets > 0
m4ℓ

T2 > 10

Table 5.17 – Selection criteria of the validation region for the tt̄Z → νν background (VRtt̄Z).

Tables 5.18 and 5.19 show the expected SM yield in VRtt̄Z from the Run 2 and the Run 3 MC
samples, respectively.
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VRtt̄Z - Run 2

Observed events 70

Total SM background 54.49 ± 1.69

tt̄ 0.00 ± 0.00
Single-top 0.00 ± 0.00
Z + jets 0.00 ± 0.00
Di-boson 10.70 ± 0.96
tt̄Z (νν,ℓℓ,qq) 34.34 ± 2.06
Other backgrounds 8.19 ± 0.45
MC-Fakes 1.26 ± 0.08

Table 5.18 – MC expected yields in VRtt̄Z for
the Run 2 MC samples. The error includes
statistical and systematic uncertainties (de-
scribed in Section 6.2).

VRtt̄Z - Run 3

Observed events 28

Total SM background 20.81 ± 0.93
tt̄ 0.00 ± 0.00
Single-top 0.00 ± 0.00
Z + jets 0.00 ± 0.00
Di-boson 4.06 ± 0.45
tt̄Z (νν,ℓℓ,qq) 14.46 ± 1.07
Other backgrounds 1.83 ± 0.13
MC-Fakes 0.46 ± 0.04

Table 5.19 – MC expected yields in VRtt̄Z for
the Run 3 MC samples. The error includes
statistical and systematic uncertainties (de-
scribed in Section 6.2).



CHAPTER 6

Statistical Analysis and Results

This chapter provides a detailed description of the statistical framework used to derive the
results of the analysis, including the definition of a likelihood function and how it is used to
define a test statistic to evaluate the compatibility of the observed data with the background-
only hypothesis and to test for the presence of a potential signal (Section 6.1). The systematic
uncertainties affecting the analysis results are summarised in Section 6.2, and the results of the
statistical analysis and their interpretation are described in Section 6.3. This last section includes
a reinterpretation of the analysis considering an alternative signal model, the tt̄ production in
association with an invisibly decaying Higgs boson, which is characterised by the same final-
state signature as the targeted stop decay.

6.1 Statistical Model

The analysed data are stochastic, due to the non-deterministic nature of quantum mechanics
as well as to numerous experimental effects. A well-defined statistical model is needed to be
able to quantify how much a given hypothesis is likely to produce the observed data. This
section introduces the statistical model used in the analysis, which is based on a likelihood
function that includes the expected and observed number of events in all analysis regions, as
well as the associated parameters needed to describe signal, background contributions, and
systematic uncertainties. The definition of the likelihood and the statistical methods used to
test hypotheses and estimate confidence levels are described in detail. The statistical analysis is
implemented using the statistical analysis package HISTFITTER [140, 141] in combination with
pyhf [142, 143].

6.1.1 Likelihood function

The likelihood function statistically describing the analysis model can be defined as:

L(n|µ, θ) =
Nregions

∏
i=1

[Pois (ni|Ni(µ, θ))]× G(θ). (6.1)

The index i runs over the considered analysis regions, ni is the observed number of events and
Ni(θ) is expected number of signal and background events in the ith region. The observed

137
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number of events ni follows a Poisson distribution, centred around the expected number of
events Ni(µ, θ), which is defined as:

Ni(µ, θ) = µsig · Nsignal
i (θsignal) + µtt̄ · Ntt̄

i (θ
tt̄) + µtt̄Z · Ntt̄Z

i (θtt̄Z) + Nother
i (θother), (6.2)

where µtt̄ and µtt̄ are the normalisation factors (NFs) used to normalise the yields Ntt̄
i and Ntt̄Z

i
of the main backgrounds, tt̄ and tt̄Z, in the respective CRs. The other non-dominant back-
grounds yields, Nother

i , are simply added without applying any NF. Finally, Nsignal
i is the signal

yield, and µsig is the stop signal strength, which is the parameter of interest (POI) of the model;

Nsignal
i and µsig are different for each signal model in the (mt̃1

,m
χ̃0

1
) parameter space. A value

µsig = 1, corresponds the nominal event yield predicted by the respective model.

The term G(⃗θ) is a probability density function (pdf) imposing constraints on the nuisance pa-
rameters of the model, θ, which take into account the systematic uncertainties. It is a product of
Gaussian distributions corresponding to the auxiliary measurements describing each system-
atic uncertainties, typically centred in zero and with unit width.

The results of the analysis are extracted via maximum likelihood fits, performed simultane-
ously across all the relevant analysis categories. The fit calculates the values of the model pa-
rameters (µ, θ) that maximise the likelihood function.
As already mentioned, the yields of the two major backgrounds, tt̄ and tt̄Z, are constrained
using dedicated NFs, while the estimation of non-dominant background processes, expected to
contribute only negligibly to the SR, is based only on MC simulations. Three types of fit are
performed for this search, differing by the presence of different regions in the likelihood and
the assumptions made about the signal model and rate.

• Background-only fit. The purpose of this fit strategy is to estimate the total background
in SRs and VRs, without making assumptions on any signal model. Only background
samples are included in the model, and the CRs are assumed to be free of signal contam-
ination. The fit is only performed in the CRs, and the dominant background processes, tt̄
and tt̄Z, are normalised to the observed number of events in the CRs to extract the NFs.
The result of this fit is used to predict the number of expected background events in the
SRs and VRs. As only CRs are used in the fit, these predictions are independent of the
observed number of events in each SR and VR. This allows for an unbiased comparison
between the predicted and observed number of events in each region and to evaluate the
quality of background modelling. NFs obtained from the background-only fit of CRs are
validated in the dedicated VRs. If the NFs obtained from the CRs are correct, the num-
ber of data events observed in a particular VR should be correctly described by the MC
simulation after it is corrected for its NF.

• Model-dependent fit. This fit strategy is used with the objective of studying a specific sig-
nal model (hence the name), and is repeated for each of the signal points in the (mt̃1

, m
χ̃0

1
)

parameter space. In absence of a significant event excess in the SRs, as concluded with the
background-only fit configuration, exclusion limits can be set on the signal models under
study. In case of excess, the model-dependent signal fit can be used to measure properties
such as the signal strength. The fit is performed in the CRs and SRs simultaneously. Along
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with the background samples, a signal sample is included in all regions, included the CRs,
to correctly account for possible signal contamination in the CRs. The signal strength pa-
rameter µsig is assigned to the signal sample, and it is the POI of the statistical model.
The different bins of the SR are included simultaneously in this fit, which is performed on
their statistical combination.

• Model-independent fit. Used to make qualitative and model-independent statements on
whether the measurements in single-bin regions are consistent with the SM predictions.
All CRs and one SR are included in these fits simultaneously. No signal contributions
in the CRs is assumed, but no other assumptions are made for the signal model. A sig-
nal contribution equal to the signal strength is assumed in the SR. The number of signal
events in the SR is then treated as a free parameter in the fit. This fit strategy is used to set
model-independent upper limits on the number of events beyond the expected number
of events in each SR. This allows to exclude any signal model by estimating its number of
signal events predicted in a particular SR. The SR in this fit configuration is constructed
as a single-bin region, since having more bins requires assumptions on the signal spread
over these bins. The model-independent signal fit strategy, fitting both the CRs and each
SR, is also used to perform the background-only hypothesis test, which quantifies the sig-
nificance of any observed excess of events in a SR, again in a manner that is independent
of any particular signal model (discovery fit).

For this analysis, the background-only fit is performed separately for the Run 2 and Run 3
datasets, and independently for each of the three non-orthogonal ∆m categories, combining
within each fit the corresponding orthogonal event selections with different b-jet multiplicity (1b
and 2b). Although CRtt̄Z has a unique definition across the ∆m regions, the resulting NFs differ
slightly as a consequence of the different definition of CRtt̄. As a result, 12 NFs are obtained
from the background-only fit: six for the tt̄ and six for the tt̄Z background, corresponding to
each ∆m region (low, medium, high) and data-taking period (Run 2 and Run 3). Within a given
∆m region, CRtt̄ regions differing only by b-jet multiplicity share a common NF.

6.1.2 Hypothesis test

Two exclusive hypotheses need to be defined to interpret the results of the fit, the null hypothe-
sis, and an alternative hypothesis. A test statistic is defined, to infer which of the two hypothesis
is more likely to produce the observed data. The results are obtained with the profiled likelihood
ratio test statistic, Λ(µsig), built from the likelihood function described in Equation 6.1 as:

Λ(µsig) =
L(n|µsig, ˆ̂θ)

L(n|µ̂sig, θ̂)
, (6.3)

where the signal strength µsig represents the POI, and the θ represent the NPs. In the numerator,
the likelihood is maximised only with respect to the NPs, which are set to their profiled values
ˆ̂θ, for a fixed value of µsig, while in the denominator the likelihood is maximised with respect
to both the NPs and the POI µsig, both set to their best-fit values, µ̂sig and θ̂, respectively. Intu-
itively, the profile likelihood ratio measures the agreement between the hypothesised value of
the POI, µsig, and the observed data: 0 ≤ Λ(µsig) ≤ 1, and Λ(µsig) approaching unity implies a
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good agreement between the considered model and the observed data.
Different test statistics can be derived from Λ(µsig), depending on the objective of the hypoth-
esis test. If an excess of events in the SR is observed from the background-only fit, a hypoth-
esis test for discovery can be performed. In this case, the null hypothesis corresponds to the
background-only scenario, and the goal is to assess whether it can be rejected in favour of the
alternative hypothesis that includes a signal contribution in addition to the SM background.
Conversely, if no significant excess of events is observed, a hypothesis test can be performed
to set upper exclusion limits on the signal strength µsig. In this case, the null hypothesis corre-
sponds to the presence of signal with a given signal strength µsig, and the test evaluates whether
this hypothesis can be rejected in favour of the background-only alternative.

The presence of a stop signal at a specific (mt̃1
,m

χ̃0
1
) mass point can be tested using the test

statistic q0, given by:

q0 =

{
−2 ln Λ(0) if µ̂sig ≥ 0

0 if µ̂sig < 0
(6.4)

The test statistic assumes that a signal would manifest as a positive value of µ̂sig, indicating an
excess of events over the background-only scenario (µsig = 0). A q0 value near zero corresponds
to a profile likelihood ratio Λ(0) close to 1, suggesting that the background-only hypothesis
closely matches the best-fit values of the signal strength and NPs (µ̂sig, θ̂) that jointly maximise
the likelihood. In contrast, larger q0 values indicate increasing disagreement between observed
data and the background-only hypothesis, potentially indicating the presence of a signal. The
level of disagreement between the observed data and the background-only null hypothesis can
be quantified by the p-value, p0, given by:

p0 =
∫ ∞

q0,obs

f (q0|0)dq0, (6.5)

where q0,obs is the value of the test statistic in the observed data, and f (q0|0) represents the pdf
of q0 under the background-only assumption, i.e. the expected distribution of the test statistics
if the same experiment was repeated several times. The distribution of the test statistic q0 is typ-
ically evaluated using asymptotic formulae derived under the asymptotic approximation [139],
which is expected to hold unless the data contain very few events.
A smaller p0 indicates a larger deviation from the background-only hypothesis, providing stronger
confidence in the presence of a signal. The p0 can be also expressed in terms of the discovery sig-
nificance Z, which corresponds to the number of standard deviations above the mean of a normal
Gaussian distribution with the same upper-tail probability as p0. The relationship between p0
and Z is defined as:

Z = Φ−1(1 − p0), (6.6)

where Φ−1 is the quantile (inverse of the cumulative distribution) of the standard Gaussian
distribution. To claim a discovery, the p0 must reach a threshold of 2.87 × 10−7 [139], corre-
sponding to a discovery significance equal to 5.0σ.
Figure 6.1 illustrates the relationship between Z and the p-value.

In absence of signal excesses, the statistical results of the search can be interpreted in terms of
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Figure 6.1 – The standard Gaussian distribution ϕ(x) = (1/
√

2π) · exp(−x2/2), showing the relation
between the significance Z and the p-value [139].

upper limits on the signal strength µsig. The relevant test statistic for setting upper limits is q̃µsig
,

which differentiates the case of the signal being produced at a rate µ̂sig greater or smaller than
µsig:

q̃µsig
=



−2 ln
L(µsig, θ̂

ˆ(µsig))

L(0, θ̂
ˆ(0))

if µ̂sig ≤ 0

−2 ln
L(µsig, θ̂

ˆ(µsig))

L(µ̂sig, θ̂)
if 0 < µ̂sig < µsig

0 if µ̂sig > µsig

(6.7)

The reason for setting q̃µsig
= 0 if µ̂sig > µsig is that, when setting an upper limit, data with

µ̂sig > µsig have less compatibility with the null hypothesis than the observed data, therefore
they are not part of the rejection region of the test.
For a given value of µsig, its disagreement with the observed data is quantified by the p-value,
pµsig

:

pµsig
=
∫ ∞

q̃µsig,obs

f (q̃µsig
|µsig), dq̃µsig

, (6.8)

where q̃µsig,obs is the test statistic evaluated on the observed data, while f (q̃µsig|µsig) is the pdf
of the test statistic under the null hypothesis.
As illustrated in Figure 6.2, a smaller pµsig

indicates a greater incompatibility between the null
hypothesis of signal with signal strength µsig and the observed data, suggesting regions where
the signal hypothesis can be rejected. Upper limits on the POI µsig are established using the
CLsmethod [144]. The quantity

CLs =
pµsig

1 − pb
(6.9)
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Figure 6.2 – Illustration of a p-value obtained from an observed value tµ,obs of the test statistic tµ [139].

is computed for various values of µsig. The numerator represents the standard p-value, while
the denominator is defined as:

pb = 1 − CLb =
∫ ∞

q̃µsig,obs

f (q̃µsig
|0), dq̃µsig

, (6.10)

where f (q̃µsig
|0) is the pdf of the test statistic under the alternate background-only hypothesis.

The upper limit on µsig is the largest value for which CLs < α, where α indicates the confi-
dence level (CL) for exclusion. For instance, with α = 0.05, the presence of a signal is excluded
for values above the upper limit at 95% CL. Also in this case, the distributions of q̃µsig

under
both null and alternate hypotheses are determined using asymptotic formulae derived from the
asymptotic approximation [139].

6.2 Systematic uncertainties

The sensitivity of the analysis is primarily limited by statistical precision, due to the low number
of expected signal events. However, it is important to identify and evaluate all potential sources
of systematic uncertainty affecting the final results. These uncertainties are classified based on
their origin:

• Experimental systematic uncertainties arise from uncertainties in auxiliary measurements
that enter the statistical model (e.g., the total integrated luminosity collected by ATLAS
during the considered periods of data-taking), as well as from the reconstruction of physics
objects within the ATLAS detector, or the application of trigger requirements.

• Theoretical systematic uncertainties affect the predicted yields of both the stop signals
and the main background processes (i.e. tt̄, tt̄Z, single top, and di-boson production), in-
cluding modelling uncertainties within the event simulation for the different background
and signal processes.

Typically, the impact of each source of systematic uncertainty is quantified by propagating its
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effect through the full analysis chain. The impact is then expressed as the relative difference
between the nominal and varied results.

6.2.1 Experimental uncertainties

The experimental systematic uncertainties considered in this analysis are summarised below.
Further details on the uncertainties arising by the object reconstruction procedures are pro-
vided in Chapter 3.

Electron and muon uncertainties include uncertainties arising from energy scale and resolu-
tion calibrations, as well as from reconstruction, identification, and isolation efficiencies.

Jet-related uncertainties arise from the reconstruction and calibration of small-R jets (see Sec-
tion 3.4). These include jet energy scale (JES) and jet energy resolution (JER) uncertainties.
Additional contributions arise from the calibration of the GN2 algorithm used for b-tagging at
the 77% working point, as well as from the Jet Vertex Tagger (JVT) algorithm [131], which is
applied to suppress pile-up jets.

Emiss
T uncertainties are primarily inherited from the individual reconstructed physics objects

contributing to the Emiss
T calculation. However, the soft term introduces additional uncertainty.

Pileup reweighting uncertainties are due to the pile-up reweighting process, used to correct
for differences in the pile-up distribution between data and MC simulation, caused by the fact
that the level of pile-up can vary from event to event [145].

Luminosity measurement uncertainties. An uncertainty of 0.83% on the integrated luminosity
is applied for the full Run 2 dataset, while a 2.0% uncertainty is used for the combined 2022-
2023 Run 3 dataset. These uncertainties are derived from dedicated measurements [146, 147]
using the LUCID 2 detector (see Section 2.2.5).

All experimental systematic uncertainties are implemented as two-sided variations in the sta-
tistical model, except for the Emiss

T soft term and the JER uncertainties, which are treated using
symmetrised variations.

6.2.2 Theoretical systematic uncertainties

Theoretical systematic uncertainties are considered for the main background processes, tt̄, sin-
gle top, tt̄Z, and di-boson, as well as for the signal processes.

These uncertainties can be broadly classified into two main categories.

• Parton-level modelling uncertainties, which include uncertainties in the proton PDFs, in
the value of the strong coupling constant αs, and in the choice of the renormalisation (µr)
and factorisation (µf) scales (scale uncertainties), associated with missing higher-order cor-
rections in the perturbative QCD calculations. PDF uncertainties are evaluated by taking
the envelope of all PDF variations in each bin of the final discriminating distribution (in
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this analysis, the NN signal score). Scale uncertainties are estimated using the standard
seven-point QCD variations of µr and µf, and are grouped into three independent NPs.

• Parton shower and hadronisation uncertainties, which arise from the description of the
processes that convert partons into the hadronic final states. These uncertainties are evalu-
ated by comparing the results obtained with MC samples produced using different parton
shower modelling.

The uncertainties in the modelling of the tt̄ background are derived from variations of µr and µf,
and from changes to the amount of initial-state radiation (ISR) and final-state radiation (FSR).
These ISR and FSR uncertainties are evaluated using dedicated samples in which the values of
µf and µr are doubled or halved. For ISR, the showering is also varied, by modifying αS which
impacts ISR in the PYTHIA tune. The matrix element to parton shower interface uncertainty is
assessed through scans of the phard

T parameter, following the prescription in [148].
The uncertainties on tt̄Z production include the effects of QCD scale uncertainties and ISR/FSR
uncertainties, the latter evaluated by comparing the nominal sample with one generated using
a PYTHIA tune that enhances the radiation.
For single top production in the Wt channel, an uncertainty is assigned to account for interfer-
ence with tt̄ production. This is estimated by comparing samples generated using the diagram
removal (DR, nominal) and diagram subtraction (DS) prescriptions [149]. For tt̄, tt̄Z, and single
top production, the parton showering and hadronisation uncertainties are estimated by com-
paring samples generated using the two different showering models implemented in PYTHIA

and in HERWIG.
The modelling uncertainties for the di-boson background are evaluated using the seven-point
variations of the renormalisation and factorisation scales. In this case, the scale variations do
not take into account uncertainties on the resummation and matching scales between the ma-
trix element and parton shower, which are included by varying the relevant scale parameters in
SHERPA. For all the above processes, the PDF uncertainties are also evaluated.
For the stop signal, the uncertainty on the SUSY production cross section is derived from the
envelope of the cross section predictions obtained using different PDF sets and variants of the
µr and µf scales [150]. Additional uncertainties are included by varying the renormalisation,
factorisation, radiation, and merging scales used in the generation of the signal samples.

Systematic uncertainties in SRs

The following tables summarise the contributions from the different sources of experimental
systematic uncertainty to the total SM background predictions in the binned SRs. Tables 6.1 and
6.2 consider the low-∆m regions, for Run 2 and Run 3, respectively. Tables 6.3 and 6.4 show the
medium-∆m regions, for Run 2 and Run 3, respectively. Finally, Tables 6.5 and 6.6 present the
results for the high-∆m regions, for Run 2 and Run 3, respectively. The theoretical uncertainty
on Wt is not presented in these tables, as it was found to be always less than 1%. The systematic
uncertainty related to the JER is the dominant uncertainty in most of the regions, which can be
explained by effects induced on the Emiss

T calculation, and therefore on mℓℓ
T2 , which is the main
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discriminating variable of the analysis. The variations of these uncertainties between SR bins
were studied and found out to be due to fluctuations.

Uncertainty source SRlow-1b
0 SRlow-1b

1 SRlow-1b
2 SRlow-1b

3 SRlow-1b
4 SRlow-2b

0 SRlow-2b
1 SRlow-2b

2 SRlow-2b
3 SRlow-2b

4

Total statistical (
√

Nexp) 51.17% 35.66% 28.40% 28.21% 20.67% 54.80% 50.77% 33.87% 29.55% 27.31%

Total background systematic 12.59% 15.27% 11.36% 18.03% 12.49% 12.09% 16.02% 10.87% 10.98% 17.06%

Jet Energy Resolution 7.1% 5.9% 8.1% 17.8% 7.4% 4.9% 6.8% 5.3% 6.2% 13.8%

Jet Energy Scale 4.9% 7.4% 2.1% 9.1% 6.5% 2.3% 11.5% 4.5% 2.6% 4.6%

tt̄ Theoretical Uncertainties 4.0% 7.9% 5.4% 7.4% 5.4% 4.0% 3.3% 4.2% 6.3% 6.0%

tt̄Z Normalisation 3.9% 3.1% 2.1% 1.5% 0.99% 6.1% 5.2% 2.9% 2.0% 1.4%

tt̄Z Theoretical Uncertainties 2.5% 4.8% 0.40% 0.60% 1.2% 4.5% 2.6% 0.72% 0.32% 1.2%

Pileup Reweighting and JVT 1.4% 0.66% 0.63% 1.5% 0.95% 0.83% 1.3% 0.09% 0.47% 1.0%

Lepton Modelling 1.3% 1.0% 1.4% 1.8% 0.97% 0.56% 0.85% 1.2% 1.2% 1.5%

tt̄ Normalisation 1.2% 1.9% 2.9% 3.2% 3.8% 0.94% 1.2% 2.6% 3.5% 4.1%

Emiss
T Mismodelling 1.2% 1.2% 1.5% 1.2% 1.2% 1.2% 2.1% 1.0% 1.0% 2.6%

Flavour Tagging 1.2% 0.58% 0.38% 0.42% 0.34% 0.31% 0.43% 0.18% 0.17% 0.27%

Total uncertainty (stat. + syst.) 52.69% 38.79% 30.59% 33.48% 24.15% 56.12% 53.24% 33.57% 31.52% 32.20%

Table 6.1 – Sources of systematic uncertainty in the SM background estimates, after the background
fits. The values are given as relative uncertainties in the total expected background event yields in
the different bins of the Run 2 low-∆m SR.

Uncertainty source SRlow-1b
0 SRlow-1b

1 SRlow-1b
2 SRlow-1b

3 SRlow-1b
4 SRlow-2b

0 SRlow-2b
1 SRlow-2b

2 SRlow-2b
3 SRlow-2b

4

Total statistical (
√

Nexp) 71.43% 62.16% 43.34% 41.81% 34.48% 68.87% 68.54% 56.73% 49.27% 42.22%

Total background systematic 21.02% 21.25% 22.15% 22.19% 23.92% 21.09% 26.00% 24.35% 19.23% 23.44%

Jet Energy Resolution 13.2% 11.8% 15.5% 14.5% 20.0% 10.5% 19.3% 19.1% 11.8% 16.0%

Jet Energy Scale 10.7% 7.5% 9.9% 9.9% 11.2% 8.7% 9.0% 10.9% 8.5% 9.1%

tt̄ Theoretical Uncertainties 8.4% 8.8% 10.4% 11.3% 11.5% 11.1% 9.8% 5.7% 5.8% 8.8%

tt̄Z Normalisation 5.6% 3.2% 2.4% 1.7% 1.4% 8.1% 5.2% 3.3% 2.3% 1.5%

Emiss
T Mismodelling 3.4% 7.5% 3.8% 1.6% 1.9% 1.9% 1.3% 1.3% 6.0% 4.9%

Lepton Modelling 2.9% 3.5% 1.7% 3.7% 2.2% 1.5% 2.7% 3.7% 3.1% 3.5%

tt̄Z Theoretical Uncertainties 1.9% 2.7% 2.8% 2.7% 0.73% 7.5% 5.3% 2.7% 1.0% 1.2%

tt̄ Normalisation 1.3% 3.7% 4.5% 5.2% 5.4% 1.2% 3.0% 4.5% 5.1% 5.8%

Pileup Reweighting and JVT 0.64% 2.3% 1.8% 1.9% 1.9% 1.1% 0.76% 2.0% 0.70% 0.16%

Flavour Tagging 0.40% 0.96% 0.28% 0.24% 0.23% 0.38% 0.32% 0.34% 0.25% 0.24%

Total uncertainty (stat. + syst.) 74.46% 65.69% 48.67% 47.33% 41.96% 72.03% 73.30% 61.73% 52.89% 48.29%

Table 6.2 – Sources of systematic uncertainty in the SM background estimates, after the background
fits. The values are given as relative uncertainties in the total expected background event yields in
the different bins of the Run 3 low-∆m SR.
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Uncertainty source SRmedium-1b
0 SRmedium-1b

1 SRmedium-1b
2 SRmedium-1b

3 SRmedium-2b
0 SRmedium-2b

1 SRmedium-2b
2 SRmedium-2b

3

Total statistical (
√

Nexp) 64.43% 50.38% 42.49% 18.47 68.22% 51.04% 48.04% 24.09%

Total background systematic 12.73% 15.71% 17.28% 9.96% 20.18% 14.37% 22.54% 12.96%

Jet Energy Resolution 9.0% 10.9% 14.1% 8.3% 8.1% 8.8% 15.1% 8.9%

Jet Energy Scale 3.6% 2.6% 5.1% 1.6% 7.0% 5.0% 6.8% 3.7%

tt̄Z Normalisation 3.1% 2.7% 1.9% 1.1% 5.1% 3.4% 2.3% 1.2%

tt̄Z Theoretical Uncertainties 2.5% 1.0% 0.72% 0.37% 8.0% 1.9% 3.8% 0.41%

tt̄ Theoretical Uncertainties 1.9% 7.2% 6.3% 3.4% 10.2% 7.1% 11.8% 8.0%

Flavour Tagging 1.4% 1.7% 1.4% 0.84% 1.2% 0.13% 0.41% 0.36%

Emiss
T Mismodelling 1.3% 1.4% 1.2% 0.78% 1.9% 2.7% 1.7% 1.1%

Pileup Reweighting and JVT 0.98% 1.1% 0.20% 0.54% 1.3% 0.83% 0.47% 0.90%

Lepton Modelling 0.89% 1.5% 2.0% 1.7% 2.1% 0.76% 2.1% 0.97%

tt̄ Normalisation 0.72% 1.5% 2.1% 3.6% 1.3% 2.5% 3.3% 4.5%

Total uncertainty (stat. + syst.) 65.67% 52.77% 45.87% 20.98% 71.14% 53.02% 53.06 27.35%

Table 6.3 – Sources of systematic uncertainty in the SM background estimates, after the background
fits. The values are given as relative uncertainties in the total expected background event yields in
the different bins of the Run 2 medium-∆m SR.

Uncertainty source SRmedium−1b
0 SRmedium−1b

1 SRmedium−1b
2 SRmedium−1b

3 SRmedium−2b
0 SRmedium−2b

1 SRmedium−2b
2 SRmedium−2b

3

Total statistical (
√

Nexp) 69.56% 57.86% 44.31% 33.94% 70.50% 43.67% 52.79% 55.59%

Total background systematic 14.77% 22.90% 20.97% 17.72% 20.08% 27.87% 27.35% 23.78%

Jet Energy Resolution 6.8% 13.0% 15.2% 10.6% 7.8% 16.4% 24.9% 15.7%

tt̄ Theoretical Uncertainties 6.5% 10.7% 9.6% 8.9% 6.5% 14.5% 7.4% 9.0%

Pileup Reweighting and JVT 4.6% 1.9% 1.5% 0.84% 0.52% 1.4% 0.62% 1.9%

Jet Energy Scale 4.2% 11.4% 8.3% 8.6% 12.1% 11.9% 9.5% 9.6%

tt̄Z Normalisation 3.9% 2.7% 1.5% 1.2% 6.0% 3.0% 2.0% 1.4%

tt̄Z Theoretical Uncertainties 2.8% 0.34% 2.1% 1.9% 0.95% 1.4% 2.1% 1.5%

tt̄ Normalisation 2.2% 3.6% 5.1% 5.7% 2.3% 5.3% 6.3% 7.0%

Lepton Modelling 1.5% 2.6% 5.1% 2.2% 2.5% 3.8% 4.1% 4.0%

Flavour Tagging 0.98% 1.0% 0.71% 0.56% 0.27% 0.42% 0.26% 0.34%

Emiss
T Mismodelling 0.38% 1.1% 1.5% 4.5% 2.3% 2.3% 2.9% 2.8%

Total uncertainty (stat. + syst.) 71.11% 62.23% 49.02% 38.29% 73.30% 51.80% 59.45% 60.46%

Table 6.4 – Sources of systematic uncertainty in the SM background estimates, after the background
fits. The values are given as relative uncertainties in the total expected background event yields in
the different bins of the Run 3 medium-∆m SR.
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Uncertainty source SRhigh−1b
0 SRhigh−1b

1 SRhigh−1b
2 SRhigh−2b

0 SRhigh−2b
1 SRhigh−2b

2

Total statistical (
√

Nexp) 69.56% 55.38% 23.76% 69.05% 62.95% 28.58%

Total background systematic 17.46% 20.51% 9.09% 15.94% 16.27% 12.00%

Jet Energy Resolution 9.4% 16.8% 5.0% 8.1% 8.8% 8.0%

tt̄ Theoretical Uncertainties 8.8% 5.1% 4.9% 9.1% 4.4% 5.5%

Lepton Modelling 3.9% 2.3% 2.9% 1.7% 2.5% 3.2%

Jet Energy Scale 3.7% 5.5% 2.0% 1.8% 6.5% 3.6%

Flavour Tagging 3.0% 1.8% 1.4% 0.61% 0.85% 0.73%

tt̄Z Normalisation 2.9% 2.6% 1.5% 3.8% 2.7% 1.4%

tt̄Z Theoretical Uncertainties 2.8% 2.5% 0.48% 3.8% 2.1% 0.71%

MET Mismodelling 1.1% 1.1% 1.4% 0.84% 1.5% 2.1%

tt̄ Normalisation 0.98% 1.6% 2.4% 1.9% 2.4% 3.5%

Pileup Reweighting and JVT 0.24% 0.66% 0.62% 0.31% 1.6% 1.2%

Total uncertainty (stat. + syst.) 71.72% 59.06% 25.44% 70.87% 65.02% 31.00%

Table 6.5 – Sources of systematic uncertainty in the SM background estimates, after the background
fits. The values are given as relative uncertainties in the total expected background event yields in
the different bins of the Run 2 high-∆m SR.

Uncertainty source SRhigh−1b
0 SRhigh−1b

1 SRhigh−1b
2 SRhigh−2b

0 SRhigh−2b
1 SRhigh−2b

2

Total statistical (
√

Nexp) 68.37% 58.62% 40.32% 66.37% 68.37% 57.67%

Total background systematic 20.23% 23.49% 16.93% 25.22% 24.10% 29.09%

tt̄ Theoretical Uncertainties 12.8% 12.0% 8.6% 13.4% 7.3% 15.8%

Jet Energy Resolution 9.3% 11.9% 9.0% 15.6% 16.3% 21.4%

Jet Energy Scale 5.8% 14.0% 7.5% 9.6% 7.8% 6.5%

Lepton Modelling 5.6% 3.1% 5.3% 6.1% 11.7% 9.0%

tt̄Z Theoretical Uncertainties 5.1% 3.1% 3.0% 2.9% 3.6% 0.85%

Pileup Reweighting and JVT 5.0% 1.7% 0.04% 1.1% 4.6% 1.5%

tt̄Z Normalisation 3.6% 2.2% 1.3% 4.0% 2.3% 1.8%

tt̄ Normalisation 2.2% 3.7% 3.8% 3.4% 4.6% 5.3%

Flavour Tagging 1.5% 1.9% 1.0% 1.2% 0.69% 0.69%

Emiss
T Mismodelling 0.98% 4.2% 1.7% 2.0% 0.90% 1.1%

Total uncertainty (stat. + syst.) 71.30% 63.15% 43.73% 71.00% 72.49% 64.59%

Table 6.6 – Sources of systematic uncertainty in the SM background estimates, after the background
fits. The values are given as relative uncertainties in the total expected background event yields in
the different bins of the Run 3 high-∆m SR.
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6.3 Results and interpretation

As discussed in Section 6.1, the statistical results of the analysis are obtained through simul-
taneous maximum likelihood fits performed independently for each of the three ∆m ranges,
and separately for the Run 2 and Run 3 datasets. The expected and observed event yields ob-
tained from the background-only fits are reported in Section 6.3.1. Since no significant excesses
with respect to the SM prediction are observed, the results are interpreted in terms of model-
dependent exclusion limits on all the considered stop signal models in the (mt̃1

, m
χ̃0

1
) parameter

space.
To obtain the combined Run 2 and Run 3 result, the fits performed independently for the two
datasets are combined separately within each ∆m region. The final exclusion limits are then de-
termined by selecting, for each signal point in the (mt̃1

, m
χ̃0

1
) plane, the most stringent expected

limit among the three ∆m regions. This procedure is applied to the Run 2, Run 3, and combined
datasets. In addition, the analysis is reinterpreted using an alternative signal model that leads
to the same final state signature as the stop pair production with dileptonic decay of the tt̄ pair.
The model consists of the production of a Higgs boson in association with a tt̄ pair, with invisi-
ble decay of the Higgs boson. A more detailed description of this model and the corresponding
results are presented in Section 6.3.3. All the results presented in this section include the all the
systematic uncertainties described in Section 6.2.1.

6.3.1 Event yields

Figure 6.3 presents the results of the background-only fits for each analysis region on all the
∆m categories, for both the Run 2 and the Run 3 datasets. Good overall agreement is observed
between data and the SM expectation in the VRs, with the notable exception of the VRtt̄-2b
region for the Run 3 medium-∆m fit. This discrepancy is interpreted as a statistical fluctuation,
as it appears in only one of the six fits, meaning that it cannot be interpreted as a mismodelling
issue, and the fraction of tt̄Z events over the total number of the events in this VR is the same
as in the corresponding Run 2 fit region (approximately 80%).
In the SRs, small excesses of around 2σ are observed in several bins. These too can be safely
interpreted as statistical fluctuations: they do not become larger in the tightest SR bins (SR0),
where the expected signal purity is the highest. Additionally, when excesses occur in SR bins
containing events with one b-tagged jet, no corresponding excess is observed in the bins with
events containing more than one b-jet.

The NFs for the tt̄ (µtt̄) and the tt̄Z (µtt̄Z) backgrounds, obtained from the Run 2 and the
Run 3 background-only fits, are reported in Table 6.7. For both datasets, the tt̄ NFs extracted in
the different ∆m categories are consistent with each other within statistical uncertainties. More
plots showing the fitted values for all the NPs and the correlations between them are shown in
Appendix A.
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Figure 6.3 – Expected yields in the three non-orthogonal ∆m categories for both the Run 2 (left col-
umn) and the Run 3 (right column) datasets. The upper panels show the comparison between the
observed number of data events and the post-fit SM prediction of the background in the CRs and
VRs (SRs are blinded). For CRs and VRs, the bottom panel shows the difference between data and
the predicted SM background divided by the total uncertainty (σtot)

.
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NF Value

Low µtt̄ 0.86 ± 0.05
Medium µtt̄ 0.91 ± 0.06
High µtt̄ 0.95 ± 0.05
Low µtt̄Z 1.08 ± 0.10
Medium µtt̄Z 1.08 ± 0.10
High µtt̄Z 1.08 ± 0.10

NF Value

Low µtt̄ 1.11 ± 0.08
Medium µtt̄ 0.99 ± 0.09
High µtt̄ 1.10 ± 0.09
Low µtt̄Z 1.06 ± 0.13
Medium µtt̄Z 1.08 ± 0.14
High µtt̄Z 1.07 ± 0.14

Table 6.7 – NFs for tt̄ and tt̄Z backgrounds obtained from the Run 2 (left) and Run 3 (right)
background-only fits.

6.3.2 Interpretation

The results of the analysis are interpreted in terms of model-dependent exclusion limits in the
(mt̃1

, m
χ̃0

1
) plane based on the stop simplified models considered.

Model-dependent limits are derived for the benchmark simplified stop signal models intro-
duced in Figure 4.3. The sensitivity of the analysis is also tested on signal models where

the mass difference ∆m(t̃1, χ̃0
1) lies between mW + mb and mt, corresponding to the kinematic

regime of three-body decays. The hypothesis tests are performed including the expected signal
yields and their associated uncertainties in both the CRs and SRs. To enhance statistical power,
the NN signal score bins of the SRs are statistically combined. The limits are derived using the
CLsmethod described in Section 6.1, and all results are quoted at 95% CL. In setting exclusion
limits, the event regions with one b-jet and those with more than one b-jet are combined, as they
are statistically independent. The limits are evaluated separately for the three ∆m regions, with
the region yielding the best expected sensitivity used to define the final exclusion. Expected
CLsat 95% CL are obtained using the median of the background-only pdf as pseudo-data in the
SRs, and provides an estimate of the expected exclusion sensitivity of the analysis. A model is
considered excluded at 95% CL if the corresponding CLs is less than 0.05.
Expected and observed exclusion contours in the (mt̃1

, m
χ̃0

1
) plane are shown for simplified

models where the t̃1 decays with 100% branching ratio into an on-shell top quark and a χ̃0
1 (stop

two-body decay, targeted in the analysis optimisation), as well as simplified models where the
t̃1 pair decays with 100% branching ratio into a W boson and a b quark via off-shell top, and

a χ̃0
1 (three-body stop decay, not targeted in the analysis optimisation). Figure 6.4 presents the

expected and observed exclusion limits derived separately for Run 2 and Run 3 datasets, corre-
sponding to integrated luminosities of 140 fb−1 and 53 fb−1, respectively. Figure 6.5 shows the
expected and observed limits obtained from the combination of both datasets, considering the
full 193 fb−1 of integrated luminosity.
The Run 2 only limits are sensitive to models with top squark masses up to 1090 GeV for nearly

massless χ̃0
1, and with χ̃0

1 masses up to 500 GeV for mt̃1
= 800 GeV. This represents a significant

improvement over the previous Run 2 analysis, which was sensitive only to top squark masses

up to 970 GeV for nearly massless χ̃0
1, and to χ̃0

1 masses up to 400 GeV for mt̃1
= 700 GeV. It is

interesting to observe that the analysis also shows sensitivity in the three-body decay region,
closing the exclusion gap previously present between the two-body and three-body regions.



Statistical Analysis and Results 151

The observed Run 2 limits present a discrepancy with respect to the expected limits, in par-
ticular in the high stop mass region, excluding only models with mt̃1

up to 1 TeV for a nearly

massless χ̃0
1. This is consistent with the 2σ excesses in data relative to the SM expectation dis-

cussed in Section 6.3.1.
For the Run 3 only dataset, the expected sensitivity reaches models with top squark masses up

to almost 1 TeV for nearly massless χ̃0
1, and with χ̃0

1 masses up to 500 GeV for mt̃1
= 800 GeV.

Therefore, despite the lower luminosity, the Run 3 dataset gives a valuable contribution to the
analysis sensitivity. In this case, the observed limit slightly exceeds the expected one in the
high stop mass region, reaching stop masses of 1030 GeV, while in the compressed region only
χ̃0

1 masses up to 400 GeV are excluded for mt̃1
= 700 GeV. The shape of the observed con-

tour shows a step near the parameter space point (mt̃1
, m

χ̃0
1
) = (1000, 200)GeV, arising from

the choice of the observed CLsassociated with the lowest expected CLsamong the three ∆m re-
gions, and indicating a shift between the high-∆m and the medium-∆m model.
Finally, the combined Run 2 and Run 3 dataset allows to extend the expected sensitivity to mod-

els with top squark masses up to 1120 GeV for nearly massless χ̃0
1, and with m

χ̃0
1
up to 600 GeV

for mt̃1
= 900 GeV. The observed limits, however, exclude only models with top squark masses

up to 1050 GeV for nearly massless χ̃0
1, and with m

χ̃0
1
up to 500 GeV for mt̃1

= 800 GeV, reflecting
the same discrepancy between expected and observed limits noted for the Run 2 only results.
Notably, the analysis achieves strong exclusion power even in the three-body decay region,
which was not specifically targeted in the optimisation phase. In this scenario, the expected
sensitivity extends to models with m

χ̃0
1

up to 450 GeV for mt̃1
= 600 GeV.

These results significantly extend the reach of previous stop searches in the dileptonic final
state, both at high stop masses and in the particularly challenging compressed kinematic re-
gion, demonstrating the effectiveness of the new analysis strategy. Additionally, despite the
lower cross section of the dileptonic final state, the analysis on the full 193 fb−1 dataset achieves
a sensitivity competitive with the previous Run 2 one-lepton analysis [35] when considering

the compressed region, extending the expected sensitivity to χ̃0
1 masses up to 600 GeV for

mt̃1
= 900 GeV, which will give a valuable contribution when the two channels will be com-

bined.
Figure 6.6 shows which model gives the best expected sensitivity for each point of the signal

grid, and is thus used to establish the final result, for the Run 2 only dataset, the Run 3 only
dataset, and combined Run 2 and Run 3 dataset. In all cases, the models tend to cover the sig-
nal points on which they were trained.
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Figure 6.4 – Exclusion limit contour (95% CL) for a simplified model assuming t̃1 pair production,

decaying via t̃1 → tχ̃
0
1 with 100% branching ratio, in the (mt̃1

, m
χ̃0

1
) plane, considering only the Run 2

(left) and only the Run 3 (right) dataset. The dashed lines and the shaded yellow bands represent
the expected limits and their 1σ uncertainties. The red solid lines represent the observed limits. The
limits are also shown in the stop three-body decay region. The grey shaded region shows the limits
from the previous Run 2 analysis [111].
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Figure 6.5 – Exclusion limit contour (95% CL) for a simplified model assuming t̃1 pair production,

decaying via t̃1 → tχ̃
0
1 with 100% branching ratio, in the (mt̃1

, m
χ̃0

1
) plane, considering the combined

Run 2 and Run 3 datasets. The dashed line and the shaded yellow band represent the expected limits
and their 1σ uncertainties. The red solid line represents the observed limits.The limits are also shown
in the stop three-body decay region. The grey shaded region shows the limits from the previous
Run 2 analysis [111].
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Figure 6.6 – Red, blue, and green points are the points for which the low, medium, and high-∆m
models, respectively, give the best expected CL. The study is shown for Run 2 only (left), Run 3 only
(centre) and combining Run 2 and Run 3 (right).

6.3.3 Invisible Higgs reinterpretation

One of the motivations of interest of the stop pair production searches, is that their final state
signature, with tt̄ and missing transverse momentum, is very versatile and allows for many
possible reinterpretations. The analysis presented in this thesis is reinterpreted considering a
model with an invisibly decaying Higgs boson produced in association with a top-antitop pair

(tt̄H → inv), which presents the same tt̄ +Emiss
T detector signature of the t̃1 → tχ̃

0
1 model.

Many extensions of the SM predict the production of dark matter particles at the LHC. Suf-
ficiently light dark matter particles may be produced in decays of the Higgs boson that would
appear invisible to the detector. This decay channel is therefore called invisible. In the SM, the
Higgs invisible decay happens when the Higgs boson decays into two Z bosons, that in turn
decay into two neutrinos each: HH → ZZ → 4ν [151]. The SM branching ratio of the Higgs
invisible decay is approximately 0.1% [151]. A higher branching ratio to invisible particles may
imply the presence of BSM particles, and is predicted, for example, by Higgs to dark-matter
portal models.

A recent ATLAS result [152], analysing the full Run 2 dataset, consists in the statistical combi-
nation of all ATLAS direct searches for invisible decays of the Higgs boson using the full Run 2
dataset. This includes the gluon-gluon fusion [153], VBF [154, 155], ZH [156] and tt̄H [157]
production modes. The result also includes a statistical combination with the ATLAS combined
Run 1 result [158], yielding the most sensitive direct constraint to invisible Higgs boson decays
in ATLAS. The observed and expected upper limits at the 95% CL on the invisible decay of the
Higgs boson set thanks to this combined result are 0.107 and 0.077, respectively. The contri-
bution from the tt̄H channel, combining all the tt̄ decay channels (2 leptons, 1 lepton, and 0
leptons in the final state) is BH→inv = 0.376(0.295) of observed (expected) upper limit at the
95% CL. The result for the dileptonic channel [157] is an observed (expectd) upper limit on the
Higgs boson invisible branching ratio of 0.39(0.42) at 95% CL.

The following paragraph briefly introduces the theoretical framework and the signal MC simu-
lated samples employed to model the tt̄H → inv signal. Then the results of the analysis, that is
repeated without any changes with respect to the stop analysis discussed earlier, are presented.
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Figure 6.7 – Example tree-level Feynman diagrams for the pp → tt̄H production process.

Signal model and simulation

The production mechanisms of Higgs bosons in the LHC pp collisions are: gluon-gluon fusion
(ggF), which is the production mode with the largest cross section, followed by vector boson
fusion (VBF), vector boson associated production (VH, including WH and ZH), top-antitop
quark pair associated production (tt̄H), which is the production mode considered for this rein-
terpretation, bottom-antibottom quark pair associated production (bb̄H), and single top quark
associated production (tHW and tHq). Figure 6.7 presents tree-level Feynman diagrams con-
tributing to the tt̄H production mode in pp collisions. Figure 6.8a shows the production cross
sections of the different Higgs production mechanisms in pp collisions, as a function of the
centre-of-mass energy of the pp collisions, assuming a Higgs mass mH = 125 GeV. The tt̄H
production mode is one of those with the lowest cross section.
The Higgs boson has a very short lifetime (approximately 1.6× 10−22 s, according to the SM [151]).
The main decay modes for the SM Higgs boson are H → b̄, which is the leading decay mode
with a branching ratio of 58.24%, followed by the H → WW⋆ and H → ZZ⋆ (with one of the
weak bosons off-shell), and decays into massless gauge bosons (gluons and photons), which
are also possible and occur via a loop of heavy quarks or W bosons. Finally, all the heavy
fermions can constitute final states for a Higgs boson decay (except for the top quark, which
is too heavy), and the corresponding branching ratio is proportional to the fermion masses.
These decay modes, along with their branching ratios, are presented in Figure 6.8b as a func-
tion of the Higgs boson mass in a window between 120 GeV and 130 GeV. Considering that the
branching ratio for H → ZZ⋆ is approximately 2.6% and the branching ratio for the Z → νν

decay is around 20%, one obtains the total branching ratio for the Higgs to invisible decay of
BH→inv ≈ 0.1%.

The signal samples modelling the 125 GeV Higgs invisible decays are generated using POWHEG-
BOX v2 at NLO with the NNPDF3.0NLO PDF set. The Higgs boson decays via ZZ⋆ to neutrinos
are normalised using the total tt̄H cross section at NLO QCD and electroweak accuracy recom-
mended by the LHC Higgs cross section working group [151]. Only the associated production
of the Higgs boson with two top quarks is considered in the simulated samples, neglecting rarer
processes such as tH and tWH.

Figure 6.9 shows a comparison of the distributions of mℓℓ
T2 and Emiss

T significance in Run 2 MC
samples for the tt̄ background, the tt̄H → inv signal, and two benchmark stop signal models
with (mt̃1

, m
χ̃0

1
) = (700, 500)GeV and (mt̃1

, m
χ̃0

1
) = (900, 500)GeV, representing a low- and a

high-∆m scenario, respectively. The tt̄H → inv signal distributions of these variables closely
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(a) (b)

Figure 6.8 – Cross sections for the SM Higgs boson production modes as a function of the centre-of-
mass energy of pp collisions assuming a Higgs boson mass of 125 GeV (left), and branching ratio for
the main decay modes of the SM Higgs boson as a function of its mass (right) [159].

resemble those of the low-∆m stop model. Since mℓℓ
T2 and Emiss

T significance are among the
most powerful discriminating variables in the stop analysis, the best expected sensitivity to
the tt̄H → inv signal is therefore anticipated to be achieved by the fit in the low-∆m regions.

Upper limits

The analysis results are interpreted for the signal model of the Higgs boson production in asso-
ciation with a top-antitop quark pair which decays invisibly with BH→inv = 100%. It should be
noted that the quoted direct limit relies on the assumption that, in the presence of new physics,
the cross section of the tt̄H process remains unchanged with respect to the SM expectation. The
95% CL upper limits are calculated using the CLsmethod described in Section 6.1.2. The results
are presented in terms of the signal strength, µtt̄H , which is the ratio of the upper limit cross
section and the theoretical cross section for BH→inv = 100%, and thus can be interpreted as the
upper limit on BH→inv. The results do not include theoretical systematic uncertainties on signal.
Figure 6.10 show the expected CLsvalue as a function of the tt̄H → inv signal strength µtt̄H . The
expected upper limit at 95% CL, which corresponds to a CLs = 0.05, is µtt̄H = 0.333+0.148

−0.099 for
the Run 2 dataset, µtt̄H = 0.639+0.299

−0.197 for the Run 3 dataset, and µtt̄H = 0.287+0.126
−0.085 from the com-

bination of the two datasets. The new Run 2 result improves the previous expected limit [157]
for the tt̄H → inv branching ratio in the dileptonic channel, that amounted to µtt̄H = 0.40+0.18

−0.12,
and the new expected limit obtained using the combined datasets improves the previous tt̄H
expected upper limit obtained combining all the tt̄ decay channels (dileptonic, semileptonic and
fully-hadronic), that corresponds to µtt̄H = 0.30+0.13

−0.09 [157].
The observed upper limit is µtt̄H = 0.60 for the Run 2 dataset, µtt̄H = 1.00 for the Run 3 dataset,
and µtt̄H = 0.58 from the combination of the two datasets. As already discussed in Section 6.3.2,
the large discrepancy between the expected and observed limits is due to the 2σ excesses in data
relative to the SM expectation observed in the post-fit event yields.
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Figure 6.9 – Distribution of mℓℓ
T2 and Emiss

T significance in Run 2 MC samples comparing tt̄, tt̄H, and
two stop signal points with ∆m = 200 GeV (low-∆m range) and ∆m = 400 GeV (medium-∆m range).
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Figure 6.10 – Expected upper CLsexclusion limits on BH→inv at 95% CL for the Run 2 only dataset
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Run 3 results (bottom). Both statistical and systematic uncertainties are included.
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CHAPTER 7

ATLAS Run-3 Trigger

LHC experiments have been constructed to search for extremely rare processes. As already dis-
cussed in Section 2.2.6, the amount of data produced by the LHC collisions in the ATLAS detec-
tor significantly exceeds the technical capabilities for the transfer, storage and post-processing
of the ATLAS computing systems. Staying within these limitations is possible by constraining
the output data to contain only the fraction of rare events of interest, which is the goal of the
trigger system. For this reason, the trigger system plays a central role in the data-taking strat-
egy of the experiment, and the design, configuration, and operation of the trigger system are
crucial for the overall physics performance of ATLAS. This chapter provides an overview of
the HLT system, which operates as the final stage of the online event selection, focusing on its
Run 3 implementation. In particular, Section 7.1 introduces the physics motivations that drive
the definition of the trigger strategy, as well as the performance metrics that guide the design of
trigger systems. After that, Section 7.2 presents an overview of the structure of the ATLAS HLT
software and its execution within the Athena software framework, followed by a discussion on
the available tools to monitor the HLT performance in Section 7.3. Finally, Section 7.4 describes
how the trigger system interacts with other ATLAS subsystems in daily detector operations,
including how the trigger configuration is stored and accessed during data-taking.

7.1 Physics motivation

A primary goal of the ATLAS physics programme is the exploration of extremely rare processes.
The trigger system selects from the LHC collision data the events that are most relevant accord-
ing to the physics priorities of the experiment. The trigger strategy needs to reflect the main
physics goals of the experiment. ATLAS is a multipurpose detector, designed to address a wide
spectrum of physics topics simultaneously. Therefore, its trigger system must have the capabil-
ity of applying concurrently multiple selection strategies, to be able to collect data for multiple
physics measurements at the same time, maximising the scientific outcome. The goals of the pp
physics ATLAS programme include the studies on the EWSB through precision measurements
of the properties of the Higgs boson, improved measurements of all the relevant SM parame-
ters, including the study of rare SM processes, searches for BSM signatures and flavour physics.
Table 7.1 presents an overview of the ATLAS pp physics goals, along with some representative
analyses and their associated trigger signatures. General trigger signatures (e.g. the single lep-
ton triggers used in the analysis presented previously in this thesis) are favoured in terms of
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resources, since they accommodate the needs of multiple key analyses at the same time. How-
ever, the trigger system is also required to be able to select more complex signatures. More
details on how resources are allocated for different physics goals are provided in Chapter 8.

The performance of a trigger system can be optimised according to three quantities: high

ATLAS Physics goals Processes Trigger Signatures

Precision

measurements of

the properties of

the Higgs Boson

Couplings to fermions H → ττ, H → µµ, ttH, H → bb single/di-e or µ / di-τ

Couplings to bosons, cross sections H → γγ, H → WW → ℓνℓν, H → ZZ → ℓℓℓℓ e/µ, di-γ

Self-coupling HH → bbττ / bbγγ / 4b di-τ/γ, multi-jets

Scalar Higgs boson vs. BSM composite H → ℓℓ′, ZH → ℓℓ + (inv) e/µ

Precision

Standard Model

Measurements

Forward/backward asymmetry Z → e+e−, µ+µ− single e/µ

Vector-boson scattering WWjj, WZjj single e/µ

Precision top mass and cross sections tt production e/µ, large R-jets/multi-jets

Searches for BSM

Signatures

Searches for new vector bosons Vector Boson Fusion (VBF) Z′ → ℓℓ high-pT single e/µ

Searches for electroweak SUSY χ±
1 χ0

2 → WHχ0
1χ0

1 Emiss
T , single/di-e, µ, τ

SUSY top partners t̃1 → tχ0
1 large-R jets/multi-jets+Emiss

T

Dark matter ISR+χ0
1χ0

1 jets+Emiss
T

New resonances, SUSY Z′, χ0
1 → jjj jets, large-R jets, e/µ, γ

Long-lived particles g̃ → qqχ0
1, χ̃±

1 → π±χ0
1 high impact parameter, Emiss

T

Flavour Physics
Lepton Flavour Violation τ → µµµ low pT di-µ

Searches for FCNC in top decays t → u/c + H/Z single e/µ

Rare B-meson decays B → µµ, Bs → J/Ψ + Φ low pT di-µ

Table 7.1 – ATLAS physics goals, with key processes and relative trigger signatures.

signal efficiency, high background rejection, and affordable output bandwidth. Moreover, this
performance must be quantifiable (e.g. that trigger efficiencies must be calculable), robust and
deterministic [6].
The trigger signal efficiency quantifies the probability of a positive trigger decision under the
condition of the presence of a signal in the event. The efficiency estimator, ϵtrigger, is defined as:

ϵtrigger =
Ntrigger

Nsignal
(7.1)

where Ntrigger is the number of signal events leading to a positive trigger decisions, and Nsignal
is the number of signal events in the sample. A well-performing trigger system aims for an effi-
ciency ideally close to 1 for the relevant signal processes, ensuring minimal signal loss. Precise
knowledge of the trigger efficiency allows to correctly relate the number of recorded events to
the true number of events produced in the physics process. Trigger efficiencies are typically
studied as a function of key kinematic variables of the signal objects, such as the transverse
momentum or pseudorapidity, as reconstructed offline (i.e., using the full detector information
and calibration available after the event is stored). For an ideal trigger, the efficiency curve as a
function of the offline pT would appear as a step function, equal to zero below the pT threshold
and equal to one above. In reality, the transition is not instantaneous due to resolution ineffi-
ciencies and differences between the online and offline reconstruction. As a result, real trigger
efficiency curves as a function of the offline pT exhibit a characteristic turn-on shape, which can
often be described by an error function. This curve is typically divided into three regions.

• Inefficiency region: covers pT values under the trigger threshold, events in this region are
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Figure 7.1 – Trigger efficiency curve for an ideal trigger (step-function, in blue) and a real trigger
(turn-on function, in orange). The represented efficiency curves refer to a trigger with a pT threshold
of 30 GeV.

rejected by the trigger.

• Turn-on region: region around the trigger threshold, where the efficiency rises steeply
with increasing pT. This region needs to be modelled with precision to have good under-
standing of signal efficiency and avoid significant background contamination.

• Plateau region: region where the trigger efficiency reaches a stable maximum. Most
physics analyses apply offline selections to only retain objects from the plateau region,
to ensure uniform trigger performance across the dataset.

The design goal for a trigger system is to reach zero efficiency in the inefficiency region, effi-
ciency as close as possible to one in the plateau region, and the turn-on region as narrow as
possible. Figure 7.1 shows an example of different efficiency curve for an ideal trigger (step-
function) and a real trigger (turn-on function). One important source of inefficiency for the
ATLAS trigger system arises from the incomplete phase space coverage of the triggering de-
tectors. In addition, due to the strict latency requirements of online event selection, trigger
algorithms are simplified versions of the more precise offline reconstruction algorithms. As a
result, the physical quantities used for online selection are only correlated with the correspond-
ing offline variables. The poorer this correlation, the broader the turn-on region becomes in
the efficiency curve. Another contributing factor is that online reconstruction operates using
calibrations that are not fully up to date. Since calibrations evolve over time and are often de-
rived from the same data they are meant to correct, the trigger system must rely on the best
available knowledge at the time of data-taking. This introduces additional differences between
online and offline variables, further broadening the efficiency turn-on. Finally, many offline ref-
erence quantities used for efficiency studies are only defined after data-taking, introducing an
unavoidable offline-online mismatch.
As discussed earlier, the trigger system also needs to be able to collect auxiliary information to
measure the trigger efficiency from data. Several data-driven methods are employed for this
purpose. The orthogonal trigger method uses a sample of events where the signal for which the
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Figure 7.2 – Turn-on curves of the lowest-threshold single electron trigger [160] (left) and single muon
triggers [161] (right), used to collet data in 2022. The plot on the also shows the efficiency of the L1
seed. Efficiencies are shown as a function of the offline electron transverse energy (ET) and data
compared against SM Z → ee and Z → µµ MC events for the electron trigger and the muon trigger,
respectively. In both cases, the tag-and-probe method is used to measure the trigger efficiency.

trigger is designed is available, selected triggering on another physics object present in the tar-
get signal signature, to avoid being biased towards the trigger under study (e.g. a sample can
be created using a calorimetric Emiss

T trigger, and selecting events with W boson decays which
are then used to study the efficiency of lepton triggers aiming at the second decay product of
the W boson). The bootstrap method, where the efficiency of a trigger is measured using a lower-
threshold trigger of the same type (e.g. a jet trigger with a 40 GeV pT-threshold used to measure
the efficiency of a jet trigger with a 60 GeV pT-threshold). The tag and probe method, which mea-
sures the efficiency of single-object triggers exploiting cases where the signal appears twice in
the event (e.g. Z → ee events for single-electron triggers, and Z → µµ events for single-muon
triggers). These type of events are selected from a sample recorded with the single-object trig-
ger under study, and the trigger decision for the second object (probe object) is checked. The
efficiency is computed as the fraction of probe objects selected by the trigger. Figure 7.2 shows
the turn-on curves of two 2022 triggers used in the analysis previously presented in this thesis,
measured using the tag-and-probe method.

The efficiency of single-lepton triggers in selecting stop signal events is shown in Figure 7.3 as
a function of the stop and neutralino masses. The efficiencies are computed from signal MC
samples simulating 2022 data, and are defined as the ratio of the number of events selected by
the trigger to the total number of generated signal events. The selection considers the lowest-
threshold single-electron and single-muon triggers available in 2022:
HLT_e26_lhtight_ivarloose_L1EM22VHI and HLT_mu24_ivarmedium_L1MU14FCH, respectively. An
event passes the trigger selection if it is selected by at least one of these two triggers.
The HLT_e26_lhtight_ivarloose_L1EM22VHI trigger applies a 26 GeV transverse momentum
threshold at the HLT level and is seeded by a L1 EM trigger with a 22 GeV threshold.
The HLT_mu24_ivarmedium_L1MU14FCH trigger instead applies a 24 GeV HLT threshold and is
seeded by a 14 GeV L1 muon trigger. The loose event preselection described in Section 5.1.1 is
applied before evaluating the trigger efficiency. The figure shows that the single-lepton triggers
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Figure 7.3 – Trigger signal efficiency for the signal samples used in the analysis presented in this
thesis in the (mt̃1

,m
χ̃0

1
) plane.

have a very high acceptance for signal events, above 97% for all the signal models in the (mt̃1
,

m
χ̃0

1
) plane. The efficiency tends to decrease in the compressed mass region, where the mass

difference between the stop and the neutralino approaches the top quark mass. In this region,
the kinematics of the final state tend to produce lower-pT leptons, which are more likely to fall
below the trigger thresholds and escape selection.

7.2 The ATLAS HLT

The ATLAS HLT software code is part of the ATLAS software framework, Athena [113], which
is based on the inter-experiment framework Gaudi [162]. Athena is used for all the steps of
the event data processing in ATLAS, including detector simulation, event reconstruction and
physics analysis (collectively known as offline processing), as well as for the real-time selections
performed by the HLT (referred to as online processing).

The HLT selection process is organised into trigger chains. Each chain is seeded by a L1 de-
cision and consists of a sequence of steps. Each step performs part of the event reconstruction
(via reconstruction algorithms) and applies corresponding selection criteria (via hypothesis algo-
rithms). Within each step, the control flow and data dependencies ensure that the algorithms
are executed in a fixed order: first, a filter algorithm determines whether the step should run,
based on the outcome of previous selections; then, an input-maker algorithm prepares the nec-
essary input data for the reconstruction; after that, reconstruction algorithms extract the rele-
vant physics features from the detector data; finally, hypothesis algorithms evaluate whether
the reconstructed objects satisfy the selection criteria defined by the chain. Figure 7.4 shows
schematically chain steps for electron and muon reconstruction and selection. Each trigger
chain corresponds to one path through the graph, and the chains can be individually enabled
or disabled during run time or executed on only a fraction of events. The design of the HLT soft-
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Figure 7.4 – Example of control flow for menu processing. The control flow graph is created during
initialisation and the steps are executed based on the available data. If a filter passes, processing
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stopped. If the last step is reached with a chain passing all of its steps the event will be accepted.
Figure adapted from Reference [163].
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ware for online reconstruction has to satisfy specific constraints and optimisations due to the
CPU resource limitations of the HLT farm, which require significantly shorter per-event pro-
cessing times at the HLT compared to offline reconstruction. In particular, the design is based
on the principles outlined below.

• Reconstruction in RoI. Where possible, reconstruction is performed only within the re-
stricted RoIs identified by the L1 trigger (see Section 2.2.6), avoiding the full-detector re-
construction typical of offline processing.

• Early chain termination. The reconstruction process for a given trigger chain is discon-
tinued as soon as a selection step (hypothesis algorithm) fails.

• Early event rejection. The processing of an event is terminated as soon as it is determined
that the event failed all active trigger selections; that is, when no trigger chains remain
active after a given step.

A direct consequence of early chain termination and early event rejection is that algorithms
later in a chain are executed at lower rates than those earlier in the chain. This allows for a
progressive allocation of computing resources: reconstruction steps occurring at lower rates are
permitted longer processing times and can perform more CPU-intensive operations. To exploit
this structure efficiently, when possible, trigger chains are arranged so that fast, high-rejection
steps are placed early, while slower, more precise steps are deferred to later stages. Algorithmic
code specifically developed for the trigger is used for some time-critical functionalities, typi-
cally executed early in the selection. Examples include fast calorimeter data preparation and
clustering, and fast ID and muon tracking, which run early in chains. These fast reconstruc-
tion algorithms are followed by selection steps that significantly reduce the event rate, enabling
subsequent steps to use slower, more precise reconstruction, based on offline algorithms (in
some cases with a trigger-specific configuration), allowing tighter selection requirements to be
applied. This operational model of fast, lower resolution reconstruction and loose selection fol-
lowed by more precise reconstruction and tighter selection is an important optimisation strat-
egy that minimises the total CPU requirements of the HLT farm. Furthermore, the use of offline
code in the HLT maximises the correlation between online and offline selections, important to
narrow the turn-on region of the trigger efficiency curve (see Section 7.1).

During Run 2, Athena employed a multiprocessing model, known as (AthenaMP). In this ap-
proach, the main process is forked after initialisation into a number of worker processes, typ-
ically equal to the number of events which should be processed in parallel. Each worker
processes events independently using a single thread, sharing read-only memory with other
workers. This mechanism already allowed for a significant reduction in the total memory us-
age compared to running fully independent processes for each event. For Run 3, the Athena
framework was upgraded to support multithreaded execution (AthenaMT), based on the multi-
threaded version of Gaudi [164], itself relying on Intel’s Threading Building Blocks [165]. In this
approach, a single process can use multiple threads, which share both read-only and writable
memory. AthenaMT allows for greater memory sharing across computing cores compared to
AthenaMP and, consequently, greater flexibility and efficiency when running on hardware with
limited memory per core. Consequently, an additional advantage of using AthenaMT is that it
facilitates potential future use of compute accelerators [166], such as GPUs and FPGAs, as its
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structure them to be integrated without major architectural changes. Three types of parallelism
are currently supported in AthenaMT: inter-event parallelism (multiple events can be processed
in parallel), intra-event parallelism (multiple algorithms can run in parallel within a single event)
and in-algorithm parallelism (possible internal multithreading within a single algorithm). To fully
benefit from the capabilities of AthenaMT, the ATLAS HLT software was largely restructured
for Run 3. While in the Run 2 HLT framework all trigger algorithms relied on HLT-specific
interfaces (and offline algorithms needed wrappers for integration), the Run 3 framework no
longer requires such interfaces, and takes full advantage of the AthenaMT scheduler and other
AthenaMT components to control the HLT event processing. These modifications simplified
the integration of the offline reconstruction developments into the HLT framework, thanks to
the compatibility between the offline and online software frameworks.

7.3 Performance monitoring

The efficient operation of the ATLAS trigger system requires continuous monitoring of its per-
formance, both in terms of physics selection and resource usage. The results of these perfor-
mance studies are used to make decisions related to resource allocation and to the design of the
trigger menu (i.e., the set of enabled L1 items and HLT chains, along with the respective prescale
values1 used to control their output rates). Some aspects of the HLT performance can be mon-
itored online, using dedicated tools that provide analytic data on high-level quantities, such
as trigger rates, efficiencies, CPU usage, and the average event processing time, in real-time
during data-taking. However, this section focuses on offline performance monitoring methods,
which enable more detailed and flexible studies. Specifically, Section 7.3.1 describes the data-
driven method used to perform offline estimations of trigger rates and computational costs.
Section 7.3.2 presents the studies of the HLT software performance scaling as a function of the
number of events processed in parallel, considered the different ways of achieving parallelism
enabled by the Run 3 upgrade to the AthenaMT framework.

7.3.1 Rates and cost analysis

The performance of the HLT in terms of output rate and CPU usage can be estimated prior
to data-taking using a data-driven method based on Enhanced-Bias (EB) datasets. These EB
datasets are designed to overweight events with high pT and high object multiplicity, which are
more likely to be selected by the HLT. This is necessary because such events are rare, therefore
estimating the HLT performance from an unbiased dataset would require an unreasonably large
number of events. The EB event selection is invertible, meaning that each event can be assigned
a weight that corrects for the sampling bias applied during the EB data-taking, restoring an
effective unbiased spectrum. This section describes how EB data are collected and used to
estimate the rates of individual HLT trigger chains, or various combinations of chains, as well
as to predict their CPU usage.

1A trigger with prescale n, has a probability of 1/n to be activated in the event. Prescale factors can be applied to
each L1 or HLT trigger, and can take any value ≥ 1 (triggers with prescale equal to one are referred to as unprescaled).
More details on prescales and the ATLAS prescaling strategy are provided in Chapter 8.
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Enhanced Bias dataset

The EB datasets are recorded using a dedicated set of triggers that run in parallel with standard
physics data-taking. This ensures that they reflect the L1 trigger configuration and the LHC
beam parameters of the LHC (especially the average pile-up) at the time of their collection.
Therefore, a new EB dataset must be recorded whenever there is a significant change in either
the L1 trigger setup or the beam parameters. The special set of L1 triggers used to collect EB
data is designed to cover all the possible signatures and kinematic regions of interest (including
high-pT electron and muons, jets, one or more low-pT muons for B-physics). These L1 triggers
are grouped in sets of approximately 10-30 items, each set seeding a corresponding EB HLT
chain. Each EB HLT chain targets a specific group of physics signatures with similar expected
rates. The EB HLT chains are categorised in different groups based on the pT range of their
seeding L1 items: high and very-high chains are seeded by high-pT L1-items, medium and low
chains are seeded by items in the medium and the low pT range, respectively; finally, random
chains are triggered randomly. Since the collection of an EB dataset occurs in parallel with
standard data-taking, it must employ the same set of L1 prescales being used to take physics
data. In this setup, EB HLT chains seeded by prescaled L1 items, are triggered randomly. These
chains maintain an internal record of their L1 seeds, and accept the event if at least one of
these items passed the raw L1 decision (before any L1 prescales were applied) in the randomly
selected event. EB chains do not apply any further selection criteria at the HLT, except for the
application of HLT prescales to regulate their output rates. Therefore, the EB datasets are only
biased by the L1 trigger decision. EB chains are typically enabled in parallel with standard
physics triggers during a data-taking period of one hour. The total output rate of the EB chains
is targeted at approximately 300 Hz, resulting in a dataset of about one million events per run.
The EB weights that, as mentioned earlier, are used to invert the EB selection and restore the
unbiased spectrum, are calculated for each event in the sample. For each event e, the EB weight
wEB(e) is defined as:

1
wEB(e)

= 1 −
EB chains

∏
j=1

(
1 −

rje

pj

)
, (7.2)

where the product runs over the j EB chains used to select the dataset, with raw decision rje
(the decision before the application of any prescale) and total prescale pj, assuming that the
prescales of the EB chains were constant over the data taking periods. Since October 2023, the
calculation of the EB weights is performed on the LHC computing grid [167], significantly sim-
plifying the operational procedure with respect to the past.

Before a new version of the Athena software is deployed on the HLT farm, it is validated by
using it to process an EB dataset, in a procedure called trigger reprocessing. This is done to
validate the updates to the current software release and trigger configuration before these are
deployed for actual data-taking. Trigger reprocessings are typically performed on a weekly ba-
sis, and are executed on the LHC computed grid, given the large amount of events that must be
processed. The HLT performance is evaluated in terms of reconstruction efficiency and rates of
the trigger chains, as well as resource usage metrics, such as run time and memory consump-
tion. This validation process is essential to maintaining high data quality and ensuring efficient
and smooth data-taking operations.
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Rates and cost analysis

To extract rate predictions from trigger reprocessings, all L1 items and HLT chains are run
unprescaled. As a result, the output of the reprocessing includes the raw trigger decision for
every L1 item and all HLT chain in the considered trigger menu for each event in the EB dataset.
The effects of prescales can be applied after the reprocessing via weighting factors. The rates can
be estimated for individual L1 items and HLT chains, as well as more complex combinations.
These include the total rate of all HLT chains defined within different physics groups, the total
L1 and HLT output rates, the unique rate of a single trigger chain or group of chains (i.e., the
rate of events accepted exclusively by that chain or group), and the overlap rate between one
chain and the rest of the trigger menu. Event weights are applied taking into account the L1
prescales used during the EB data-taking, as well as the luminosity and beam conditions under
which the dataset was collected. The computed rate can be extrapolated to different operating
conditions. The rate R of a chain, or a combination of chains, and its statistical error Rerr are
computed as:

R =
∑N

e=1 w(e)
∆t

, Rerr =

√
∑N

e=1 w(e)
∆t

, (7.3)

where R and RErr are expressed in Hz, the sum runs over all the e = 1, 2, . . . N events in the EB
dataset, the weight w(e) is the effective number of events accepted by the chain or combination
of chains in the event e, and ∆t is the time period over which the EB dataset was collected. The
weight w(e) is expressed as

w(e) = wEB(e) · wC(e) · wL(e), (7.4)

where, for each event e, wEB(e) is the EB weight as defined in Equation 7.2 (wEB(e) ≥ 1), wL(e)
is a luminosity extrapolation weight, and wC(e) is the weight of the chain, or combination of
chains. The luminosity extrapolation weight (wL(e) > 0) is applied to use an EB dataset taken
at instantaneous luminosity LEB to predict the rates for a target luminosity LT. When the rate is
predicted for individual HLT chains or L1 items, wL does not depend on the event properties,
while for combinations an averaging procedure is required. The chain/combination weight is
wC(e) = 0 if the chain/combination does not pass the trigger selection, or 0 < wC(e) ≤ 1 if
the chain/combination does pass, based on the prescale value(s) being applied to the chain(s).
When rates are predicted for individual chains or items, wC(e) is simply calculated as the ratio
between the raw rate and the prescale value, while for combinations more complicated averag-
ing procedures are applied. More details on the weighting algorithms are discussed in Refer-
ence [168].
The results of the rate predictions based on a reprocessing output are stored in a JSON file, that
is used as an input for computation of the prescale values to be used during data-taking, as
discussed in detail in Section 8.2 of the next chapter.
Figure 7.5 shows the HLT rate predictions compared to actual online rates for 957 physics
chains, validating the rates’ prediction procedure.
A procedure similar to that used for trigger rate predictions is employed to perform HLT cost
estimation in terms of number of HLT processor cores required to run a given trigger chain, or
the full menu, under specific conditions. Unlike rate predictions, where all triggers are executed
unprescaled and event weights are applied offline to correct for it, cost estimations require the
L1 and HLT prescales to be applied during execution of the HLT over the EB dataset in the
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Figure 7.5 – Pull distribution of the rate prediction of 957 HLT chains based on an EB dataset, nor-
malised to the combined statistical error (σ), and fitted by a Gaussian function with mean µFit, and
width σFit, where RPrediction and ROnline refer to the rates from prediction and data-taking for the
same luminosity, respectively. Error bars include statistical uncertainties only [169].

trigger reprocessing. This is necessary due to the algorithm caching mechanism in the ATLAS
HLT, which introduces correlations between HLT chains, such that prescales cannot be simu-
lated later via the application of weights. During reprocessings for cost studies, monitoring data
are recorded for each executed chain, including detailed timing information. When analysing
this output, event weights from the EB dataset, defined in Equation 7.2, are applied, as well
as an additional weight to scale the predictions in case the prescales applied during the repro-
cessing are not designed for the same luminosity as the EB dataset. The number of processor
cores required to execute a given HLT chain, or full menu, is obtained by normalising the total
CPU usage to the EB dataset collection time. By appropriately rescaling for different luminosity
scenarios, this method can be used to project the processor cores’ requirements for future data-
taking conditions. As prescales are applied during the HLT execution in the reprocessings, only
a fraction of the EB events contributes to the CPU usage measurement, reducing the statistical
power of the dataset. As a result, for prescaled chains the statistical error on the CPU utilisation
is larger compared to the statistical error on their rate predictions.

7.3.2 Performance scaling

Due to the parallel structure of Athena, a fundamental insight for evaluating the performance
of the HLT online applications is the study of their performance scaling as a function of the events
processed in parallel. After the transition from AthenaMP to AthenaMT, in particular, it is use-
ful to compare how the performance scales when using different ways for achieving parallelism.
This is done by running the trigger selection algorithms in a standalone local environment on a
machine identical to those used in the ATLAS HLT computing farm during data-taking. Specif-
ically, the tests are run on a dual processor machine with 128 GB RAM using a NUMA memory
architecture and two AMD EPYC 7302 CPUs, each CPU with 16 physical cores with two hyper-
threads per core, giving a total number of 64 threads. The trigger configuration used in the test
is identical to the one used during data-taking, and the input data sample consists of events
representative of the real HLT input data. The performance is measured as a function of the
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number of events processed in parallel and is evaluated in terms of application throughput in
events/s, CPU usage (CPU time divided by wall time) in percent, and memory consumption in
GB. The following ways of achieving the parallelism are considered:

• Pure multiprocessing approach. After initialisation, the main process is forked into a
number of worker processes equal to the number of events requested to process in paral-
lel. Each worker uses a single thread to process events independently, sharing read-only
memory with other workers (as already defined in Section 7.2).

• Pure multithreading approach. A single process uses a number of threads equal to the
number of events requested to process in parallel. All threads share both read-only and
writable memory.

• Hybrid approach. A number of worker processes are forked, each using multiple threads.
The total number of events requested to be processed in parallel is distributed evenly
across processes and threads, i.e. Nprocesses = Nevents/Nthreads.

These performance scaling measurements are used to determine which software configuration
will be used during data-taking. Figure 7.6 shows the trigger software performance scaling
in terms of application throughput and memory consumption as a function of the number of
events processed in parallel using 2022 and 2024 data, processed using the Athena release de-
ployed at the time when those data were taken [170, 171]. The results demonstrate that signifi-
cant memory savings can be achieved even with hybrid configurations using a small number of
threads per process. However, in 2022, a pure multiprocessing configuration with 48 forks was
used during data-taking. As ATLAS transition to multithreading was new for Run 3, at the time
several components still made use of mutex-based locking to ensure thread safety when access-
ing shared resources, limiting the event throughput for multithreaded configurations. Thanks
to continue software developments, also aiming at minimising this kind of bottlenecks, since
the 2024 data-taking, the ATLAS HLT uses a hybrid configuration with 16 forks and 4 threads,
balancing between memory efficiency and processing throughput.
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Figure 7.6 – Application throughput in events/s (left column) and memory usage in GB (right col-
umn) estimated using 2022 data (upper row) [4] and 2024 data (bottom row) [172] as a function of
the number of events processed in parallel. Blue squares represent a pure multiprocessing approach,
pink circles represent a pure multithreading approach, while the other curves represent hybrid ap-
proaches.
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7.4 Operations

The trigger system is responsible for reducing the LHC collision rate of 40 MHz to approxi-
mately 3 kHz of events selected for permanent storage, performing this selection in real-time
while ensuring high efficiency across a broad range of physics signatures. As only the events
accepted by the trigger are recorded, any malfunction or inefficiency in the trigger system re-
sults in irretrievable data loss. Therefore, the reliable and continuous operation of the trigger
system is critical to the overall success of the ATLAS data-taking and physics programme.

The trigger system is operates in coordination with all other ATLAS detector subsystems. The
data-taking process is organised into runs, which represent periods of continuous data acqui-
sition under stable detector conditions. During standard physics data-taking, runs typically
occur in parallel with LHC filling cycles (see Section 2.1.2), which can last several hours. How-
ever, ATLAS can also perform runs outside the LHC beam time, for example to collect data for
detector performance or background studies (e.g. a cosmic data-taking run). Each ATLAS run is
assigned a unique identifier by the DAQ system at its start. Within a given run, each recorded
event is assigned an event number, unique to that run and incremented from zero for each
run. Runs are further segmented into luminosity blocks (LBs), typically lasting about a minute,
corresponding to a period of data-taking with stable experimental conditions (i.e. constant in-
stantaneous luminosity, without any alteration in data-recording configuration, including the
trigger system and its configuration). To start a run, all software and hardware components
of the ATLAS detector, including the trigger, must follow the required transitions of a shared
finite-state machine, that ensures a synchronized and well-defined configuration state across the
entire system. The transitions are the following:

• during initialise, all applications are being started;

• in the configure and connect transitions, the hardware and applications are configured
and connections between different applications are established where necessary;

• during start, a run number is assigned, and the applications perform their final (run-
dependent) configuration.

Physics runs in ATLAS typically begin during the injection phase of an LHC fill. In this phase,
the ATLAS sub-detectors operate in safe-mode, to protect sensitive equipment and reduce power
consumption (e.g. high-voltage systems are turned-off or run at reduced levels to mitigate the
risk of damage in case of beam instabilities). In this initial phase, the trigger is configured to
enable specific triggers aimed at detector calibration and monitoring. Once the LHC reaches the
stable beams phase, the sub-detectors exit the safe mode, and the trigger configuration changes
to one designed to record physics data. The trigger configuration is updated regularly through-
out the stable-beams period, as prescale values are adjusted to maximise the resource usage in
response to the LHC luminosity decline during the fill. The ATLAS prescaling strategy is dis-
cussed in detail in Section 8.2 of the following chapter. Another common reason for changing
the trigger configuration during stable beams is the execution of an emittance scan. Emittance
scans are short beam-separation scans performed to estimate the luminosity as a function of
beam separation and are used for performance validation and calibration. They typically take
place a few minutes after stable beams are declared and last only a few minutes. The dedicated



ATLAS Run-3 Trigger 173

trigger configuration is used during this period to ensure that all relevant calibration data are
collected. An ATLAS run usually ends after the beam dump. In the interval between the beam
dump and the official end of the run, the detector, including the trigger system, returns to a
standby configuration. Transitions between the standby, physics, and emittance-scan trigger
configurations are handled automatically, while changes between different physics configura-
tions during a run must be performed manually by the control-room shifter.
The next paragraph details how these trigger configurations are stored and accessed during
data-taking.

7.4.1 Trigger configuration

The configuration of the trigger system is defined by a coherent set of parameters for the L1
and the HLT systems. The L1 configuration includes the list of L1 items defined in the CTP,
which correspond to logical combinations of the requested calorimeter and muon multiplici-
ties. It also defines the trigger thresholds for which the calorimeter and muon trigger hardware
provide multiplicities to the CTP, the list of L1Topo algorithms with their associated parameters
used in the L1Topo system, and the firmware logic implemented in the CTP. The HLT config-
uration includes the list of HLT chains, along with information on their configuration (e.g. the
output stream in which events are recorded, see Section 8.1.2), the selection steps they execute,
and their L1 seeds and thresholds. It also includes the definition of the streams themselves and
the algorithms executed at each step. The specific configuration parameters of the trigger algo-
rithms and other software components, associated to a specific Athena version, are also part of
the HLT configuration. Finally, both the L1 and HLT configurations are complemented by the
information on the prescale values assigned to each L1 item and HLT chain.

The trigger configuration is first developed using the offline software framework, and then
exported to files in JSON format. These files are uploaded to a relational database [173], the
TriggerDB, which stores all the configurations in a consistent, stable and accessible way. Every
trigger configuration used for data-taking is saved in the TriggerDB, and subsequently used to
configure the HLT during data-taking. Trigger configurations are never deleted from the Trig-
gerDB, ensuring that all the information on the trigger parameters used during data-taking is
preserved, allowing the interpretation of the trigger behaviour in offline analyses. In the Trig-
gerDB, the different elements of the configuration are stored in separate tables. Each element is
assigned a unique identifier and is linked to related elements through a hierarchical structure.
The TriggerToolWeb (TTWeb) is a web-based tool developed to access the TriggerDB. It allows
to browse and manipulate the configuration data. Its primary role is to support fast, and flexible
manipulation of the trigger configuration in response to changing beam or detector conditions
during data-taking.
Complete configurations are identified by the database keys, assigned to the top level tables
which, via relational dependencies, point to the configuration of every element of the L1 and
HLT system. These keys provide the unique reference to the trigger configuration for each run
and can therefore be used to retrieve the configuration at a later stage. The primary key of the
top-level table is the Super Master Key (SMK), which uniquely defines the L1 and HLT config-
uration. Important additional elements of the configuration are the prescale values, assigned
to each L1 item and HLT chain, defined by the Prescale Set Keys (PSK). Separate keys exist for
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Figure 7.7 – Example bunch group configurations for the first four out of the 16 possible bunch
groups. The numbers in blue on the right indicate the number of bunch crossings for each group [52].

L1 and HLT, and multiple prescale sets can be associated with a single SMK. The other key that
together with the SMK and the PSKs uniquely defines the trigger configuration for data-taking
is the Bunch Group Key (BGK), associated with the bunch group set, reflecting the LHC filling
scheme (see Section 2.1.1).
A bunch group set is the group of 16 bunch groups that can be defined in ATLAS, each for a
specific purpose. A bunch group, in turn, is a list of bunch crossings. A trigger can only accept
events occurring in bunch crossings that belong to the bunch group associated with it. Bunch
crossings can be paired (or filled), if they have two colliding bunches, unpaired, if they only have
one bunch, or empty, if they have no bunches. A dedicated bunch group set is generated for each
LHC filling scheme in advance of data-taking. This process uses information regarding the ex-
pected positions of proton bunches in each beam provided by the LHC. The resulting bunch
group sets are encoded in JSON files and uploaded to the TriggerDB, where they are associated
with a unique BGK. Figure 7.7 shows an example bunch group configurations for the first four
bunch groups: paired, empty, CalReq and BCRVeto. The paired bunch group contains the list
of paired bunch crossings, and the empty bunch group contains the list of the empty ones. The
calibration requests group (CalReq) defines the times at which sub-detectors may request cali-
bration triggers, typically in a long gap with no collisions, and the group of the bunch counter
reset veto (BCRVeto) leaves a short time slice for the distribution of the LHC bunch count reset
signal to the on-detector electronics. All triggers are ANDed with the BCRVeto bunch group.

The trigger configuration can be modified during data-taking via the TriggerPanel, a tool ac-
cessible through the DAQ graphical user interface. Currently, the control-room shifters update
the configuration by setting the appropriate keys. The SMK cannot be changed after the start of
the run, contrarily to PSKs and BGKs. The BGK, which defines the bunch group set reflecting
the LHC filling scheme, is assigned after the end of the beam injection phase, since the filling
scheme becomes fixed at that point. The PSKs are updated more frequently, often several times
during stable beams, as part of the dynamic prescale strategy used to adapt to changes in in-
stantaneous luminosity, as discussed earlier. During the 2025 data-taking period, a procedural
change will be introduced: shifters will configure the trigger system using configuration aliases
instead of manually setting individual keys. A configuration alias is a database entry in the Trig-
gerDB that maps to a predefined and approved combination of SMK, L1 PSK, and HLT PSK.
This mechanism, already adopted during Run 2, improves operational robustness by reducing
the risk of human error in selecting incompatible or unintended combinations of keys.



CHAPTER 8

Trigger Menu

The ATLAS trigger system is responsible for selecting a small subset of collision events for
permanent storage, filtering out the vast majority of events in real time. Central to this process
is the trigger menu, a configurable set of selection criteria that define which events are recorded
based on the presence of specific physics signatures. This chapter provides an overview of the
structure and design principles of the ATLAS trigger menu, also discussing how the trigger
menu adapts to changing LHC conditions during data-taking periods. A particular focus is
given to the prescaling strategy in Section 8.2, that needs to be developed balancing carefully
the physics outcome and the total manageable rate during data-taking, including a detailed
description of the Trigger Menu Rulebook, the code used to generate the prescale sets used
during data-taking.

8.1 Menu design

The ATLAS Run 3 trigger menu aims to maximise the physics impact of the Run 3 dataset by
exploiting the improved capabilities of the upgraded detector, the more performant HLT hard-
ware and algorithmic advancements, while simultaneously maintaining a level of consistency
with the Run 2 trigger menu to allow for combined analyses on both datasets. The menu con-
tains 512 L1 items (maximum number configurable in the CTP, see Section 2.2.6) and more than
2000 HLT chains, and ensures that the event selection rate stays within the system’s limita-
tions, including the maximum L1 accept rate, the HLT output bandwidth, and the availability
of the HLT computing farm. Not all triggers are used for physics data-taking, and the trigger
menu has to allocate the available resources based on the different requirements of the ATLAS
collaboration. The menu is designed to give a large portion of the output bandwidth to general-
purpose triggers that can be used by different analysis groups (e.g. the single lepton triggers
used in the analysis presented previously). Nevertheless, triggers targeting specific analyses
(e.g. long-lived particles or Higgs boson pairs searches) are also included in the menu, par-
ticularly exploiting the additional bandwidth available in Run 3 thanks to the TDAQ system
upgrades, introduced in Section 2.2.6 and in the previous chapter.

8.1.1 System limitations

The primary challenge in the design and operation of the trigger system is to respect the limita-
tions on the L1 rate and the HLT output bandwidth and processing capacity. These constraints
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are managed through the trigger menu, which is tailored to the specific running conditions of
the LHC and the operational status of the detector.

The L1 trigger rate limit is nominally 100 kHz, due to the maximum read-out capability of
the detector (see Section 2.2.6). During actual data-taking, the maximum L1 rate is typically
limited to about 94–95, kHz to prevent excessive data loss from dead time. In practice, this
constraint can be further reduced by specific detector subsystems requirements under specific
running conditions. An example is the IBL sub-detector (see Section 2.2.2), which can have a
tighter read-out rate limit depending on the number of colliding bunches and the bunch struc-
ture [174]. This is due to the wire bonds connecting the front-end chips and sensors to circuit
boards, which are subject to failure if time varying currents pass through them with frequencies
close to their mechanical resonance, which may happen in case of too high trigger rates that lead
the trigger to fire at every bunch crossing with colliding bunches. A mechanism of protection,
called fixed frequency trigger veto (FFTV), is in place to stop data recording when the rate exceeds
the limit [174]. While the IBL limit on the L1 rate typically exceeds 100 kHz during standard
physics data-taking, at lower numbers of colliding bunches it can reduce the maximum allowed
L1 rate to only a few kHz, making the design of the menu particularly challenging.

The HLT bandwidth is limited by the storage and data reprocessing capacities of the ATLAS
DAQ system. For Run 3, the maximum output bandwidth is approximately 8 GB/s. It depends
on both the event rate and the size of the events and, for physics pp data-taking, it translates to
an effective rate limit of around 3 kHz for physics triggers requiring full event building (with
typical event sizes of 1.5 MB). Some triggers, such as those used in trigger-level-analysis (see
Section 8.1.2) and several detector calibration chains, do not require the full event building.
These make use of Partial Event Building (PEB), which reads out only specific regions of interest
within the detector, producing smaller events that reduce the load on the read-out and storage
systems. As a result, PEB chains can run at higher rates, and the total HLT output rate, includ-
ing both full and partial events, can reach approximately 13 kHz during standard physics runs.

The HLT computing farm is responsible for processing all events accepted by the L1 trigger,
reducing the rate from the 100 kHz to the allowed output rate, while executing increasingly
complex reconstruction algorithms with an average processing time per event of approximately
600 ms. The largest percentage of processing time is consumed by ID tracking algorithms. In
2022, tracking accounted for 59% of the total HLT processing time, followed by muon recon-
struction (14%), and calorimeter reconstruction (11%) [4]. Processing time increases with pile-
up, due to higher event multiplicities. This impacts the overall throughput of the system and
constrains the number and types of triggers that can be included in the menu. Figure 8.1 shows
the effect of increasing pile-up on the HLT system’s performance.

8.1.2 Streaming model

To facilitate subsequent processing and analysis, accepted events are recorded into different
datasets, known as streams. Each trigger chain defined in the menu is associated with one or
more output streams. As a result, when a chain accepts an event, it is written to the correspond-
ing stream(s) as specified in the menu configuration. The types of streams used during standard
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Figure 8.1 – Results of the high-rate and high-mu test in October 2024. During the test, the pile-up
value in ATLAS was increased from the 2024 nominal value of 64 to 69, in 1-unit steps every 10-30
minutes. During each step, the L1 trigger rate was varied from about 94 kHz to 100 kHz by increasing
the low-pT jets trigger rate. The higher number of collisions happening when increasing the pile-up
value causes a heavier CPU load for the HLT reconstruction, observed as a decrease in the number of
idle logical cores. The HLT output bandwidth increases as a function of µ, scaling both with the rate
of accepted events in all streams, and with the increased event size due to the higher occupancy. The
dead time increases with the L1 rate from about 4.5% to 8%, mainly due to the complex dead time
(see Section 2.2.6) [5].

physics pp data-taking are listed below.

• Physics streams collect collision events relevant for physics analyses. These events con-
tain full detector information, and dominate resource usage in terms of processing time,
bandwidth and storage requirements. Three physics streams are defined for physics pp
data-taking: the Main stream, which includes triggers for general physics analyses, the B-
physics and light states (BLS) stream, containing triggers targeting specific to B-physics
signatures, and the Hadronic stream, containing specialised hadronic triggers including
selections for Vector Boson Fusion and Higgs boson pairs production processes. Events
in the Main stream are promptly reconstructed after the first-pass calibration and data
quality checks, while events in the BLS and Hadronic streams, also referred to as delayed
streams, are processed later when resources become available.

• The Express stream records a small subset of events (approximately 50 Hz), selected from
physics triggers, and reconstructed offline in near real-time, for prompt monitoring, de-
tector calibration, and first-pass data quality assessment. Typically, events in the express
stream are fully reconstructed offline within a day after having been recorded.

• Background streams include background events of interest for physics and detector per-
formance studies.

• Debug streams are used to collect events for which a trigger decision could not be made
due to processing problems, such as timeouts, or HLT data payloads exceeding the con-
figured thresholds. These events need to be analysed and recovered separately, to identify
and fix possible problems in the TDAQ system.
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• Calibration streams contain events selected for specific sub-detector calibration purposes.
These often use PEB techniques, significantly reducing the size of the recorded events.

• Trigger-Level Analysis (TLA) streams only store specific physics objects reconstructed by
the HLT, with limited event information, to be used directly in the corresponding physics
analyses. In 2022, the average TLA event size was about 4.5 kB, increased to approxi-
mately 25 kB in 2023 following the introduction of tracking and vertexing information.

• Monitoring streams are used for events that are sent to dedicated monitoring nodes for
online analysis (e.g., detector monitoring), but are not saved to permanent storage.

With the exception of the Express stream, there are multiple streams of each type. Moreover,
it is possible to define additional streams for special data-taking configurations, such as, for
example, the EB stream, already mentioned in Section 7.3.1. Except for the debug streams, the
streaming model is inclusive, meaning that a single event can be written to multiple streams if
accepted by multiple chains. The streams are designed to have minimal overlap, and dedicated
tools are available to assess and optimise the overlap between them. Figure 8.2 shows the evo-
lution of HLT output rates and bandwidth as a function of time during an ATLAS run recorded
in May 2024. The apparent discrepancy between the event rates and the corresponding band-
width usage in some streams is due to the use of PEB techniques. For example, the TLA streams
contribute significantly to the total HLT output rate, but their impact on the bandwidth, which
is the actual limiting resource at the HLT level, is minimal, due to the smaller event sizes. The
stream consuming the largest fraction of the output bandwidth is the Main stream, which col-
lects events from generic triggers used in multiple physics analyses, in line with the ATLAS
trigger menu design principles outlined earlier. While the total HLT output bandwidth corre-
sponds to the sum of all stream output bandwidths, the total HLT output rate is lower than the
sum of the individual stream rates, because some events are written to multiple streams. The
periodic increase in both rate and bandwidth towards the end of the fill are due to adjustments
in prescales, which are reduced as the luminosity and corresponding overall resource usage
decline (see Section 8.2.1).

8.1.3 Menu code structure

The ATLAS trigger menu is implemented within the ATLAS HLT software framework in Athena,
in a dedicated package called TriggerMenuMT.
This package contains the logic and definitions used to build trigger menus for both the L1 and
HLT, for different operational purposes. Separate menus are defined depending on their in-
tended use: some menus are used for data-taking, while others are designed for development,
and testing and simulation purposes. The default physics pp menu is the Physics_pp_run3_v1

menu. It defines all the triggers needed for physics analyses, along with support triggers for
detector calibration, background estimation, and performance monitoring. Additional triggers
needed exclusively for online data-taking, such as triggers for luminosity measurements, beam
conditions monitoring, and detector-specific calibrations, are defined in a separate menu, the
P1_run3_v1. To avoid duplication, each trigger chain is defined only once across all menus, and
when a chain needs to be reused in multiple contexts, menus can be imported within one an-
other. An example is the PhysicsP1_pp_run3_v1 menu, used during standard pp data-taking,
which combines both the Physics_pp_run3_v1 and the P1_run3_v1 menus via imports. Chains
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Figure 8.2 – Output rate (left) and bandwidth (right) for the HLT streams as a function of time in a pp
LHC fill taken in May 2024, with a peak instantaneous luminosity of 2.1 × 1034 cm−2s−1 and a peak
average number of interactions per crossing of ⟨µ⟩ = 63. The luminosity is levelled for a period at the
beginning of the fill (see Section 2.1.3); after that, the output bandwidth decreases with the decaying
luminosity [5].
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Figure 8.3 – Import hierarchy for pp menus.

used in earlier data-taking campaigns, but no longer active, are archived in the MC_pp_run3_v1

menu. This menu imports Physics_pp_run3_v1, and is used for the MC productions at ATLAS,
as it contains all triggers ever used for data-taking during the current LHC Run. For the de-
velopment of new triggers, the Dev_pp_run3_v1 menu is employed, which itself imports the
MC_pp_run3_v1 and, consequently, the Physics_pp_run3_v1. Figure 8.3 illustrates the hierar-
chical structure of imports among the standard pp menus used in Run 3 and described above.
Dedicated menus with analogous import hierarchies are defined for HI data-taking. Special
menus are also available for specific data-taking conditions, including Cosmics data-taking
(Cosmic_run3_v1), and proton-proton collisions with low pile-up (PhysicsP1_pp_lowMu_run3_v1),
both also importing the operational P1_run3_v1 menu. In addition, dedicated menus are being
developed and tested for the upcoming Run 4 trigger configurations.

8.1.4 Menu for pp physics

The trigger menu consists of physics triggers and auxiliary triggers. These two main groups
can be further divided in different subcategories.

Physics triggers can be primary, support, alternative, or backup triggers. Primary triggers cover
all the signatures relevant to physics analyses and are allocated the largest fraction of the HLT
output bandwidth. More details on the Run 3 pp primary triggers are discussed in the next
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paragraph. Support triggers are instead used for efficiency and performance measurements,
background estimates, or for monitoring. They typically run at a very low rate, of approxi-
mately 0.5-1 Hz each. Alternative triggers apply selections that are complementary to those of
primary and support triggers, but use alternative reconstruction algorithms. They are often
future primary triggers still in commissioning phase. Finally, backup triggers cover signatures
similar to the ones of primary triggers, but with tighter selections and lower processing or out-
put rate, so that they can replace the relevant primary triggers if their CPU usage or output rate
becomes too high. These triggers select a subset of the events also selected by primary triggers,
thus they do not require the use of additional computing resources or unique rate. Different
prescaling strategies are applied to these different categories of physics triggers, as discussed in
Section 8.2.1.

Auxiliary triggers can be classified into four main categories: calibration, cosmic ray, beam-induced
background, and noise triggers. Calibration triggers are used for detector calibration and perfor-
mance monitoring. They typically use PEB techniques, which allow them to run at high rates
while minimising the bandwidth usage. Cosmic ray and beam-induced background triggers
are used to study the non-collision backgrounds, i.e. detector signals not originating from pp col-
lisions at the ATLAS IP. Specifically, cosmic ray triggers target the background resulting from
the impact of extremely energetic cosmic muons on the detector, These triggers record data
from empty bunch crossings during the LHC fills, or during dedicated cosmic runs in periods
without beam. Beam-induced background triggers, on the other hand, are used to study the
background from protons interacting inelastically with residual gas molecules near the detec-
tor, from protons with high transverse amplitudes, or from secondary particles produced when
scattered protons hit the collimators. These triggers are typically active on unpaired or empty
bunch crossings during the LHC fills. Noise triggers are seeded by a random L1 trigger, which
selects events read-out from the detector chosen at random, independently of detector activity.
These triggers are always prescaled and can be configured to sample either filled or unfilled
bunch crossings. While random triggers on filled bunches can be used to mitigate potential L1
inefficiencies, those on unfilled bunches are primarily used for studying electronic noise and
other detector-related backgrounds. Other dedicated auxiliary triggers are available for differ-
ent scopes. One example is the Zero Bias trigger, which is designed to fire exactly one LHC turn
(3564 bunch crossings) after a predefined electromagnetic L1 trigger (the so-called zero-bias seed)
fires. This approach ensures that the recorded event is uncorrelated with the activity that caused
the seed to fire, allowing to collect unbiased data that still reflect the instantaneous luminosity
profile, which can not be achieved with random triggers. This trigger is used for dedicated
detector and background studies.

Primary physics triggers

The primary pp menu triggers include all physics signatures relevant to the ATLAS physics pro-
gramme, covering, as discussed earlier, a large range of physics goals, from SM precision mea-
surements, such as studies of the decays of the Higgs, W± and Z bosons, to searches for BSM
physics, including heavy resonances, supersymmetry or exotic particles. Triggers in the menu
are organised into signatures, i.e., groups of related trigger chains targeting similar physics ob-
jects. The main signatures included in the physics pp menu are: electron and photons, muons,



Trigger Menu 181

Muon

Electron
Photon

Tau

Emiss
T

Combined

UT

Jet

b-jet

Figure 8.4 – Example of rate given to each signature group in the Main stream in 2022, taken from
Reference [4]. This chart is based on 2022 data recorded at an instantaneous luminosity of 1.8 ×
1034 cm−2s−1. The label “UT” stands for unconventional tracking signatures, typical of, e.g., long-lived
particles.

taus, jets and b-jets, Emiss
T , and BLS signatures. When possible, trigger thresholds at both L1 and

HLT have been kept consistent with those used during Run 2, to facilitate combined analyses
across data-taking periods, while benefiting from the Run 3 upgrade improvements to reduce
trigger rate. The trigger menu strategy remains focused on allocating most of the system re-
sources to inclusive triggers, which are sensitive to a wide range of processes. However, the
additional bandwidth available in Run 3 compared to Run 2 has enabled the inclusion of more
analysis-specific triggers, not covered by inclusive selections, the expansion of both the physics
and TLA streams by lowering the trigger thresholds and including new triggers targeting previ-
ously unexplored phase space. Furthermore, the increased output capacity of the DAQ system
enables a larger recording bandwidth, which is exploited to record more data in the delayed
streams. Figure 8.4 shows a breakdown of the approximate HLT output rates by trigger signa-
ture. Combined chains are those applying requirements to multiple types of objects.
Data taken with electron and photon triggers are used in a wide range of physics analyses. The

lowest unprescaled thresholds for single-electron and single-photon triggers are 26 GeV and
140 GeV, respectively. Lower-energy electrons and photons can be selected using multi-object
triggers requiring higher multiplicity.
Muon triggers cover a broad momentum range, from few GeV, used for B-physics analyses, to
several TeV, for BSM searches. The improved rejection of fake muons due to the addition of the
NSW detectors (see Section 2.2.4) has allowed the isolated single-muon trigger threshold to be
reduced from 26 GeV in Run 2 to 24 GeV in Run 3, without increasing the output rate.
Tau triggers target a wide spectrum of final states containing hadronically decaying τ leptons,
with the lowest threshold for unprescaled single-tau triggers set to 160 GeV.
Jet triggers, including single-jet, di-jet and multi-jet selections, are used for multiple purposes,
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ranging from precision physics measurements and BSM physics searches to detector perfor-
mance studies and calibration (e.g. calibrations of the jet energy scale and resolution). The
primary unprescaled single-jet trigger has a threshold of 420 GeV.
There are also triggers applying b-tagging algorithms to reconstructed jets, thus selecting events
containing b-jets. The b-jet trigger menu includes both general triggers (single- or multi-b-jet
triggers), and analysis-specific triggers, designed to target particular physics processes (e.g. a
pair of Higgs bosons both decaying each into two b quarks, HH → bb̄bb̄, which is one of the
golden channel for Higgs boson pairs searches). These triggers combine different pT thresh-
olds and b-tagging working points, with multi-b-jet triggers requiring between one and four
b-tagged jets.
Triggers targeting events containing Emiss

T are fundamental for BSM physics searches. The low-
est threshold for triggers based on phase-I L1 seeds, used as of 2024, is 90 GeV.
A category of signatures introduced in Run 3 consists of unconventional-tracking signatures,
targeting non-standard detector signatures from long-lived particles (e.g. displaced tracks or
jets, or disappearing tracks). The introduction of these signatures was possible thanks to large-
radius tracking, which uses the same algorithms of standard ID tracking, with modified config-
uration that allows to reconstruct tracks with large impact parameter d0 (see Section 3.1.1).
The Run 3 TLA stream was expanded to include photon, muon, and b-jet triggers, as well as
combined triggers, in addition to the jet triggers, that were used in Run 2.

8.2 The Rulebook

Prescale factors (or prescales) are applied to triggers to control the rate of accepted events and
to manage CPU consumption at the HLT. As introduced earlier, a trigger chain with a prescale
value of n has a probability of 1/n to be activated in the event. Individual prescale factors can
be given to L1 items and HLT chains, and can have a value greater than or equal to one. The
value −1 is used to disable triggers.
The Trigger Menu Rulebook (referred to as Rulebook in the following) is the software package used
to generate prescale sets to be used during data-taking. It is not included in the Athena soft-
ware, as it is subject to too frequent updates during data-taking.
The next paragraphs describe the prescaling strategy adopted in ATLAS and how prescale val-
ues are computed using the Rulebook based on the specific data-taking conditions.

8.2.1 Prescaling strategy

If a trigger is given a prescale value of n, a fraction 1/n of events that would have passed the
trigger selection are actually recorded. Triggers with a prescale of exactly 1 are often referred to
as unprescaled, and triggers with a prescale n ≥ 1 are generally referred to as enabled, in contrast
to disabled triggers, which have a prescale of −1.

The logic used to apply prescales differs between the L1 and HLT systems.
At L1, prescales are applied after the trigger selection decision has been made by the CTP. For
each L1 item, the CTP provides three types of trigger decision: the Trigger Before Prescale
(TBP) indicates whether the item passed the selection criteria, regardless of any prescale; the
Trigger After Prescale (TAP) indicates whether the item passed the selection and the prescale
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condition; finally, the Trigger After Veto (TAV), corresponds to the TAP decision after applying
the dead time veto (see Section 2.2.6).
On the other hand, HLT prescales are applied prior to executing the trigger algorithms. This
approach ensures that computational resources are not spent processing events that will not to
be recorded, thus optimising the use of the HLT farm. However, as a consequence, it is not
possible to determine whether a given event would have passed the HLT selection if it had not
been prescaled and there is no direct equivalent of the TBP flag at HLT level.
By default, when a prescale is applied, the fraction of events that is recorded out of the total
number of events that would have pass the unprescaled trigger is selected randomly for each
individual trigger. However, a mechanism known as Coherent Prescale Sets (CPS) is imple-
mented for defining groups of HLT chains with a common L1 seed whose prescales are applied
in a coordinated way. This mechanism can be applied to group of chains that do not need to
sample independent subset of events (as is generally the case). Let us consider a group of N
HLT chains sharing a common L1 seed, with prescale factors n1 < n2 < . . . < nN . If the
prescales were applied without the mechanism of CPS, each chain would independently pro-
cess 1/ni of the L1-accepted events, for i = 1, . . . N, with a probability that all chains activate
simultaneously of ∏N

i=1 (1/ni). Consequently, the HLT reconstruction algorithms would run,
on average, on ∑N

i=1 (1/ni) − ∏N
i=1 (1/ni) of the total number of events that would pass the

triggers in the absence of prescales. With CPS instead, the fraction of events selected by the trig-
gers with prescale ni for i > 1 is forced to be a subset of the 1/n1 events selected by the trigger
with the lowest prescale. As a result, the reconstruction algorithms run only on a fraction of
1/n1 of the L1-accepted events, significantly reducing computational load.

Different prescaling strategies are applied to triggers based on their main purpose within the
trigger menu. The end-of-fill strategy involves reducing prescale values or enabling certain trig-
gers towards the end of the fill. Optimising the end-of-fill strategy is fundamental to make max-
imum use of available resources. Primary triggers generally run unprescaled. An exception are
low-pT TLA or BLS triggers, which are constrained by the rate limitations of their low-pT L1
seeds and are therefore only enabled at the end of the fills, once the luminosity is significantly
below its peak value. The end of fill strategy is particularly relevant to get the optimal physics
outcome from these type of triggers. Triggers dedicated to background studies are also enabled,
or have their prescales reduced, towards the end of the fill. Support and monitoring triggers
maintain a fixed output rate throughout the fill, with their prescale values adjusted regularly
to ensure stable rates. Prescale changes are clearly illustrated in Figure 8.5, which shows the
L1 trigger rate as a function of time during an ATLAS run recorded in May 2024. The peri-
odic increases in the L1 rate relative to the luminosity at the end of the fill reflect the prescale
adjustments, which allow certain triggers to run at higher rates as resources become available.

8.2.2 Prescale Rules

The Rulebook processes a set of prescale rules and compiles them all into a consistent configura-
tion of prescale values for both L1 and HLT, which are written in respective JSON prescale files
(see Section 7.4.1). Each L1 item and HLT chain in the menu is assigned specific prescale rules
that vary according to target luminosity since, as discussed previously, the prescaling strategy
is adapted to the instantaneous luminosity delivered by the LHC in order to optimise the re-
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Figure 8.5 – Total L1 trigger rate as a function of time in a pp LHC fill taken in May 2024, with a
peak luminosity of L = 2.1 × 1034 cm−2s−1 and a peak average pile-up of µ = 63, with the LHC
instantaneous luminosity overlaid. The luminosity is levelled for a period at the beginning of the fill
(see β∗ levelling in Section 2.1.3); after that, the rate decreases with the decaying luminosity. Periodic
increases in the L1 rate with respect to luminosity at the end of the fill are caused by prescale changes,
as the luminosity and corresponding overall resource usage decline [5].

source usage towards the end of the fill. Prescale rules define the conditions and luminosity
ranges under which a trigger is enabled, and they provide the method for computing the PS
value. This can either be done by specifying the prescale value directly or by assigning a target
rate. In the latter case, for HLT chains, the rule may specify either the desired rate of the HLT
chain itself or the rate of its L1 seed. The target rate provided in the rule serves as the basis for
calculating the final prescale value, as detailed in Section 8.2.3. When a rule specifies a target
rate rather than a direct prescale value, the Rulebook requires the following inputs for the PS
calculation:

• predicted online rates, taken from the rates JSON file produced during the weekly trigger
reprocessings (see Section 7.3.1);

• the target luminosity, indicating the luminosity range for which the prescale set is in-
tended;

• the expected LHC filling scheme, ensuring the prescale sets produced for online data-
taking are tied to the appropriate bunch group configuration.

A distinct prescale set is produced for each considered luminosity range.
Multiple sets of prescale rules are defined to accommodate different data-taking conditions,
and they can be categorised based on their purpose. A first broad distinction is between physics
rules and non-physics rules. Physics rules depend on the target luminosity, and they are used to
generate different prescale sets corresponding to various target luminosities. There are differ-
ent sets of physics rules to define the prescale sets for standard physics data-taking, both for
proton-proton physics (physics pp rules) and heavy-ion runs (physics HI rules).
Non-physics rules can be further subdivided into several categories. Two sets of rules com-
monly used during standard physics data-taking are the standby rules and the emittance rules.
Standby rules are used to produce the prescale sets for periods with no beam between two
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stable-beam phases of the LHC filling cycle. These rules enable triggers primarily aimed at
detector calibration and monitoring. Emittance rules are used during emittance scans, which
are short beam-separation scans performed to estimate the luminosity as a function of beam
separation and are used for performance validation and calibration. The corresponding rules
activate calibration-specific triggers required during these procedures. Both standby and emit-
tance rules are implemented in two different versions specific to pp and HI data-taking.
Another important category consists of the cosmic rules, which are optimised for cosmic data-
taking. They enable dedicated triggers for the study of the cosmic-induced background and are
used in runs without beam. A special category of rules is constituted of the monitoring rules.
These rules are a common set of rules containing specific detector monitoring triggers, and are
appended to all standard physics, standby, emittance and cosmic rule sets. Separate versions
of monitoring rules exist for pp and HI running. Additional specialised rule sets are used for
testing purposes. One example is the set of random rules, which consist exclusively of random
triggers. These are used to test trigger infrastructure or to read out the detector without apply-
ing selection criteria. Finally, there are the express rules, defined for the HLT chains associated
with the express stream. These rules exist separately for pp and HI configurations. Any HLT
chain that selects events for the express stream is associated with two distinct prescale values: a
standard prescale, which controls the fraction of events written to the regular physics or mon-
itoring streams, and an express prescale, which is typically higher and determines the subset of
events also sent to the express stream.

The Rulebook also includes several dedicated sets of rules designed to support the various
types of ATLAS special runs. Special runs are recorded to perform specific measurements or to
exploit special beam conditions provided by the LHC, and the trigger configuration needs to
be adapted to the specific goals of the runs. Generally, dedicated sets of prescale rules are em-
ployed to generate special prescale sets enabling the triggers useful for the specific purposes.
Some examples are provided below. One example is the start-up period, which takes place
during the initial weeks of data-taking following the LHC end-of-year shutdown. During this
phase, the machine operates with a reduced number of bunches and significantly lower instan-
taneous luminosity than nominal. The number of bunches and luminosity are progressively
increased up to the nominal run conditions. A dedicated set of start-up physics rules is used to
support this phase, focusing on the commissioning and validation of new triggers, reconstruc-
tion algorithms, and other updates introduced during the end-of-year shutdown. The special
bunch configurations reduce significantly the IBL limit, so priority must be given to the primary
chains, while supporting chains are kept at a much lower rate.
Special runs for van der Meer (vdM) scans [175], which typically happen twice per year (one time
during pp physics and one time during HI data-taking) record events to be used to perform
the ATLAS absolute luminosity calibration. During the vdM scan runs, triggers are enabled to
record events based on activity in the MBTS and LUCID sub-detectors (see Section 2.2.5), in a
dedicated calibration stream using PEB.
A dedicated set of physics rules is also used when the LHC delivers collisions at low pile-up,
typically with average interactions per bunch crossing below one. These low pile-up runs are
used for different physics goals, for example the measurement of the W boson pT, necessary to
reduce the error on the measurement of the W mass [176]. The associated prescale sets prioritise
primary triggers dedicated to these specific physics analyses.
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The examples above illustrate only some of the special runs recorded during each year of data-
taking by ATLAS. Many others exist (some more examples are provided, for example, in Refer-
ence [177]), each requiring customised prescale rule sets. The Rulebook infrastructure provides
the necessary flexibility to accommodate these diverse configurations, ensuring that trigger re-
sources are used efficiently to meet the specific objectives of each special data-taking period.

Each set of prescale rules includes several additional options that allow further refinement of
the generated prescale sets to accommodate more specific data-taking conditions. These options
allow enabling or disabling specific groups of triggers or adjust their prescale values, without
the need to define entirely new rule sets. For example, during the commissioning of the Phase-I
system, it was necessary to test both the new Phase-I and the existing Legacy triggers, therefore
specific options within the rule sets allowed selective activation of either or both systems. Sim-
ilarly, these options can be used to disable or reduce the rate of specific set of chains in case of
detector issues.

8.2.3 Rules processing

The code that handles the processing of the prescale rules consists of three main parts: the
RuleReader, which processes the rules together with the inputs describing the running con-
ditions to compute the prescale values for each L1 item and HLT chain, the OutputChecker,
that performs consistency checks on the RuleReader output before feeding it to the RuleWriter,
which creates the output JSON files containing the prescales sets. The output JSON files are
then uploaded to the TriggerDB to create the actual trigger keys, as described in Section 7.4.1.
In addition to the prescales set JSON files, the Rulebook also outputs the Alias JSON file, up-
loaded to the TriggerDB to generate the Alias table.

The main script in the Rulebook is runRuleBook.py. It takes as an input the needed rules to
be processed, a target luminosity, ad the desired configuration flags. Configuration flags are of
two different types: general run options, including the SMK and the BGK for which the prescale
sets are made for and the path of the rates JSON file, and the rulebook options, specific of a par-
ticular set of rules. There are almost one hundred configurable options in the pp physics rules,
which allow to adjust the PS set to specific conditions. It also contains the function to gather all
the needed information to build the input JSON file for the Alias panel (see Section 7.4.1).
Figure 8.6 shows the importing structure of the Rulebook code. Before starting with the con-
figuration and the actual computation of the prescale values, a check is run on the input rules
to verify that there aren’t triggers with more than one rule defined, since this would create
ambiguities in the prescale calculation. In case duplicate rules are found, the Rulebook breaks
without generating the output prescale sets.
After this check, the configuration for the prescales sets is defined, and contains the information
described below.

• Path to the menu files, including the L1 Menu, the HLT menu and the Monitoring groups
JSON files. These files are automatically downloaded from the TriggerDB starting from
the input SMK.

• Set of rules to be processed.
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Figure 8.6 – Diagram showing the importing structure of the Rulebook code.

• The target luminosity, which indicates the upper limit of the luminosity range for which
the generated prescale sets are valid.

• Luminosity scaling factor, which has a value greater than one, and is used to scale down
the input luminosity point, corresponding to the upper edge of luminosity interval for
which the generated PS sets are valid, to an intermediate value within that range, which
is then used to compute the prescales.

• Target number of bunches for each bunch group: this is obtained from the Bunch group
JSON file, which is automatically downloaded from the TriggerDB together with the menu
files starting from the input BGK. The expected bunch pattern is communicated by the
LHC in advance of collisions. Generally, the same bunch pattern is kept for the full pp
physics data-taking period. During commissioning periods of during the ramp-up period
of the LHC, the bunch pattern can change frequently and different sets of prescale keys
need to be generated for each different bunch configuration.

• Path to the rates JSON file coming from the reprocessing of the release associated to the
reference SMK.

• Luminosity for which the rates predictions in the rates JSON file where made (usually
2 × 1034 cm−2s−1)

• Number of bunches in each bunch group considered when making rates predictions. At
the time of writing, Run 3 reprocessing only provides predictions for the bunch group
corresponding to paired bunch crossings, and rate predictions for triggers targeting other
bunch groups are not available.

After defining the configuration, prescales sets are computed and written on JSON files using
the functions contained in three classes, RuleReader, OutputChecker, and RuleWriter. The de-
tails on the calculation and the formatting of these prescales is described in detail in the next
paragraphs.

RuleReader

The actual computation of the prescale values is performed by RuleReader. It consists of differ-
ent steps, described in detail in this section.
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First, all the triggers in the menu are assigned the respective rules based on the input target
luminosity. As discussed before, each trigger is assigned a set of rules containing different en-
tries, corresponding to different target luminosities. If the set of rules assigned to the trigger
contains a rule exactly matching the input target luminosity, the assignment is trivial. Other-
wise, the rule corresponding to the highest luminosity that is lower than the target luminosity is
assigned to the trigger. If there are no rules corresponding to luminosities lower than the target
luminosity, the rule corresponding to the lowest luminosity is assigned to the trigger.

After that, the consistency between the input menu and rules is verified, checking that there
are no triggers in the menu without a respective rule and vice versa. In the latter case, when
a rule is defined, but the corresponding trigger is not found in the menu, the Rulebook breaks
without generating the output prescale sets. When, on the other hand, a trigger is found in the
menu without a respective rule, there are different cases depending on the type of trigger: if the
trigger without rule is an HLT chain, then it is disabled; if instead it is a L1 item, it is disabled
only if all its HLT seeded chains are also without rules; otherwise, it remains without rule, as it
will get a prescale during the optimisation phase.
After these first checks, the actual computation of the prescale values begins, following a simi-
lar procedure for L1 items and HLT chains.

When the rule directly defines a prescale value, then the PS is set trivially. If the rule also con-
tains a prescale slope value (SPS), the final prescale value is corrected by a scale factor depending
on the prescale slope, the target luminosity (Ltarget), and the rule’s luminosity (Lrule):

PS = PS · SPS
Ltarget

Lrule
, (8.1)

where the target luminosity Ltarget is not corrected by the luminosity scale factor previously
introduced. This procedure is primarily used for HI prescale sets, because, due to the short
duration of the data-taking periods, the rate predictions from the reprocessings are less reliable.
With this option the prescale is determined based on the rate measured during data-taking at a
given luminosity, and then it is modified as a function of the luminosity to keep the rate con-
stant, assuming that the rate decreases linearly with luminosity over time.

To compute the prescale value when the rule defines a target rate, an exact estimation of the
expected rate of the considered trigger (Rexp) is needed. The calculation of Rexp is based on
the predicted rate from the input rates JSON file (Rpred). Triggers that are not listed in the
rates JSON file with a rule defining a target rate are disabled. Other types of triggers for which
the rates’ prediction are not reliable are triggers targeting non-paired bunch groups and multi-
seeded chains. These kinds of triggers have to be defined by prescale, otherwise they are dis-
abled. An exceptional procedure is followed for two special cases: random L1 triggers and the
L1 zero-bias trigger. In these two cases, the rates are not correctly predicted, so their value in
the rates JSON file is not reliable.
The L1 random triggers’ rates (RRD) are computed manually in the Rulebook, assuming that
the 3564 bunch crossings (see Section 2.1.1) are evenly populated by the 40 million bunches per



Trigger Menu 189

second, and multiplying this value with the expected number of bunches (Nbunches) in the target
bunch group for the expected LHC filling scheme:

RRD =
40 · 106

3564
· Nbunches (8.2)

If the expected number of bunches in the target bunch group is zero, then the item is disabled.
By definition, the L1 zero bias trigger has the same Rpred of its zero bias seed (see Section 8.1),
and a dedicated procedure is implemented to retrieve the information on the zero bias seed
from the L1 menu configuration JSON file.
The rates obtained at this point are corrected with a scale factor (SFrate), used to extrapolate the
rate predictions from the reprocessing to the target luminosity. This scale factor is computed as
the ratio between the target luminosity and the luminosity used to predict the rates for the rates
JSON file. For L1 random triggers, for which the rate was already computed manually starting
from the bunch structure, the value of the scale factor is manually set to 1 (Rexp = RRD). In all
other cases:

Rexp = Rpred · SFrate. (8.3)

Some additional considerations are needed to evaluate Rexp for HLT chains. First, for HLT
chains, Rexp needs to be further scaled by the prescale value of the L1 seed (PSseed). Therefore,
prescale values are calculated for L1 items before, since L1 prescales are needed as input for the
calculation of the prescales of the HLT chains. Moreover, for HLT chains the rule can set a target
HLT rate or a target L1 seed rate. In the first case, Rexp is computed starting from its predicted
rate scaled by SFrate, while in the second case Rexp corresponds to the predicted rate of its L1
seed (Rpred,seed) corrected by the same scale factor SFrate. Table 8.1 summarises the different
cases discussed above. Once Rexp is computed, the prescale value for rules defining a target

Trigger type Rule type Rexp calculation

L1 item target L1 rate Rpred · SFrate

HLT chain
target HLT rate Rpred · SFrate · PSseed

target L1 seed rate Rpred,seed · SFrate · PSseed

Table 8.1 – Summary of different ways of computing the expected rate value used in the prescale
computation when the rule defines a target rate. The three listed cases are: expected rate for a L1
item, for which a rule defines a target L1 rate; expected rate for an HLT chain for which the rule
defines a target HLT rate, and expected rate for an HLT chain for which the rule defines a target L1
seed rate.

rate (Rtarget) is defined as:

PS =


Rexp

Rtarget
if Rexp > Rtarget

1 otherwise
. (8.4)

If the computed prescale is greater than the maximum allowed PS value, PSmax = 16777215, the
prescale value is set to PS = PSmax − 1.
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Figure 8.7 schematically shows the PS calculation steps described above.
Generally, a single L1 item seeds multiple HLT chains. To optimise the use of resources, prescales
are configured such that the L1 TAP rates are as low as possible, avoiding accepting events at the
L1 that are not used at the HLT. For this reason, prescales are applied at L1 whenever possible.
To implement this efficiently, an optimisation procedure is performed to reduce the rate at L1
while maintaining the same overall trigger efficiency at HLT. This is done by shifting prescales
from HLT to L1 in a controlled way, ensuring that each L1 item seeds at least one unprescaled
HLT chain. The procedure works as follows. For each L1 item that does not have an explicit
prescale rule, the minimum prescale among those of the enabled seeded HLT chains (PSmin

HLT) is
used to define the new L1 prescale: PSnew

L1 = PSmin
HLT. Finally, all prescales of the seeded HLT

chains are scaled by the same factor PSmin
HLT to preserve the original total rate and selection effi-

ciency:

PSnew
tot = PSnew

L1 · PSnew
HLT = PSold

L1 · PSmin
HLT · PSold

HLT

PSmin
HLT

= PSold
L1 · PSold

HLT = PSold
tot (8.5)

This strategy reduces the L1 rate without affecting the final trigger selection. The optimisation
procedure can be applied to L1 items with an already defined rule if explicitly requested (re-
optimisation). In this case, PSmin

HLT is multiplied to the current L1 item prescale (PSold
L1 ), as:

PSnew
L1 = PSold

L1 · PSmin
HLT. (8.6)

In this way, the final L1 prescale can only be equal or less than the initial one. This procedure is
used for items whose rate needs to be kept under control, such as random triggers.

The procedure to compute the express prescales is similar to the one implemented to compute
regular prescales. Express prescales are only computed for HLT chains defined in the express
rules. Express rules are generally defined by rate (Rtarget,express), except for triggers not targeting
colliding bunches for which, as mentioned before, there are no reliable rate predictions to com-
pute the rule by rate. In the latter cases, the express rule directly contains an express prescale
value, that is trivially assigned as express prescale to the chain. Otherwise, the express prescale
is defined as follows:PSexpress =

Rexp,reg

PSreg · Rtarget,express
if Rexp,reg > Rtarget,express

1 otherwise
, (8.7)

where Rexp,reg is the expected rate of the corresponding HLT chain, computed as in Table 8.1,
and PSreg its regular prescale.

OutputChecker

OutputChecker runs over the RuleReader output and performs various consistency checks in
sequence, to verify that the generated prescale sets do not contain obvious inconsistencies. If
issues are found, the prescale sets are created, and it is responsibility of the Menu Expert to
understand if the anomaly is expected or if it needs to be followed up. The performed checks
are detailed below.
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Figure 8.7 – Simplified flow chart of the PS calculation steps.
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Rate request. This first check regards the HLT chains with a rule defining a target rate. The
expected rate, represented by the quantity Rexp of Equation 8.3 scaled by the total prescale
(PSL1 · PSHLT, where PSHLT is the prescale value of the considered HLT chain and PSL1 is the
prescale value assigned to its L1 seed) is compared with the target rate defined in the rule. The
check fails if one of the following conditions is met:

• the L1 seed is disabled, resulting in negative expected rate;

• the difference between the target and the expected rate is bigger than 10%, which can
happen, for example, when the second case of Equation 8.4 is verified.

In the second case, if both the HLT chain and its L1 seed are unprescaled, the inconsistency can
only be solved by lowering the target rate request in the prescale rule.

Consistency of express rules and HLT menu. The second check regards the consistency be-
tween the express rules and the HLT menu. If an HLT chain has an express rule in the Rulebook,
but is not defined as an express stream chain in the HLT menu JSON file, the check fails and
Rulebook breaks without creating the output prescale sets. The check also fails in the opposite
case, when an HLT chain is defined as an express chain in the menu but does not have an ex-
press rule in the Rulebook.

Unused L1 rate. The L1 prescales are checked to verify that there are no enabled L1 items
that are not seeding any unprescaled HLT chain, and is only performed on physics prescale
sets. This check is crucial to avoid having unused L1 rate. This eventuality is prevented by the
L1 optimisation described in the previous paragraph for L1 items that do not have an associated
rule. In other cases, the check can fail, and the amount of wasted L1 rate is also computed as

(1 − 1
min(PSHLT)

) · Rexp,L1, (8.8)

where Rexp,L1 is the expected rate from Equation 8.3 of the L1 item scaled by its prescale value,
and min(PSHLT) is the minimum prescale value assumed by its seeded HLT chains.

Allowed PS values. A very basic check is performed to verify that the prescales do not as-
sume values that are not allowed, namely not 0 < PS < 1 and not PS > PSmax.

PS vs expected rate consistency. A check on the consistency of the node prescale and expected
rate is performed based on their sign. If the total prescale of the node, that is the L1 prescale
for the L1 items and the product between the L1 seed’s prescale and the HLT prescale for HLT
chains, and the expected rate of the node have inconsistent signs (one positive and one nega-
tive), the check fails.

Triggers enabled with no rule. This check is performed both on L1 items and HLT chains.
For L1 items, the check fails if they do not have HLT seeds, do not have a rule and are enabled.
For HLT chains, the check fails if they have no rule but are enabled.
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Figure 8.8 – Screenshot of the ATLAS TriggerPanel taken in June 2025. The names of the PS sets
contain relevant information on their content.

Prescaled primaries. Only for physics prescale sets, a check is performed to verify that all
primary chains are unprescaled. The check fails both if the primary chain itself is prescaled, or
also if its L1 seed is prescaled. A list of primary chains allowed to be prescaled can be defined:
this may be needed in commissioning phase, when chains are primary candidates but still need
to be tested or tuned before being unprescaled.

Monitoring chains. A check is performed only for physics prescale sets to verify that all the
chains needed for monitoring are enabled. The chains in the HLT menu file that are defined as
monitoring chains in the monitoring groups JSON file are compared, and the check fails if any
of these monitoring chains is disabled.

RuleWriter

RuleWriter writes on JSON files the output of RuleReader, after it is checked by OutputChecker.

First, it generates the name of the output prescale sets, starting from the information in the
input configuration. The prescale set name contains information on the type of rules used to
generate the prescales, and the target number of colliding bunches for which they were gen-
erated. For physics rules, which depend on the input luminosity, it also contains the target
luminosity value. At the beginning of Run 3, the prescale set name was defined as the name of
the input menu (with, therefore, only three options: physics pp, cosmic, and physics HI). The
precise definition of the prescale set’s name is an important feature reintroduced for Run 3 in
2023, because it is shown as key-label both in the TTWeb and in the TriggerPanel in the ATLAS
Control Room, reducing the risk of using a wrong prescale set during data-taking. Figure 8.8 is
a screenshot of the ATLAS TriggerPanel taken in June 2025, giving an example of meaningful
PS set names: all the PSKs are made for pp data-taking, and an LHC bunch pattern with 2448
colliding bunches; physics PSKs are optimised for a target luminosity of 2.2 · 1034 cm−2s−1.
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"{item-name}": {

           "cut": 5592406,

           "enabled": true,

           "info": "prescale: 1.5"

},

(a)

"{chain-name}": {

           "hash": 2282772332,

           "prescale": 5000.0,

           "enabled": true,

           "prescale_express": 1.19,

           "enabled_express": true

},

(b)

Figure 8.9 – Example of an entry from a L1 (left) and an HLT (right) prescale JSON files. For the HLT
file, the example comes from an entry of a chain also writing to the express stream. For chains not
writing to the express stream, the last two lines are absent.

After that, it writes the computed prescales in two different JSON files, one containing the L1
items, and one for the HLT chains. The format of the two files is different and described below.
The L1 Prescales JSON file shows the prescale values together with their cut-off value, which
is the information needed by the CTP to make the L1 trigger decision. The L1 prescaling uses
a pseudo-random binary sequence generator of 24 bit width (31 bit internal). Prescales are de-
fined by the cut-off value (C). For each event passing the L1 trigger requirements, a random
number R is generated. Both C and R take values between 0 and 224 − 1 = 16 777 215 (extremity
values excluded). The trigger item is L1-accepted (TAP) if R ≥ C. The PS corresponding to a
cut-off C is:

PS =
224 − 1

224 − C
. (8.9)

In this way, the cut-off value of an unprescaled trigger (PS = 1) is C = 1, which will always
give R ≥ C, meaning that the trigger will always be accepted.
In addition to the prescale value, the HLT Prescales JSON file also contains the information on
the express prescale value for chains writing to the express stream. Figure 8.9 shows an example
entry of the L1 and HLT prescales JSON files.



Conclusions and outlook

This thesis presented a search for the direct pair production of supersymmetric top squarks,
based on the proton-proton collision data collected with the ATLAS detector at

√
s = 13 TeV

and
√

s = 13.6 TeV, during the Run 2 and the Run 3 data-taking periods of the LHC, respec-
tively, amounting to a total integrated luminosity of 193 fb−1. The search targets simplified
supersymmetric models where the lightest top squark decays into a top quark and the lightest
neutralino with 100% branching ratio (two-body decay mode). Therefore, only signal scenarios
with a mass splitting between the top squark and the neutralino larger than the top quark mass
are considered in the (mt̃1

,m
χ̃0

1
) parameter space. The analysis focuses on the dileptonic decay

of the top quark, selecting final states with exactly two oppositely charged leptons, jets, and
missing transverse momentum. The sensitivity of the analysis was enhanced by the use of a
novel machine learning technique developed to perform signal-to-background discrimination.
With the full dataset, the analysis achieves sensitivity to top squark masses above 1.1 TeV for
neutralino masses up to 600 GeV. This represents a significant improvement over the previous
Run 2 search [111], both in the high stop mass region and for compressed scenarios, where the
mass splitting between the top squark and the neutralino is close to the top quark mass. The
sensitivity of the analysis was also tested in the three-body decay region, where the difference
between mt̃1

and m
χ̃0

1
is smaller than the mass of the top quark, and the top squark decays

directly in a W boson and a b quark, via off-shell top, and in the lightest neutralino. A good
sensitivity is achieved also in this region of the parameter space, reaching neutralino masses of
450 GeV for top squark masses of 600 GeV. The analysis was also reinterpreted for an alterna-
tive signal model consisting in an invisibly decaying Higgs boson produced in association with
a top-antitop quark pair, presenting the same final-state signature. An expected upper limit
of 0.29+0.13

−0.09 is imposed on the Higgs boson invisible branching ratio when considering the full
193 fb−1 dataset, which equals the expected upper limit obtained combining all the tt̄H decay
channels (dileptonic, semi-leptonic, and fully-hadronic) in the previous Run 2 analysis [157].
These results demonstrate that the new analysis strategy based on machine learning not only
enhances the sensitivity to the targeted stop models, but also has the flexibility to adapt to dif-
ferent physics scenarios with overlapping final-state signatures.
The results of this top squark search will be combined with those of complementary analyses
targeting the semileptonic and the fully-hadronic final states also considering the top squark
two-body decay mode. These channels benefit from higher cross sections, due to the larger
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branching ratio of the hadronic decay of the W boson (BW→qq̄ = 67.41 ± 0.27%), and are more
sensitive in the parameter space region with higher top squark masses. The dileptonic channel
provides a cleaner final state with better background rejection, and employs a different trigger
strategy based on lepton triggers, which enables the selection of lower-pT leptons, improving
the sensitivity to the challenging compressed region. Therefore, combining the results of these
analyses is essential to fully exploit the available data and maximise the sensitivity across the
(mt̃1

,m
χ̃0

1
) parameter space. With Run 3 ongoing and over 206 fb−1 of data already collected at

the time of writing, there is a unique opportunity to further push the sensitivity of top squark
searches. This is being driven by novel analysis techniques, also enhanced by the use of progres-
sively more advanced machine learning models, and improved reconstruction and identifica-
tion techniques for key physics objects, especially b-tagging and missing transverse momentum
reconstruction. Following the conclusion of Run 3, the High-Luminosity LHC (HL-LHC) phase
will begin, aiming to deliver 3000 fb−1 of data at

√
s = 14 TeV by 2041. This unprecedented

dataset, corresponding to 20 times the integrated luminosity achieved in Run 2, will allow for a
5σ discovery potential for top squark masses up to approximately 1.7 TeV, and a 95% CL exclu-
sion reach extending to about 2.05 TeV under optimistic assumptions [178].

The upgraded ATLAS trigger system is successfully running, contributing to the high data-
taking efficiency of the ATLAS experiment in Run 3. In 2024, the trigger system recorded
physics data with a 99.7% efficiency [112]. The underlying framework of the HLT, completely
rewritten in order to execute trigger algorithms within the multithreaded software framework
AthenaMT, has optimised the use of the HLT computing resources, both in terms of computing
power and memory consumption. The performance of the HLT software is continuously mon-
itored, also thanks to the rates and cost analysis packages presented in this thesis, which allow
to predict the trigger rates and the CPU cost of the HLT algorithms prior to data-taking. These
monitoring tools provide predictions using a data-driven approach relying on Enhanced Bias
datasets. The workflow used to process the data collected during the Enhanced Bias runs to
correct for the sampling bias through the application of dedicated event weights was optimised
as part of the work of this thesis. Thanks to this work, the Enhanced Bias weights production is
executed on the LHC grid as of October 2023.
The ATLAS trigger menu defines the set of L1 and HLT selections applied during data-taking.
While maintaining a level of consistency with the Run 2 trigger menu, the Run 3 trigger menu
has been adapted to exploit the newly implemented detector features, more performant HLT
hardware, and algorithmic advancements. The Run 2 trigger thresholds at L1 and HLT were
generally preserved, benefiting from the improvements of the upgraded system to reduce the
trigger rates. The additional available HLT bandwidth compared to Run 2 enabled the inclusion
of new triggers targeting previously unexplored regions of phase space and triggers dedicated
to analysis-specific signatures. Together with the L1 and HLT triggers used during data-taking,
the trigger menu defines their prescale factors, applied to control the rate of accepted events
and to manage CPU consumption at the HLT. The ATLAS trigger prescale strategy is optimised
to make optimal use of the available resources and to adapt to the evolving data-taking condi-
tions, particularly increasing the rate of specific triggers when more resources become available
toward the end of an LHC fill, when the luminosity declines. In these conditions, additional
bandwidth becomes available to unprescale memory-intensive triggers, such as those used in
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low-pT B-physics and trigger-level analyses. This thesis describes the methodology used to
compute prescale sets under a wide range of scenarios, as implemented in the Rulebook soft-
ware package, which provides a flexible and configurable framework capable of adapting to
various data-taking and detector conditions. With Run 3 approaching its end, in June 2026, the
preparations for Run 4 are already fully ongoing. From an operational point of view, the aim
is to optimise and automate procedures as much as possible, to maximise the outcome while
minimising the risk of human error. In terms of prescale strategy, efforts are already ongo-
ing to make possible to optimise the end-of-fill rates in real time during data taking, through
the development of applications capable of computing the prescale values for dedicated sets
of end-of-fill physics triggers based on the actual trigger rates and data-taking conditions. This
would also allow prescales to be updated automatically, without requiring manual intervention
from the control room shifter. Another option to simplify the offline prescale calculations is to
rely on the CTP, which has access to the bunch pattern information, to automatically scale the
rate of certain triggers, such as random triggers, according to the number of colliding bunches.
Depending on how the operational handling of the prescales will be developed, the Rulebook
code will need to be adapted to interface with these new tools, while continuing to benefit from
its flexibility and robustness, which allow it to adapt to the complexity of the many possible
running conditions.
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APPENDIX A

Nuisance Parameters

This appendix presents additional studies on the fits’ NPs.
Figures A.1, A.2, and A.3 show, for each NP, the normalised difference between the fitted and
the expected values (α), for the low-, medium-, and high-∆m fits, respectively. The tt̄ and tt̄Z
NFs (µ) are also shown in blue, together with the parameters related to the uncertainties due to
limited MC statistics in individual CRs (γ).
Figures A.4, A.5, and A.6 show the correlation matrices of the NPs for the low-, medium-, and
high-∆m fits, respectively.
In both sets of figures, the plots on the left represent the results of the Run 2 fits, while the ones
on the right correspond to the Run 3 fits.
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Figure A.1 – NPs of the background-only low-∆m fit for Run 2 (left), and Run 3 (right).
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Figure A.2 – NPs of the background-only medium-∆m fit for Run 2 (left), and Run 3 (right).
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Figure A.3 – NPs of the background-only high-∆m fit for Run 2 (left), and Run 3 (right).
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Figure A.4 – Correlation matrix for the NPs of the background-only low-∆m fit for Run 2 (left), and
Run 3 (right).
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Figure A.5 – Correlation matrix for the NPs of the background-only medium-∆m fit for Run 2 (left),
and Run 3 (right).
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Figure A.6 – Correlation matrix for the NPs of the background-only high-∆m fit for Run 2 (left), and
Run 3 (right).
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CERN en janvier 2022, (2022), URL: https://cds.cern.ch/record/2800984 (cit. on
p. 43).

[43] CMS Collaboration, The CMS experiment at the CERN LHC, Journal of Instrumentation 3
(2008) S08004, URL: https://dx.doi.org/10.1088/1748-0221/3/08/S08004 (cit. on
p. 42).

[44] LHCb Collaboration, The LHCb Detector at the LHC, Journal of Instrumentation 3 (2008)
S08005, URL: https://dx.doi.org/10.1088/1748-0221/3/08/S08005 (cit. on p. 42).

[45] ALICE Collaboration, The ALICE experiment at the CERN LHC, Journal of Instrumenta-
tion 3 (2008) S08002, URL: https://dx.doi.org/10.1088/1748-0221/3/08/S08002
(cit. on p. 43).

[46] TOTEM Collaboration, The TOTEM Experiment at the CERN Large Hadron Collider, Journal
of Instrumentation 3 (2008) S08007, URL: https://dx.doi.org/10.1088/1748-0221/3/
08/S08007 (cit. on p. 43).

[47] The LHCf Collaboration, The LHCf detector at the CERN Large Hadron Collider, Journal of
Instrumentation 3 (2008) S08006, URL: https://dx.doi.org/10.1088/1748-0221/3/08/
S08006 (cit. on p. 43).

[48] V. A. Mitsou, The MoEDAL experiment at the LHC: status and results, Journal of Physics:
Conference Series 873 (2017) 012010, ISSN: 1742-6596, URL: http://dx.doi.org/10.
1088/1742-6596/873/1/012010 (cit. on p. 43).

[49] FASER Collaboration, The FASER detector, Journal of Instrumentation 19 (2024) P05066,
URL: https://dx.doi.org/10.1088/1748-0221/19/05/P05066 (cit. on p. 43).

[50] SND@LHC Collaboration, SND@LHC: the scattering and neutrino detector at the LHC, Jour-
nal of Instrumentation 19 (2024) P05067, ISSN: 1748-0221, URL: http://dx.doi.org/10.
1088/1748-0221/19/05/P05067 (cit. on p. 43).

[51] R. Alemany et al., LHC modes, LHC-OP-ES-0005-10-00, 2007 (cit. on p. 43).

[52] ATLAS Collaboration, Operation of the ATLAS trigger system in Run 2, Journal of Instru-
mentation 15 (2020) P10004, ISSN: 1748-0221, URL: http://dx.doi.org/10.1088/1748-
0221/15/10/P10004 (cit. on pp. 44, 174).

[53] B. Salvachua, Overview of Proton-Proton Physics during Run 2, (2019) 7, URL: https:
//cds.cern.ch/record/2750272 (cit. on p. 45).

[54] G. Arduini et al., LHC Upgrades in preparation of Run 3, Journal of Instrumentation 19
(2024) P05061, URL: https://dx.doi.org/10.1088/1748-0221/19/05/P05061 (cit. on
p. 45).

https://cds.cern.ch/record/2749422
https://cds.cern.ch/record/2749422
https://lhc-commissioning.web.cern.ch/schedule/LHC-long-term.htm
https://lhc-commissioning.web.cern.ch/schedule/LHC-long-term.htm
https://cds.cern.ch/record/2800984
https://doi.org/10.1088/1748-0221/3/08/S08004
https://doi.org/10.1088/1748-0221/3/08/S08004
https://dx.doi.org/10.1088/1748-0221/3/08/S08004
https://doi.org/10.1088/1748-0221/3/08/S08005
https://doi.org/10.1088/1748-0221/3/08/S08005
https://dx.doi.org/10.1088/1748-0221/3/08/S08005
https://doi.org/10.1088/1748-0221/3/08/S08002
https://doi.org/10.1088/1748-0221/3/08/S08002
https://dx.doi.org/10.1088/1748-0221/3/08/S08002
https://doi.org/10.1088/1748-0221/3/08/S08007
https://doi.org/10.1088/1748-0221/3/08/S08007
https://dx.doi.org/10.1088/1748-0221/3/08/S08007
https://dx.doi.org/10.1088/1748-0221/3/08/S08007
https://doi.org/10.1088/1748-0221/3/08/S08006
https://doi.org/10.1088/1748-0221/3/08/S08006
https://dx.doi.org/10.1088/1748-0221/3/08/S08006
https://dx.doi.org/10.1088/1748-0221/3/08/S08006
https://doi.org/10.1088/1742-6596/873/1/012010
https://doi.org/10.1088/1742-6596/873/1/012010
http://dx.doi.org/10.1088/1742-6596/873/1/012010
http://dx.doi.org/10.1088/1742-6596/873/1/012010
https://doi.org/10.1088/1748-0221/19/05/P05066
https://dx.doi.org/10.1088/1748-0221/19/05/P05066
https://doi.org/10.1088/1748-0221/19/05/p05067
https://doi.org/10.1088/1748-0221/19/05/p05067
http://dx.doi.org/10.1088/1748-0221/19/05/P05067
http://dx.doi.org/10.1088/1748-0221/19/05/P05067
https://doi.org/10.1088/1748-0221/15/10/p10004
https://doi.org/10.1088/1748-0221/15/10/p10004
http://dx.doi.org/10.1088/1748-0221/15/10/P10004
http://dx.doi.org/10.1088/1748-0221/15/10/P10004
https://cds.cern.ch/record/2750272
https://cds.cern.ch/record/2750272
https://doi.org/10.1088/1748-0221/19/05/P05061
https://doi.org/10.1088/1748-0221/19/05/P05061
https://dx.doi.org/10.1088/1748-0221/19/05/P05061


Bibliography 211

[55] ATLAS Collaboration, Public ATLAS Luminosity Results for Run-2 of the LHC, URL: https:
//twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2 (cit.
on pp. 46, 48, 49).

[56] ATLAS Collaboration, Public ATLAS Luminosity Results for Run-3 of the LHC, URL: https:
//twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun3 (cit.
on pp. 47–49).

[57] M. Hostettler et al., Operational β* levelling at the LHC in 2022 and beyond, JACoW IPAC
2023 (2023) MOPL045, URL: https://cds.cern.ch/record/2884758 (cit. on p. 50).

[58] ATLAS Collaboration, The ATLAS experiment at the CERN Large Hadron Collider: a descrip-
tion of the detector configuration for Run 3, JINST 19 (2024) P05063, arXiv: 2305.16623
[physics.ins-det] (cit. on pp. 51, 52, 55, 56, 58, 62, 65).

[59] S. Mehlhase, ATLAS detector slice (and particle visualisations), (2021), URL: https://cds.
cern.ch/record/2770815 (cit. on p. 53).

[60] I. Neutelings, Images from TikZ.net, URL: https://tikz.net/ (cit. on p. 53).

[61] ATLAS Collaboration, ATLAS central solenoid: Technical design report, (1997) (cit. on p. 54).

[62] ATLAS Collaboration, ATLAS barrel toroid: Technical design report, (1997) (cit. on p. 54).

[63] ATLAS Collaboration, ATLAS end-cap toroids: Technical design report, (1997) (cit. on p. 54).

[64] ATLAS Collaboration, ATLAS inner detector: Technical Design Report, 1, Technical design
report. ATLAS, Geneva: CERN, 1997, URL: https://cds.cern.ch/record/331063
(cit. on p. 55).

[65] F. Hartmann, “Basic Principles of a Silicon Detector”, Evolution of Silicon Sensor Technol-
ogy in Particle Physics: Basics and Applications, Cham: Springer Nature Switzerland, 2024,
ISBN: 978-3-031-59720-6, URL: https://doi.org/10.1007/978-3-031-59720-6 1 (cit. on
p. 55).

[66] G. Aad et al., ATLAS pixel detector electronics and sensors, JINST 3 (2008) P07007, URL:
https://cds.cern.ch/record/1119279 (cit. on p. 55).

[67] N. Wermes and G. Hallewel, ATLAS pixel detector: Technical Design Report, Technical
design report. ATLAS, Geneva: CERN, 1998, URL: https://cds.cern.ch/record/
381263 (cit. on p. 55).

[68] ATLAS Collaboration, Performance of ATLAS Pixel Detector and Track Reconstruction at
the start of Run 3 in LHC Collisions at

√
s = 900 GeV, tech. rep., CERN, 2022, URL:

https://cds.cern.ch/record/2814766 (cit. on p. 55).

[69] M. Capeans et al., ATLAS Insertable B-Layer Technical Design Report, (2010) (cit. on p. 56).

[70] ATLAS Collaboration, Operation and performance of the ATLAS semiconductor tracker.,
JINST 9 (2014) P08009, arXiv: 1404.7473, URL: https://cds.cern.ch/record/1698966
(cit. on p. 56).

[71] A. Vogel, ATLAS Transition Radiation Tracker (TRT): Straw Tube Gaseous Detectors at High
Rates, tech. rep., CERN, 2013, URL: https://cds.cern.ch/record/1537991 (cit. on
p. 57).

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun3
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun3
https://doi.org/10.18429/JACoW-IPAC2023-MOPL045
https://doi.org/10.18429/JACoW-IPAC2023-MOPL045
https://cds.cern.ch/record/2884758
https://doi.org/10.1088/1748-0221/19/05/P05063
https://arxiv.org/abs/2305.16623
https://arxiv.org/abs/2305.16623
https://cds.cern.ch/record/2770815
https://cds.cern.ch/record/2770815
https://tikz.net/
https://cds.cern.ch/record/331063
https://doi.org/10.1007/978-3-031-59720-6_1
https://doi.org/10.1088/1748-0221/3/07/P07007
https://cds.cern.ch/record/1119279
https://cds.cern.ch/record/381263
https://cds.cern.ch/record/381263
https://cds.cern.ch/record/2814766
https://doi.org/10.1088/1748-0221/9/08/P08009
https://arxiv.org/abs/1404.7473
https://cds.cern.ch/record/1698966
https://cds.cern.ch/record/1537991


212 Bibliography

[72] C. W. Fabjan and F. Gianotti, Calorimetry for particle physics, Rev. Mod. Phys. 75 (2003) 1243
(cit. on p. 57).

[73] R. Wigmans, Sampling calorimetry, Nucl. Instrum. Meth. A 494 (2002) 277, ed. by G. V.
Fedotovich and B. Khazin (cit. on p. 57).

[74] ATLAS Collaboration, ATLAS liquid argon calorimeter: Technical design report, (1996) (cit.
on pp. 58, 60).

[75] M. Aleksa et al., ATLAS Liquid Argon Calorimeter Phase-I Upgrade Technical Design Report,
(2013) (cit. on p. 58).

[76] G. Aad et al., The Phase-I trigger readout electronics upgrade of the ATLAS Liquid Argon
calorimeters, Journal of Instrumentation 17 (2022) P05024, URL: https://dx.doi.org/
10.1088/1748-0221/17/05/P05024 (cit. on p. 59).

[77] ATLAS Collaboration, ATLAS tile calorimeter: Technical Design Report, Technical design
report. ATLAS, Geneva: CERN, 1996, URL: https://cds.cern.ch/record/331062
(cit. on p. 60).

[78] A. Sidoti, Minimum Bias Trigger Scintillators in ATLAS Run II, Journal of Instrumentation
9 (2014) C10020, URL: https://dx.doi.org/10.1088/1748-0221/9/10/C10020 (cit. on
p. 60).

[79] A. Artamonov et al., The ATLAS Forward Calorimeter, JINST 3 (2008) P02010, URL: https:
//cds.cern.ch/record/1094547 (cit. on p. 61).

[80] ATLAS Collaboration, ATLAS muon spectrometer: Technical design report, (1997) (cit. on
p. 61).

[81] G. Avoni et al., The new LUCID-2 detector for luminosity measurement and monitoring in
ATLAS, Journal of Instrumentation 13 (2018) P07017, URL: https://dx.doi.org/10.
1088/1748-0221/13/07/P07017 (cit. on p. 63).

[82] P. Jenni et al., Zero Degree Calorimeters for ATLAS, tech. rep., CERN, 2007, URL: https:
//cds.cern.ch/record/1009649 (cit. on p. 63).

[83] L. Adamczyk et al., Technical Design Report for the ATLAS Forward Proton Detector, tech.
rep., 2015, URL: https://cds.cern.ch/record/2017378 (cit. on p. 63).

[84] S. A. Khalek et al., The ALFA Roman Pot detectors of ATLAS, Journal of Instrumentation
11 (2016) P11013, URL: https://dx.doi.org/10.1088/1748-0221/11/11/P11013 (cit. on
p. 63).

[85] H. Bertelsen et al., Operation of the upgraded ATLAS Central Trigger Processor during the
LHC Run 2, Journal of Instrumentation 11 (2016) C02020, URL: https://dx.doi.org/
10.1088/1748-0221/11/02/C02020 (cit. on p. 64).

[86] S. Cella, The ATLAS Run-3 Trigger Menu, PoS ICHEP2024 (2024) 943 (cit. on p. 64).

[87] ATLAS Collaboration, L1 Calorimeter Trigger Public Results, URL: https://twiki.cern.
ch/twiki/bin/view/AtlasPublic/L1CaloTriggerPublicResults (cit. on p. 66).

[88] ATLAS Collaboration, L1 Muon Trigger Public Results, URL: https://twiki.cern.ch/
twiki/bin/view/AtlasPublic/L1MuonTriggerPublicResults (cit. on p. 66).

https://doi.org/10.1103/RevModPhys.75.1243
https://doi.org/10.1016/S0168-9002(02)01481-X
https://doi.org/10.1088/1748-0221/17/05/P05024
https://dx.doi.org/10.1088/1748-0221/17/05/P05024
https://dx.doi.org/10.1088/1748-0221/17/05/P05024
https://cds.cern.ch/record/331062
https://doi.org/10.1088/1748-0221/9/10/C10020
https://doi.org/10.1088/1748-0221/9/10/C10020
https://dx.doi.org/10.1088/1748-0221/9/10/C10020
https://doi.org/10.1088/1748-0221/3/02/P02010
https://cds.cern.ch/record/1094547
https://cds.cern.ch/record/1094547
https://doi.org/10.1088/1748-0221/13/07/P07017
https://dx.doi.org/10.1088/1748-0221/13/07/P07017
https://dx.doi.org/10.1088/1748-0221/13/07/P07017
https://cds.cern.ch/record/1009649
https://cds.cern.ch/record/1009649
https://cds.cern.ch/record/2017378
https://doi.org/10.1088/1748-0221/11/11/P11013
https://doi.org/10.1088/1748-0221/11/11/P11013
https://dx.doi.org/10.1088/1748-0221/11/11/P11013
https://doi.org/10.1088/1748-0221/11/02/C02020
https://dx.doi.org/10.1088/1748-0221/11/02/C02020
https://dx.doi.org/10.1088/1748-0221/11/02/C02020
https://doi.org/10.22323/1.476.0943
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/L1CaloTriggerPublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/L1CaloTriggerPublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/L1MuonTriggerPublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/L1MuonTriggerPublicResults


Bibliography 213

[89] M. Mironova, “Experimental Particle Physics with the ATLAS Detector”, Search for Higgs
Boson Decays to Charm Quarks with the ATLAS Experiment and Development of Novel Silicon
Pixel Detectors, Cham: Springer Nature Switzerland, 2023 23, ISBN: 978-3-031-36220-0,
URL: https://doi.org/10.1007/978-3-031-36220-0 3 (cit. on p. 70).

[90] ATLAS Collaboration, Software Performance of the ATLAS Track Reconstruction for LHC
Run 3, Computing and Software for Big Science 8 (2024), ISSN: 2510-2044, URL: http:
//dx.doi.org/10.1007/s41781-023-00111-y (cit. on p. 70).
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CERN Conseil Européen pour la Recherche Nucléaire
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