
Archive ouverte UNIGE
https://archive-ouverte.unige.ch

Article scientifique Article 2005                                     Published version Open Access

This is the published version of the publication, made available in accordance with the publisher’s policy.

Comparison of density functionals for energy and structural differences 

between the high- [5T2g:(t2g)4(eg)2] and low- [1A1g:(t2g)6(eg)0] spin 

states of iron(II) coordination compounds. II. More functionals and the 

hexaminoferrous cation, [Fe(NH3)6]2+

Fouqueau, Antony; Casida, Mark E.; Lawson Daku, Latevi Max; Hauser, Andreas; Neese, Frank

How to cite

FOUQUEAU, Antony et al. Comparison of density functionals for energy and structural differences 

between the high- [5T2g:(t2g)4(eg)2] and low- [1A1g:(t2g)6(eg)0] spin states of iron(II) coordination 

compounds. II. More functionals and the hexaminoferrous cation, [Fe(NH3)6]2+. In: The Journal of 

chemical physics, 2005, vol. 122, n° 4, p. 44110. doi: 10.1063/1.1839854

This publication URL: https://archive-ouverte.unige.ch/unige:3272

Publication DOI: 10.1063/1.1839854

© This document is protected by copyright. Please refer to copyright holder(s) for terms of use.

https://archive-ouverte.unige.ch
https://archive-ouverte.unige.ch/unige:3272
https://doi.org/10.1063/1.1839854


Comparison of density functionals for energy and structural differences
between the high- †

5T2g : „t 2g…
4
„eg…

2
‡ and low- †

1A 1g : „t 2g…
6
„eg…

0
‡

spin states of iron „II… coordination compounds. II. More functionals
and the hexaminoferrous cation, †Fe„NH3…6‡

2¿

Antony Fouqueau and Mark E. Casidaa)

Institut de Chimie Mole´culaire de Grenoble (ICMG, FR-2607), E´quipe de Chimie The´orique, Laboratoire
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The ability of different density functionals to describe the structural and energy differences between
the high-@5T2g :(t2g)4(eg)2# and low- @1A1g :(t2g)6(eg)0# spin states of small octahedral ferrous
compounds is studied. This work is an extension of our previous study of the hexaquoferrous cation,
@Fe(H2O)6#21, @J. Chem. Phys.120, 9473 ~2004!# to include a second compound—namely, the
hexaminoferrous cation,@Fe(NH3)6#21—and several additional functionals. In particular, the
present study includes the highly parametrized generalized gradient approximations~GGAs! known
as HCTH and the meta-GGA VSXC@which together we refer to as highly parametrized density
functionals~HPDFs!#, now readily available in theGAUSSIAN03 program, as well as the hybrid
functional PBE0. Since there are very few experimental results for these molecules with which to
compare, comparison is made with best estimates obtained from second-order perturbation
theory-corrected complete active space self-consistent field~CASPT2! calculations, with
spectroscopy oriented configuration interaction~SORCI! calculations, and with ligand field theory
~LFT! estimations. While CASPT2 and SORCI are among the most reliableab initio methods
available for this type of problem, LFT embodies many decades of empirical experience. These
three methods are found to give coherent results and provide best estimates of the adiabatic
low-spin–high-spin energy difference,DELH

adia, of 12 000– 13 000 cm21 for @Fe(H2O)6#21 and
9 000– 11 000 cm21 for @Fe(NH3)6#21. All functionals beyond the purely local approximation
produce reasonably good geometries, so long as adequate basis sets are used. In contrast, the energy
splitting, DELH

adia, is much more sensitive to the choice of functional. The local density
approximation severely over stabilizes the low-spin state with respect to the high-spin state. This
‘‘density functional theory~DFT! spin pairing-energy problem’’ persists, but is reduced, for
traditional GGAs. In contrast the hybrid functional B3LYP underestimatesDELH

adia by a few
thousands of wave numbers. The RPBE GGA of Hammer, Hansen, and Nørskov gives good results
for DELH

adia as do the HPDFs, especially the VSXC functional. Surprisingly the HCTH functionals
actually over correct the DFT spin pairing-energy problem, destabilizing the low-spin state relative
to the high-spin state. Best agreement is found for the hybrid functional PBE0. ©2005 American
Institute of Physics.@DOI: 10.1063/1.1839854#

I. INTRODUCTION

The identification of the spin symmetry of the ground
and low-lying excited states is important for the comprehen-
sion of chemical reactivity. However, many interesting cases
occur, especially among transition metal coordination com-
pounds, where the competition between the splitting of
nearly degenerate orbitals with the electron pairing energy

makes the prediction of relative spin-state energetics difficult
at best. Our own interest is in the spin-crossover phenom-
enon in transition metal coordination complexes and its use
in making molecular switches. A recent review of this area
may be found in Ref. 1, while Refs. 2, 3 provide older re-
views. The difficulty of carrying out high qualityab initio
calculations for transition metal coordination compounds,
combined with the desire to go beyond simple ligand field
theory, has pushed several workers to make a detailed exami-
nation of density functional theory~DFT! for the predictiona!Electronic mail: Mark.Casida@ujf-grenoble.fr
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of relative spin-state energetics.4–10 Much of this work is
described in a recent review of Harvey.9 The focus has fre-
quently been on the comparison of DFT calculations with
experimental results for medium- and large-sized com-
pounds. So far, our own contribution to this area has been a
detailed comparison of DFT calculations with ligand field
and ab initio results for the relatively small ‘‘textbook ex-
ample’’ of @Fe(H2O)6#21 ~Ref. 8!. Although experimental
data is often only available indirectly for such small com-
pounds through ligand field parameters, we believe that the
ability to compare with the results ofab initio calculations,
even if far from trivial, without having to worry about addi-
tional factors such as vibrational and environmental effects
typically present in experimental data, provides a valuable
complement to previous assessments of density functionals
for larger compounds. In this paper, we extend our previous
work to several different functionals which have only re-
cently become widely available as well as to a second simple
compound,@Fe(NH3)6#21, with a larger ligand field splitting
than in @Fe(H2O)6#21.

Our paper is divided into the following sections. A re-
view of the different functionals used in this study is given in
the following section. Ligand field estimations are given in
Sec. III. The technical details and the results of ourab initio
reference calculations are given in Sec. IV. In Sec. V, we give
our DFT results. We give first the computational details,
then, we consider optimized geometries, and then, we give a
comparison of HS and LS complex energies. Sec. VI sum-
marizes.

II. DENSITY FUNCTIONALS AND THE PAIRING-
ENERGY PROBLEM

An important goal of this paper is the comparison of the
relative ability of density functionals to treat different spin
states. This may be termed the ‘‘DFT pairing-energy prob-
lem.’’ Although this name is particulary appropriate when
considering applications to transition metal coordination
complexes, the problem is of course a more general one. This
section introduces the DFT pairing-energy problem and pro-
vides a brief review of the different exchange-correlation
~xc! functionals used in the present study.

Almost all applications of DFT are based on the Kohn-
Sham formalism11 and our work is no exception. It is now
common practice to use the spin-density variant.12 The dif-
ferent approximations considered here differ by the form of
the exchange correlation energyExc .

The traditional workhorse of DFT is the local density
approximation~LDA !, where the xc energy density at each
point r is approximated by the xc energy density of a homo-
geneous electron gas whose densitiesrs are identical to the
local densitiesrs(r ). We have used the Vosko-Wilk-Nussair
~VWN! parametrization of the Ceperley-Alder quantum
Monte-Carlo calculations13 ~This is the VWN5 option in
GAUSSIAN03, not the VWN option!. The LDA works much
better than might be expected, given that molecular densities
are not at all homogeneous. Part of the explanation is that the
LDA works by error compensation: a small (;14%) under-
estimation of the exchange energy is compensated by a large

(;250%) overestimation of the correlation energy.14 This is
often good enough for such properties as molecular geom-
etries and vibrational frequencies.15

In contrast, an accurate treatment of exchange effects
would seem of critical importance when comparing energies
of different spin states. According to a common textbook
explanation of Hund’s rule,16 exchange effects favor high-
spin states by keeping parallel spin electrons separated,
thereby minimizing electron repulsion. We have pointed out
that this reasoning is heuristic, not rigorous.8 Nevertheless it
suggests that the underestimation of exchange in the LDA
should lead to an artificial destabilization~stabilization! of
high-~low! spin states relative to low-~high! spin states. This
is the DFT pairing-energy problem and it is by no means
limited to just the LDA.8,9

A well-known problem of the LDA is that it seriously
overestimates molecular bond energies. Early attempts at
correcting the LDA by introducing gradient-correction terms
were largely unsuccessful until the development of general-
ized gradient approximations~GGAs! in the 1980s. One of
the most successful GGAs has been Becke’s 1988 exchange-
only GGA ~B! which has the proper asymptotic limit for
exc .17 It contains a single parameter whose value was ob-
tained by fitting to the Hartree-Fock exchange energies of the
noble gases. An example of a GGA correlation functional is
that of Lee, Yang, and Parr~LYP!.18 Acronyms for xc func-
tionals obtained by combining exchange-only functionals
and correlation-only functionals are generated by simply
concatenating the acronyms of the separate functionals~e.g.
B1LYP→BLYP).

Further improvement was obtained in the 1990s by the
use of hybrid functionals which consist of linear combina-
tions of exact~i.e., Hartree-Fock! exchange and GGAs. The
justification for such an approach was presented by Becke19

using the adiabatic connection formalism of Harris and
Jones.20 Becke proposed the B3PW91 hybrid functional,

Exc5Exc
LDA1a0~Ex

HF2Ex
LDA !1axEx

B881acEc
PW91, ~2.1!

where a0 , ax , and ac are semiempirical coefficients ob-
tained by fitting to experimental data21 ~the ‘‘3’’ in B3PW91
refers to the presence of three semiempirical parameters!.
Becke’s parameters have been used without reoptimization,
in the popular B3LYP functional.22 More recently, and in
keeping with theirab initio philosophy, Perdew, Burke, and
Erznerhof provided anab initio estimate of the hybrid mix-
ing parameter.23 This had been incorporated into the zero-
parameter PBE functional~PBE0!.23,24

Previous work applying DFT to spin crossover and re-
lated problems made use of pre-1995 functionals.~An excep-
tion is Reihers’s work5 which also mentions calculations
with the PBE and PBE0 functional.! All GGAs were found to
suffer from the DFT spin pairing problem, although less so
than does the LDA.4–7 In contrast the B3LYP functional ap-
peared to over stabilize the HS state because of the presence
of too much HF exchange. Depending on the functional,
DFT frequently gave the wrong ground-state spin symmetry
in comparison with experiment. This suggested that a prag-
matic solution to the problem would be to retune thea0

mixing parameter in the B3LYP functional so as to minimize

044110-2 Fouqueau et al. J. Chem. Phys. 122, 044110 (2005)
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the DFT pairing energy problem. The result is the B3LYP*
functional with 15% HF exchange.5–7 The same approach
has been used before to reoptimize the B3LYP functional for
other sensitive properties. The result is unfortunately prop-
erty dependent, being 30% HF exchange for excitation
energies25 and 5% HF exchange for NMR chemical shifts.26

So this is certainly not a universal solution. Another criticism
of previous DFT work applied to spin-crossover systems is
that the comparison has always been between calculated
properties of gas phase molecules with experimental values
obtained from condensed phase measurements. Environmen-
tal effects on spin crossover can be huge since the high-spin/
low-spin difference in the metal bond length is on the order
of 0.2 Å. Dramatic changes in spin-crossover behavior in
crystals have even been observed just by varying the inter-
calated solvent.27 This is why we prefer in this and our pre-
vious work8 to compare results from DFT with the results of
goodab initio calculations for gas phase molecules.

Much improved GGAs have become readily available
since the previous work on spin crossover. Furthermore there
are drawbacks to Hartree-Fock exchange. It can be expensive
to calculate compared to a pure GGA~depending upon the
size of the system and skill of the programmer! and is known
to give qualitatively incorrect results for systems, such as
transition metal complexes, where there are a number of low-
lying virtual orbitals. Highly parametrized density function-
als ~HPDFs! provide an alternative to hybrid functionals at
the cost of a large number of parameters to optimize. In one
approach to making a HPDF, Voorhis and Scuseria28 devel-
oped a Taylor series-like density matrix expansion to obtain
the so-called VSXC exchange-correlation functional29 which
has 21 parameters. It is in fact a meta-GGA, since it depends
not only on the density and its gradients but also on the
orbital-dependent local kinetic energy densityt. In another
approach, Hamprecht, Cohen, Tozer, and Handy30 developed
a series of HPDFs whose 15 parameters were fit simulta-
neously to experimental data and toab initio xc potentials.
The resultant HCTH93, HCTH147, and HCTH407 are dis-
tinguished by the number of molecules~93, 147, or 407! in
the parameter training set. The HPDFs often do as well as, if

not better than, previous hybrid functionals. They are in-
cluded in the present assessment of density functionals for
application to spin-crossover systems. All the functionals
used in this work are reported in Table I.

III. LIGAND FIELD THEORY

High-spin–low-spin bond length differences,

Dr HL5r HS2r LS , ~3.1!

may be estimated using a simple model described by Figgis
and Hitchmann~Ref. 31 p. 146!. Although not used for this
purpose by Figgis and Hitchmann, the model can also be
used to estimate the adiabatic energy difference,

DELH
adia5ELS~r LS!2EHS~r HS!. ~3.2!

This model is briefly reviewed here for application in the
present context.

We assume strictly octahedral@FeL6#21 with Fe–L dis-
tance r LS in their LS @1A1g :(t2g)6(eg)0# state andr HS in
their HS@5T2g :(t2g)4(eg)2# state. Of course, the HS state is
electronically degenerate in Oh symmetry and so will Jahn-
Teller distort, but we presume that the distortion is small
enough to be neglected. Since H2O and NH3 are relatively
weak ligands, the spin pairing energy exceeds the ligand field
splitting,

D5e~eg!2e~ t2g!, ~3.3!

so that the ground-state configuration is HS. The HS→LS
excitation energy at fixedr is

DELH~r !5ELS~r !2EHS~r !52mD~r !1S, ~3.4!

where

m52 ~3.5!

is the number of electrons deexcited from theeg to the t2g

orbitals and the spin pairing energyS is assumed indepen-
dent of r . Thus the vertical excitation energy is~Fig. 1!

DELH
vert5DELH~r HS!. ~3.6!

Two approximations allow us to expressDELH
adia in terms of

DELH
vert. The first is the harmonic approximation for the

breathing mode of the HS state,

EHS~r !5EHS~r HS!1
N

2
kHS~r HS2r !2, ~3.7!

wherekHS is the breathing mode force constant andN56 is
just the number of ligands. The second approximation is for
the geometry dependence of the ligand field splitting. From
various considerations~see Ref. 31 pp. 39 and 69!,

D~r !5DHSS r

r HS
D 2n

, ~3.8!

where typically 5,n,6, with n>5 being a reasonable
choice. Expanding

S 11
r 2r HS

r HS
D 2n

512n
r 2r HS

r HS
1

n~n11!

2 S r 2r HS

r HS
D 2

1¯ ,

~3.9!

TABLE I. Summary of functionals used in the present study.

Functional Year Citation Type

Xa 1951 64 Local Exchange only
LDA 1980a 11 Local Exchange correlation
P86 1986 77 GGA Correlation only
B 1988 17 GGA Exchange only
LYP 1988 18 GGA Correlation only
PW91 1991 78 GGA Exchange correlation
B3LYP 1994 22 Hybrid Exchange correlation
PBE 1996 23 GGA Exchange correlation
RPBE 1998 79 GGA Exchange correlation
HCTH93 1998 30 GGA Exchange correlation
HCTH107 1998 30 GGA Exchange correlation
HCTH407 1998 30 GGA Exchange correlation
VSXC 1998 29 Meta-GGA Exchange correlation
PBE0 1999 24 Hybrid Exchange correlation
B3LYP* 2002 5 Hybrid Exchange correlation

aVWN parametrization~Ref. 13!.

044110-3 Comparison of density functionals J. Chem. Phys. 122, 044110 (2005)

Downloaded 03 May 2006 to 129.194.8.73. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



and truncating to linear order gives the expression actually
used in the model, namely,

D~r !'DHSS 11n
r HS2r

r HS
D . ~3.10!

The two aforementioned approximations lead to

ELS~r !2EHS~r HS!

5DELH~r !1
N

2
kHS~r HS2r !2

52mD~r !1S1
N

2
kHS~r HS2r !2

52mS 11n
r HS2r

r HS
DDHS1S1

N

2
kHS~r HS2r !2. ~3.11!

Minimizing with respect tor leads to

Dr HL5
nm

N

DHS

kHSr HS
. ~3.12!

This formula is known to work well in a number of cases
~Ref. 31, Table 7.1, p. 147!. For r 5r LS in Eq. ~3.11!, we
obtain the formula for the adiabatic excitation energy

DELH
adia5DELH

vert2
N

2
kHS~Dr HL!2. ~3.13!

Note that there is something clearly disturbing about this
latter formula since it implies the same force constant for the
LS state as for the HS state@see Eq.~3.11!#. This is a con-
sequence of keeping no more than linear terms in the expan-
sion of D(r ). Keeping quadratic terms leads to unphysical
result thatkLS,kHS and results in an even more serious deg-
radation of calculatedDr HL when compared with experi-
ment.

These equations are practical and reasonably reliable.
The reliability of the equations comes from decades of LFT
experience.31 They are practical because geometric quantities
such askHS and r HS are measurable or~as we shall see!
relatively easy to calculate. The ligand field splitting may be
estimated asD(r HS)5 f g using tabulated data forf and g.
The vertical excitation energyDELH

vert may be determined
from the appropriate Tanabe-Sugano diagram and appropri-
ate values of the Racah parametersB and C Racah param-
eters: LFT estimations very much depend upon which

Tanabe-Sugano diagram one takes. The one most often re-
produced in the literatures setsC/B54.8 which according to
Tanabe and Sugano is the correct ratio for Co~III !. We use
the ratio 4.41 which according to Tanabe and Sugano is more
appropriate for Fe~II !. This diagram is the one we can find in
the book by Figgis and Hitchman.31 Then, we have to choose
the value to take forB: Figgis give B51080 cm21 with
C/B54.42, Tanabe-Sugano32 give B5917 cm21 with C/B
54.41, Griffith33 givesB51058 cm21 with C/B53.69, and
Schäfer34 gives B5897 cm21 with C/B54.3. Then, we
have to reduce the value ofB by an orbital reduction factor
b. In order to stay consistent, we choose to take all values
and Tanabe-Sugano diagram as given by Figgis and Hitch-
man. The results are quantitatively quite useful but the pres-
ence of rough approximations at some steps emphasizes the
desirability of a more rigorous model.

Input parameters and calculatedDr HL and DEHL
adia are

given in Table II for the two molecules treated in this paper.

IV. AB INITIO REFERENCE CALCULATIONS

Our objective is to assess the relative performance of
different density functionals for calculation of the properties
of small Fe~II ! octahedral coordination complexes by direct
comparison with zero-temperature gas phase nonrelativistic
ab initio quantum chemistry calculations of the highest pos-
sible quality, in the sense that they are at the limit of what is
currently computationally feasible. We have carried out such
calculations using two different computational methods,
namely, ~i! the well-established method of complete active
space ~CAS! ~Ref. 35! multiconfiguration self-consistent
field ~SCF! calculations with and without second-order per-
turbation theory~PT2! corrections36,37 and ~ii ! spectroscopy
oriented configuration interaction~SORCI! ~Ref. 38! calcu-
lations based on the difference dedicated configuration inter-
action~DDCI! method of Malrieu and co-workers.39,40There
is an extensive experience with CASPT2 calculations and its
strengths and limitations are now well known.41 In particular,
as will be made clear below, the size of the CAS grows
rapidly as new orbitals are included, so that only a limited
number of orbitals may be included in the CAS. Furthermore
the inclusion of dynamical correlation at the PT2 level is
often insufficient for 3d transition metal complexes, partly
because of practical difficulties using very large basis sets
and partly because of the restriction to second order in the
perturbation theory. The deficiencies are countered by the
use of empirical ‘‘atomic corrections.’’ In principle, the
DDCI approach used in the SORCI method allows the accu-
rate calculation of differential dynamical correlation with a
smaller number of configurations. The SORCI method is
relatively different and so necessarily less well characterized,
though all indications are that it works well.

A. CASSCF and CASPT2 calculations

1. Computational details

Our CASSCF and CASPT2 calculations were carried out
with the programMOLCAS.42 The orbital basis sets used were
of 6-31G** quality.43,44 This corresponds to basisD in pa-

FIG. 1. Representation of the potential wells for the quintet and singlet
states with the different quantities cited in the text.
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per I, which was the largest basis set~178 functions! for
which we could perform CASPT2 calculations on the com-
puters available to us. The choice of the active space was
governed by the desire to include a maximum of orbitals in
the CAS while keeping the calculations down to a practical
size. In particular, we have accounted for the so-called ‘‘3d
double shell effect’’45–47which says that the inclusion in the
CAS of all molecular orbitals containing significant metal 3d
contributions is critical for describing the large radial corre-
lation effects present in the type of complex being studied
here. This means that the CASSCF performs a full CI calcu-
lation on 12 electrons distributed over 10 orbitals, denoted
CASSCF~12,10! and CASPT2~12,10!. See paper I for ad-
ditional details regarding the choice of active space. Auto-
matic structure optimization and frequency calculations~to
confirm minima! were carried out at the CASSCF level. This
was not possible at the CASPT2 level where only single
point calculations were performed. As already mentioned,
although we have carried out CASSCF and CASPT2 calcu-
lations close to the limit of what we can do on the computers
available to us, such calculations are known to require an
empirical atomic correction for missing dynamical
correlation.8,48 This correction which is described in greater
detail in paper I, assumes that the missing correlation is pri-
marily localized on the iron atom and so may be estimated
by comparing CASPT2 calculations space and orbital basis
set with known experimental excitation energies. The HS-LS
energy difference is calculated as~paper I!

DELH
shifted5DELH

direct1~DEatom
expt2DEatom

calc !. ~4.1!

2. Results

The necessaryab initio calculations are far from trivial.
An often cited objective for ‘‘chemical accuracy’’ is 1 kcal/
mol (350 cm21), but errors of 5 kcal/mol (1 750 cm21) are
more typical in goodab initio calculations.49,50Electron cor-
relation is especially difficult to treat in compounds contain-
ing 3d transition metals such as Fe. In our earlier work,8 our
best estimate of the true~i.e., complete CI! value ofDELH

adia

for @Fe(H2O)6#21 were 12 350 cm21, based upon a
CASPT2 calculation with a 3 000 cm21 atom-based empiri-
cal shift8 ~labeled CASPT2corr! needed to include important
dynamic correlation effects not present in the CASPT2 cal-
culation, and 13 360 cm21, obtained by the SORCI method
with its difference-dedicated CI philosophy.39,40 The same
strategy applied to@Fe(NH3)6#21 in the context of the
present work gives 9 120 cm21 from CASPT2 with the
atom-based empirical shift.

B. SORCI calculations

1. Computational details

SORCI calculations were carried out with theORCA

package51 at the B3LYP/TZVP optimized geometries. The
SORCI method is a combination of several different many-
body techniques. It is described in detail in Ref. 38. We
confine ourselves here to recalling some of the basic steps
taken during the calculation and to defining the basis sets and
thresholds that we used.

Two relatively extensive basis sets were used in the cal-
culations. BasisC ~312 functions! consists of the triple-z
~TZV! basis of Scha¨fer et al.52 augmented with one set of
p-functions for H (5s1p contracted to 3s1p; 311/1! and two
sets ofd-functions for N ~11s6p2d contracted to 5s3p2d;
62111/411/11! with polarization exponents taken from the
TURBOMOLE library. @Basis sets were obtained from the file
transfer protocol~ftp! server of the quantum chemistry group
at the University of Karlsruhe~Germany! under ftp://
ftp.chemie.uni-karlsruhe.de/pub/basen#. The metal in Basis
C is described by the Wachters basis53 with two sets of
p-type polarization functions and threef -sets contracted in a
2,1 fashion by Bauschlicheret al.54 (14s11p6d3 f contracted
to 8s6p4d2 f ; 62111111/331211/3111/21!. The second basis
set~BasisD, 423 functions! is more extensive and features a
second set ofp-polarization functions on H and an additional
f -set for N ~TZVPP! basis. The metal is described by the
recently developed quadruple-z55 quality basis of the Ahl-
richs group which already contains diffusep andd sets and
is augmented with three sets off -polarization functions
~QZVP, theg-function in the original QZVP basis was de-
leted; 24s18p10d3 f contracted to 11s6p5d3 f ;
11,4111111111/951111/61111/111!. The fitting basis for the
resolution of the identity~RI! approximation used in the
ORCA correlation package where those developed for RI-
MP2 by Weigendet al.56 and in the case of the QZVP iron
basis was taken from unpublished work in theTURBOMOLE

library. For technical reasonsh and i functions contained in
this fit basis had to be deleted.

A simplified flow diagram of the SORCI algorithm is
given in Fig. 2. The first step is to construct a set of occupied
and virtual orbitals whose configurations define an initial ref-
erence spaceS0 . This was done starting from spin-averaged
Hartree-Fock orbitals57 with six electrons in the five iron
d-based molecular orbitals. The virtual orbitals were im-
proved by diagonalizing aN21 electron Fock operator in

TABLE II. Parameters entering into and results of the simple model de-
scribed in the text. Experimental data and corresponding results are given in
parentheses.

LFT parameters

@Fe(NH3)6#21 @Fe(H2O)6#21

From LFT
DHS

a 12 500 cm21 10 000 cm21

DELH
vertb 9200 cm21 15 500 cm21

From DFTc

nHS 304 cm21 344 ~379! cm21 d

r HS 2.260 Å 2.126~2.12! Åe

Results
kHS 0.933105 dyn cm21 1.263105 (1.53105) dyn cm21

Dr HL 0.198 Å 0.126~0.11! Å
DELH

adia 5000 cm21 12 000~12 500! cm21

aDHS5 f g ( f andg are tabulated, see, e.g., Ref. 31, P. 219!.
bFrom thed6 Tanabe-Sugano diagram and appropriate values of the Racah
parametersB andC ~see text!.

cThese are averages quantities over several DFT results.
dFrom Ref. 80.
eAveraged over known structures.
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the virtual space where the additional hole is smeared out
over all occupied orbitals participating in the correlation
calculation.58 Since the core orbitals with energies less than
25 Eh (Eh51 hartree! were frozen this amounts to the full
valence space. No virtual orbitals were neglected in the cor-
relation calculations.

In the following step the orbital space is partitioned into
internal, active, and external~virtual! MOs, and a CAS-CI
calculation is performed in the active space@in the present
case, this is a CAS~6,5!#. From this small CI the configura-
tions with a weight exceeding the threshold valueTpre (1024

in this study! are selected and the Hamiltonian is diagonal-
ized again in the reduced reference space to give the zeroth-
order multiconfigurational many electron wave functionsu0&
and energiesE0 for each state of interest.

This is followed by second-order Møller-Plesset pertur-
bation theory within a restricted set of excited configurations,
namely, within a difference-dedicated configuration interac-
tion ~DDCI! set. The density corresponds to the zeroth-order
states used to define a spin-averaged Fock-type operator, the
diagonal elements of which are used to define orbital ener-
gies which are used in the diagonal definition of the zeroth-
order Hamiltonian

Ĥ0,diag5(
p

epâp
1âp ~4.2!

~details are found in Refs. 59, 60!. The program proceeds by
constructing the properly spin-coupled single and double ex-
citations uI & relative to each individual reference configura-
tion in u0&. Configurations are sorted into the weakly and
strongly interacting subspaces according to the diagonal
second-order energy estimate, i.e., configuration state func-
tions ~CSFs! with

u^0uĤuI &u2~^I uĤ0,diaguI &2^0uĤ0,diagu0&!21>Tsel ~4.3!

are part of the strongly interacting subspaceR8 and the re-
maining CSFs are part of the weakly interacting subspaceR9

(Ĥ is the full Born-Oppenheimer Hamiltonian!. The thresh-
old Tsel was set as 1026 Eh in this study. After the selection
step, which is initially carried out in the difference-dedicated
CI ‘‘2’’ ~DDCI2! subspace of the first-order interacting
space, theR81S1 space is diagonalized. This makes the
method immune to intruder states and includes the electronic
relaxation of the reference wavefunction in the dominant part
of the ‘‘correlation field.’’

The resulting CI first-order densities are averaged over
all states of interest and the approximate average natural or-
bitals ~AANOs! with significant occupations~according to a
third thresholdTnat set to 1025 in this study! are produced
for the second step of the procedure. This second step is a
selected DDCI3 calculation in the AANO basis.

The CI energies after this second step are corrected for
higher than double excitations using the approximate multi-
reference Davidson correction,61,62 EI

corr , and the energetic
effect of theR9 space,EI

unsel, is calculated with diagonal
MR-MP2 theory as described above using the relaxed refer-
ence part of the final DDCI3 wave function.

2. Results

SORCI calculations were carried out for the B3LYP/
TZVP HS and LS optimized structures with the two rela-
tively extensive basis setsC andD. The larger basis setD
leads to a further increase in transition energies by
;1000 cm21 compared to the already rather flexible basisC
~Table III!.

Since SORCI does not lend itself well to the calculation
of adiabatic transition energies due to the neglect of inactive
double excitations, some estimate of the relaxation energy
for each electronic state needs to be provided. At the B3LYP/
TZVP level the relaxation energy for the HS state was found
to be 6488 cm21 while that of the low-spin state was calcu-
lated to be 5083 cm21. If these numbers are combined with
the SORCI results for the vertical transition energy in order
to arrive at an estimate of the adiabatic transition energy, two
equivalent cycles @leading to estimatesDELH

adia(1) and
DELH

adia(2)] can beconceived which would lead to identical
results if all energies would be calculated with the same
method and basis set,

DELH
adia~1!5DELH

vert~HS!2DELH
relax~LS!,

~4.4!
DELH

adia~2!5DELH
vert~LS!1DELH

relax~HS!.

Here DELH
vert(HS) and DELH

vert(LS) are the vertical transition
energies at the optimized HS and LS geometries, respec-
tively, and DELH

relax(LS) and DELH
relax(HS) are the relaxation

energies for the low-spin and and high-spin states, respec-
tively. They are defined as the energy of the low-spin state at
the high-spin geometry minus the energy of the low-spin
state at the low-spin geometry and equivalently for the high-
spin state. The results are summarized in Table III. The entry
DELH

adia(SORCI) is the straightforward adiabatic energy from

FIG. 2. Diagram of the SORCI algorithm~based on Fig. 1 of Ref. 38!,
showing the principle steps and the three thresholds,Tpre , Tnat , andTsel .
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SORCI calculations which do not take any inactive double
excitation into account and should therefore be viewed with
caution.

In general, the results are pleasingly consistent in the
sense that DELH

adia(1) and DELH
adia(2) differ only by

;200 cm21 which is within the uncertainty of the method.
The results for basisC and basisD differ by ;1000 cm21

and we conclude that the best estimate of the adiabatic tran-
sition energy from SORCI is;11 000 cm21, which is in
reasonable agreement with the empirically corrected
CASPT2 calculations.

V. VALIDATION OF DENSITY FUNCTIONALS

The quality of approximate density functionals for xc
energy has gradually improved since the introduction of the
local density approximation by Kohn and Sham11 ~some
would say, since the exchange functional of Dirac63 and sub-
sequentXa approximation64!. This improvement seemed to
have accelerated since the introduction of GGAs in the 1980s
and of hybrid functionals in the 1990s. It is nowde rigueur
for the functionals to be tested against the popular Gn (n
51,2,3) sets of comparison data.65–68However this is a nec-
essary, but not a sufficient, test of the general validity of an
xc functional. The Gn sets are notoriously weak in test data
for compounds containing transition metals. The Gn test sets
also tend to be heavily weighted towards ‘‘normal’’ covalent-
type bonding. Our interest is in the relative geometries and
energetics of transition metals complexes in different spin
states. In this section we present results extending our previ-
ous work8 on @Fe(H2O)6#21 to several new functionals and
present results for@Fe(NH3)6#21, a compound not previ-
ously considered but which brings us~arguably! closer to the
FeN6 configuration often seen in Fe~II ! spin-crossover
compounds.3

A. Computational details

The DFT calculations reported here were carried out
with GAUSSIAN,69 ORCA,51 andADF.70 These programs differ
in several respects, among the algorithmic differences, the
most important is certainly thatGAUSSIAN andORCA use ba-
sis sets of Gaussian-type orbitals~GTOs! while ADF uses
Slater-type orbital~STO! basis sets. These two types of basis
sets behave rather differently and it is difficult to saya priori
which GTO and STO basis sets should be of comparable
quality, though calculations carried out with identical func-
tionals and the two types of basis sets permit a rough corre-
spondence to be made. This was done in Sec. IV C of paper
I where it was pointed out that the TZ2P STO basis gave

results comparable to those obtained with a TZVP GTO basis
set. The basis sets used in this study are summarized in Table
IV.

At the SCF level, convergence to the wrong electronic
state was less frequently encountered than in the previous
study with the previous version ofGAUSSIAN.71 This problem
has apparently been overcome by different convergence al-
gorithms and, in particular, the more robust fractional occu-
pation convergence algorithm.72,73

B. Optimized geometries

We first consider the geometrical structures of the free
gas phase cations. As remarked in our earlier work,8 avail-
able comparison data does not allow us to make fine distinc-
tion between@Fe(H2O)6#21 geometries optimized using dif-
ferent density functionals. This is partly because all
functionals beyond the LDA level~except perhaps the RPBE
functional! give relatively good geometries and partly be-
cause available experimental data is for crystals where cation
structure is heavily influenced by~among other things! the
nature of the counter ions. The same observation may be
made for@Fe(NH3)6#21. We thus focus on identifying trends
among geometries obtained using various functionals.

Both @Fe(H2O)6#21 and @Fe(NH3)6#21 are octahedral
complexes. According to the simple LFT model, the HS elec-
tronic state is degenerate in Oh symmetry. We should there-
fore expect a Jahn-Teller distortion. As evidenced by our
earlier work,8 this effect is small in @Fe(H2O)6#21. In
@Fe(NH3)6#21, the axial Fe–N bonds are found to be only
about 0.020 Å longer than the equitorial Fe–N bonds in cal-
culations with our more complete basis sets (B or C9). A
superposition of HS and LS geometries is shown in Fig. 3.
Figure 3 of Ref. 8 shows a superposition of HS and LS
geometries for@Fe(H2O)6#21.

Since the Jahn-Teller distortion is small, we will focus
on average iron-ligand bond lengths. These bond lengths de-
pend somewhat on the choice of basis set used for the cal-
culation. Our @Fe(NH3)6#21 calculations were carried out
with the 6-31G** basis set (A) and the more flexible TZVP
basis set of Ahlrichs (B). Figure 4 shows that the bond
length differences also depend upon the functional, with
bond lengths being longer for basis setB than for basis set
A. The inverse trend for basisA9 and C9 is observed for
calculations with ADF but it must be kept in mind that these
STO bases are not the same as the GTO bases. Basis set
convergence for@Fe(H2O)6#21 geometries has been dis-
cussed in our earlier work.8 Most importantly, the value of
Dr HL (;0.20 Å) is relatively large compared to variations

TABLE III. Vertical and adiabatic transition energies calculated with the SORCI method for the@Fe(NH3)6#21

complex at the B3LYP/TZVP optimized HS and LS geometries.

Basis

Vertical transition energies (cm21) Adiabatic transition energies (cm21)

DELH
vert(HS) DELH

vert(LS) DELH
adia(1) DELH

adia(2) DELH
adia(SORCI)

C 16 635 5455 10 247 10 538 11 278
D 17 780 6315 11 293 11 398 13 277

044110-7 Comparison of density functionals J. Chem. Phys. 122, 044110 (2005)

Downloaded 03 May 2006 to 129.194.8.73. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



in r HS ~0.030 Å! and r LS ~0.050 Å! due to differences be-
tween the two basis sets.

Figures 5 and 6 summarize the various bond distances
obtained for the HS and LS states of@Fe(H2O)6#21 and
@Fe(NH3)6#21 using various methods and basis sets. In the
ideal case thatDr HL is independent of the method used for
the calculation,

r HS5r LS1Dr HL . ~5.1!

This relationship is indeed found for@Fe(H2O)6#21 to a re-
markably good approximation~Fig. 5!. A least-squares fit
gives

r HS50.905r LS10.325 Å. ~5.2!

Figure 6 shows a less strong linear correlation betweenr HS

and r LS for @Fe(NH3)6#21, with a least-square fit result,

r HS50.669r LS10.896 Å. ~5.3!

What is most important is that the overall ordering of
points, corresponding to results with different functionals, is
roughly the same for@Fe(H2O)6#21 and for@Fe(NH3)6#21.
The two local approximations (Xa and LDA! give the short-
est bond lengths~both HS and LS!. The LDA is known to
overbind: bonds tend to be too short. The GGAs correct this
and lead generally to a lengthening of the bonds, as observed
in the present results. One GGA stands out as giving mark-
edly longer bonds and this is the RPBE functional. Within
the cluster of points representing GGAs and hybrids other
than the RPBE GGA, the ordering of bond length is very
roughly: PW91, PBE, BP86, PBE0,B3LYP* , B3LYP,
BLYP,HCTH407, VSXC. The longest bond lengths are ob-
served with the twoab initio methods~HF and CASSCF!.
These latter methods include little electron correlation~none
in the case of HF and only a small amount of static correla-
tion in the CASSCF case!.

C. Energetics

The HS-LS energy difference is a far more sensitive test
of the quality of a density functional than is the structure. As

previously mentioned, although experimental data is avail-
able indirectly for small compounds such as@Fe(H2O)6#21

and @Fe(NH3)6#21 through ligand field parameters, we be-
lieve that the ability to compare with the results ofab initio
calculations provides a valuable complement to previous as-
sessments of density functionals for larger compounds.

We thus expect the true value ofDELH
adia for

@Fe(NH3)6#21 to be in the range 9 000– 11 000 cm21. These
results are consistent with the results of the simple LFT
model of Figgis and Hitchmann which gives, respectively,
12 000 cm21 and 5 000 cm21 for DELH

adia for @Fe(H2O)6#21

and@Fe(NH3)6#21. Thus, in this case, both sophisticatedab
initio calculations and simple empirical-based LFT calcula-
tions basically agree with each other.

Figure 7 and Table V summarizes the results of our DFT
calculations ofDELH

adia for @Fe(H2O)6#21 and@Fe(NH3)6#21.
In this bar graph,ab initio results are grouped on the left-
hand side~LHS! followed by the LFT result, then comes the
results for local functionals, followed by GGAs, then HP-

FIG. 3. Superposition of the LS~light! and HS~dark! @Fe(NH3)6#21 geom-
etries optimized at the PBE0/B level of calculation.

TABLE IV. Summary of basis sets used in this work.

Name

Basis sets

Fe N H Size

Contracted Gaussian-type orbitals
A 6-31G* a 6-31G* b 6-31G** b 208
B TZVP Ahlrichsc TZVP Ahlrichsc TZVP Ahlrichsc 255
C (8s6p4d2f ) Wachtersd TZVP Ahlrichse,c TZVP Ahlrichse,c 312
D (11s6p5d3f ) QZVP Ahlrichsf TZVPP Ahlrichse,c TZVPP Ahlrichse,c 423

Slater-type orbitals
A9 DZg DZg DZg 137
C9 TZ2P1g TZ2Pg TZ2Pg 457

aReference 44.
bReference 43.
cReferences 52, 81.
dReferences 53, 54.
ePolarization exponents taken fromTURBOMOLE library.
fReference 55.
gTaken fromADF library.
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DFs, and finally on the right-hand side~RHS! are hybrid
functionals. For each functional the left~light! bar is for
@Fe(NH3)6#21 and the right~dark! bar is for@Fe(H2O)6#21.

Let us focus first on trends among density functionals. It
is remarkable that the@Fe(NH3)6#21 DFT bars in Fig. 7 very
much resemble a rigid lowering of the@Fe(H2O)6#21 DFT
bars in Fig. 7. That is, there appear to be definite molecule-
independent trends in the values ofDELH

adia calculated with
different functionals. The trends forDELH

adia are roughly:
LDA,Xa, BP86, BLYP, PW91, PBE,RPBE, VSXC,
PBE0, B3LYP, B3LYP* ,HCTH407. These are not the same
trends observed forDr HL ~LDA, Xa,PW91, PBE, BP86,
PBE0,B3LYP* , B3LYP, BLYP,HCTH407, VSXC!.

Paulsen and Trautwein10 have found in their calculations
on larger spin-crossover compounds that good agreement
with experimental~condensed phase! values ofDELH

adia for

several ligands could be obtained by a method-dependent,
but ligand independent, shift which bringsDELH

adia into agree-
ment with the experimental values for a single choice of
ligand. That is,

DDELH
adia~M !5DELH

adia~L,M !2DELH
adia~L,X!, ~5.4!

where L represents the choice of ligand,M the computa-
tional method, andX the experimental result. It follows that

DDELH
adia~L,L8!5DELH

adia~L,M !2DELH
adia~L8,M !

5DELH
adia~L,X!2DELH

adia~L8,X! ~5.5!

should be roughly independent of the choice of computa-
tional method. Figure 8 shows that this is indeed roughly the
case for different density functionals as long as we exclude
the two local approximations. However, as opposed to the

FIG. 4. Comparison of metal-ligand
bond length for the high- and low-spin
states of@Fe(NH3)6#21 with the two
basis setsA andB ~with the two basis
sets A9 and C9 for the ADF calcula-
tions!.

FIG. 5. Comparison of metal-ligand bond length for the
high- and low-spin states of@Fe(H2O)6#21 with the
basis setB ~with the basis setC9 for the ADF calcula-
tions!.
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experience of Paulsen and Trautwein,10 we find that the con-
stant is markedly different than that obtained from ourab
initio and LFT calculations.

Unlike the case ofDr LH where all the DFT values were
too close to each other and to best estimates of the true value,
the different DFT values ofDELH

adia differ significantly from
our best estimates. We can thus try to assess which is the best
functional for estimating this property.

The adiabatic HS-LS energy difference is overestimated
at the HF level. Including electron correlation reduces the
values, giving our best estimates~labeled CASPT2corr and
SORCI!. These latter results are reproduced reasonably well
by the LFT model. After that comes our DFT results for the
two molecules. The LDA seriously underestimatesDELH

adia,
consistent with the DFT pairing-energy problem which over-
stabilizes low-spin states with respect to high-spin states.
While this underestimation is less severe for traditional
GGAs, it is still severe. The RPBE GGA is special in that it
gives a larger value ofDELH

adia than the GGAs on its LHS and
gives a value ofDELH

adia in reasonable agreement with our best
estimate of the true value. The HPDFs on the RHS of the
RPBE functional give even larger values ofDELH

adia, even
exceeding in some cases our best estimate of the true value.
The various hybrid functionals give values of which are
more or less comparable to those of the HPDFs.

A closer examination~Fig. 7! suggests that the best func-
tionals for DELH

adia are RPBE, HCTH407, VSXC, B3LYP,
PBE0, and B3LYP* , with the best agreement with our best
ab initio estimates obtained for the VSXC and PBE0 func-
tionals. This is certainly what one might have hoped, namely
that the quality of density functionals is increasing with the
time and effort spent on generating better functionals~albeit
not necessarily monotonically nor without caveats74!.

VI. CONCLUSION

This paper is a continuation of our work8 assessing
density-functionals for their ability to properly predict
changes in molecular geometries and energies associated

with a change in spin. This work has been motivated, in
particular, by our interest in iron~II ! compounds because of
their ability to exhibit spin-crossover phenomena making
them interesting case studies for solid state molecular optical
switches.3 Molecular switches75 are, of course, highly inter-
esting because of the present international interest in devel-
oping nanotechnology. In particular, spin-crossover phenom-
ena in transition metal compounds is the subject of three
recent volumes of the seriesTopics in Current Chemistry.1

Nevertheless the ability of density-functionals to properly
treat different spin states is by no means limited to material
science as has been nicely emphasized in a recent review on
chemical reactivity by Harvey.9

Previous work aimed at assessing density functionals for
the treatment of spin-crossover phenomena focused on larger
compounds and test data obtained from condensed matter
experiments.4–7,10Although highly valuable, we feel that this
work can be clouded by the difficulties of comparing gas
phase computed values with condensed phase experimental
values for compounds such as these where environmental
effects are known to be highly significant.3,27That is why we

FIG. 6. Comparison of metal-ligand bond length for the
high- and low-spin states of@Fe(NH3)6#21 with the
basis setB ~with the basis setC9 for the ADF calcula-
tions!.

FIG. 7. DELH
adia for @Fe(H2O)6#21(dark bar) and@Fe(NH3)6#21(light bar).
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have chosen to focus, in the first instance, upon small com-
pounds such as@Fe(H2O)6#21 and @Fe(NH3)6#21. The
drawback of this approach is that very little experimental
data is available for these compounds and so our primary
comparison has been with the results of our own CASPT2
and SORCI calculations which we believe to be among the
best in the literature for these compounds. In addition, it is
interesting to note that they agree reasonably well with the
results of a simple empirically based LFT calculation.

In paper I,8 we reported ourab initio calculations for
@Fe(H2O)6#21 as well as calculations using the density func-
tionals Xa, LDA, BP86, BLYP, PW91, B3LYP, PBE, and

RPBE. Previous work had pointed out the existence of what
might be called the ‘‘density-functional theory pairing-
energy problem’’ where the LDA overstabilizes low-spin
states relative to high-spin states~see Ref. 8 for a thorough
discussion!. This problem is reduced but not eliminated by
the GGAs BP86, BLYP, PW91, and PBE. We did however
show that it is largely corrected for@Fe(H2O)6#21 by the
RPBE and B3LYP functionals.8 Since then other highly pa-
rametrized density functionals~HPDFs! have become more
widely available, making it interesting to extend the assess-
ment of paper I to the HCTH family of functionals
~HCTH93, HCTH147, and HCTH407!, the VSXC func-
tional, as well as the hybrid functional PBE0. In all, 13 func-
tionals have now been evaluated for spin-state dependent
changes in the geometry and total energy of@Fe(H2O)6#21.
We also wanted to extend our study to at least one other
molecule, which we have done here in the case of
@Fe(NH3)6#21.

We find definite and distinct trends in the ability of dif-
ferent functionals to treat these complexes. All GGAs and
hybrid functionals appear to do an acceptable job of treating
changes in the geometries of these coordination complexes.
Trends inDr HL are

Dr HL : HCTH407,Xa.LDA, PW91, PBE, BP86,

RPBE.BLYP, PBE0, B3LYP* , B3LYP.VSXC.

This is not the same trends observed inDEHL
adia,

DEHL
adia: LDA,Xa, BP86, BLYP, PW91,

PBE, B3LYP* , RPBE, VSXC, B3LYP,

PBE0,HCTH407.

Since ourab initio calculations provide best estimates of
DEHL

adia, we are able to say with some confidence that the
VSXC and PBE0 functionals~among functionals tested here!
are the best functionals for calculating the adiabatic HS-LS
energy difference in@Fe(H2O)6#21 and @Fe(NH3)6#21,
though B3LYP, B3LYP* , RPBE, and HCTH407 are also
quite good.

Although these results are encouraging, it may be useful
to end on a note of caution. Since@Fe(H2O)6#21 and
@Fe(NH3)6#21 are quite simple model compounds one
should question their usefulness when trying to understand
more complicated spin-crossover systems. Antolovic and
Davidson76 have suggested that dispersion forces are needed
in the quantitative description of coordination bonding and
DFT is commonly believed to severely underestimate disper-
sion forces. If dispersion forces are really needed for a quan-
titative description of coordination bonding, we may be get-
ting ‘‘the right answer for the wrong reason,’’in which case
extrapolation to the case of true spin-crossover complexes
may or may not be possible. We are thus looking forward
with some excitement to see what happens as we extend our
investigations to larger compounds which better reflect spin-
crossover chemistry. We are in the course of carrying out
such tests.

TABLE V. @Fe(NH3)6#21 and @Fe(H2O)6#21 HS-LS energy differences.

HS-LS energy differences (cm21)
Method @Fe(NH3)6#21 @Fe(H2O)6#21

MOLCASa

CASSCF~12,10! 20 630/16 792 21 180/17 892b

CASPT2~12,10! 12 963/9125 16 185/12 347b

ORCA

SORCI/C 10 390c 13 360b

SORCI/D 11 250c

LFT

LFT 5000 12 000

GAUSSIAN

Xa/A 21238 11 280b

Xa/B 2695 11 040b

VWN/A 28817 3316b

VWN/B 28187 3896b

BP86/A 2241 8985b

BP86/B 2790 8798b

BLYP/A 488 8564b

BLYP/B 161 8548b

PW91/A 2299 9271b

PW91/B 2617 9232b

PBE/A 581 10 181b

PBE/B 147 10 081b

HCTH93/A 10 299 19 062
HCTH93/B 9430 18 779
HCTH147/A 9344 18 435
HCTH147/B 8576 18 211
HCTH407/A 10 682 19 789
HCTH407/B 9962 19 631
VSXC/A 6991 14 860
VSXC/B 5928 13 975
B3LYP* /A 3651 10 519
B3LYP* /B 3226 10 456
B3LYP/A 5260 11 514b

B3LYP/B 4978 11 465b

PBE0/A 7799 14 676
PBE0/B 7195 14 504
HF/A 25 667 27 627
HF/B 26 381 28 796

ADF

PBE/A9 2498
PBE/C9 2640 9056b

RPBE/A9 2911
RPBE/C9 2744 11 844b

aThe notationX/Y indicates~Y! and without~X! atomic corrections from
Ref. 8.

bReference 8.
cGeometries relaxation energy obtained from B3LYP/TZVP calculations.

044110-11 Comparison of density functionals J. Chem. Phys. 122, 044110 (2005)

Downloaded 03 May 2006 to 129.194.8.73. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



ACKNOWLEDGMENTS

This study was carried out in the context of thegroupe
de recherche en Commutateurs Optiques Mole´culaires à
l’Etat Solide ~COMES!, groupe de recherche en density-
functional theory~DFT! and the working group COST D26/
0013/02. A.F. would like to acknowledge the FrenchMinis-
tère d’Educationfor a Bourse de Mobilite´. M.E.C. and A.F.
would like to thank Pierre Vatton, Denis Charapoff, Marie-
Louise Dheu-Andries, and Re´gis Gras for technical support
of the LEDSS andCenter d’Expe´rimentation pour le Calcul
Intensif en Chimie~CECIC! computers used for many of the
calculations reported here and would also like to acknowl-
edge supercomputer time at theInstitut du Développement et
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