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Robust analysis of the central tendency, simple anahultiple regression
and ANOVA: A step by step tutorial.

Analisis robusto de la tendencia central, regresiégimple, multiple y ANOVA: Un tutorial paso a
paso.

Delphine S. Courvoisier and Olivier Renaud
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ABSTRACT

After much exertion and care to run an experimesioicial science, the analysis of data should estimed by an
improper analysis. Often, classical methods, like tnean, the usual simple and multiple linear sjoms, and the
ANOVA require normality and absence of outliers,jishhrarely occurs in data coming from experimefts palliate to this
problem, researchers often use some ad-hoc melikedbe detection and deletion of outliers. Irsthitorial, we will show
the shortcomings of such an approach. In particutarwill show that outliers can sometimes be \giffjcult to detect and
that the full inferential procedure is somewhatatied by such a procedure. A more appropriaterandiern approach is to
use a robust procedure that provides estimatidarence and testing that are not influenced byymgl observations but
describes correctly the structure for the bulkhaf tata. It can also give diagnostic of the distanfcany point or subject
relative to the central tendency. Robust proceduess also be viewed as methods to check the apatepess of the
classical methods. To provide a step-by-step taltowe present descriptive analyses that allowaresers to make an
initial check on the conditions of application bétdata. Next, we compare classical and robushaliges to ANOVA and
regression and discuss their advantages and disadys. Finally, we present indices and plots #rat based on the
residuals of the analysis and can be used to deterihthe conditions of applications of the analysare respected.
Examples on data from psychological research itsteach of these points and for each analysispitd R code is
provided to allow the readers to apply the techesqoresented throughout the article.

Key words: robust methods; ANOVA,; regression; diagnosticjierg

RESUMEN
A menudo, métodos clasicos como la media, la régresmple y multiple, y el analisis de varianzaN@VA),

requieren que los datos se distribuyan normalmgetén exentos de valores extremos, 10 que etigaéds inusual. Los
investigadores tipicamente usan métodos como &ccén y eliminacion de valores extremos como updida para que
los datos se ajusten a los requerimientos de lésdog clasicos. En este articulo se muestran kagedtjas tal practica.
En particular, se muestra que los valores extremlganas veces pueden ser dificiles de detectataafbx asi la
interpretacién de los resultados. Se propone eatonn método mas apropiado y moderno que se bagi@esdimientos
robustos en donde los valores extremos no afestatidtos permitiendo una interpretacion mas adecdedos mismos. Se
presenta un tutorial paso a paso de un analis@igiégo que le permita a los investigadores haoex revision inicial del
método méas apropiado para analizar los datos. Lusga@ompara el ANOVA y la regresion tradicionah gu version
robusta para discutir sus ventajas y desventajaalnfente, se presentan diagramas de los residdaléss andlisis y que
pueden usarse para determinar si las condicionapli@cidon de los analisis son apropiadas. Se ejggmplos tomados de
la investigacion en psicologia para ilustrar laguanentos aca expuestos, y se presenta un codigogumje R para que el
lector use las técnicas aca presentadas.

Palabras clave:métodos robustos, ANOVA, regresion, diagnostieores extremos.
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INTRODUCTION classical test are not respected (see Wilcox, 2008 more

detailed definition). By comparison with classical
Null hypothesis testing is used in 97% of procedures, robust procedures have several adesntag
psychological articles (Cumming et al., 2007). Thiiss  First, they provide a more correct estimation o th
particularly important that such a widely used tdm parameters of interest. Second, they allow an #epos
applied correctly in order to obtain correct partane detection of outliers. With this a posteriori detew, it is
estimates angb-values. Often, classical methods, like thepossible to check if classical analyses would Haglido the
mean, the usual simple and multiple linear regoessiand  correct values. The only disadvantage of robustgutares
the ANOVA require normality and absence of outliersis that, when the conditions of application were fact
which rarely occurs in data coming from experimentgespected, they are slightly less powerful tharssital
(Micceri, 1989). Some analyses require additionaprocedures (Heritier, Cantoni, Copt, & Victoria-Egs
assumptions (e.g., homoscedasticity for ANOVA, se&009).
below). When these conditions of application areg no
respected, parameter estimates, confidence inggraatip- Robust procedures are often described by two
values are not reliable. characteristics. The first characteristic is refficiency.
Efficiency is maximum when the estimator has theelst
Many researchers use ad hoc methods tpossible variance. Relative efficiency compares two
“normalize" variables by either transforming themg(, estimators by computing the ratio of their effidgnn a
logarithmic transformation) or by deleting outlying given condition (for example, see below for deforis and
observations (e.g., deleting observations more ttvem indications on the relative efficiency of biweigleigression
standard deviations from the mean). However, tleee compared to OLS when the errors are Gaussian).
several problems with these methods. The main enobl
with transformation is that the scale of the vaeab The second characteristic of robust procedures is
becomes harder to interpret. Moreover, it is diffidco be  breakdown point. Breakdown point is a global measafr
sure that the transformation chosen really restorethe resistance of an estimator. It correspondsgddrgest
normality. Finally, transformation may not reducket percentage of outliers that the estimator can atéebefore
number of outliers (Wilcox & Keselman, 2005) andigh producing an arbitrary result (Huber, 2004).
solve only part of the problem. There are also #ve
problems with outliers deletion. The first is tloaitliers are One of the reasons why robust procedures are not
difficult to detect. The most common procedure adgrsas used more often is that detailed presentationof to run
outliers all observations that are more than twofi®bh the  these analyses are rare. In this tutorial, we prédsent three
mean (Ratcliff, 1993). However, the mean and theddard step by step robust analyses: central tendency and
deviation used to determine outliers are themselvedispersion measures, regression, and ANOVA.
influenced by outliers, thus yielding inappropriasimates
of central tendency and dispersion (Wilcox & Kesahm ROBUST PROCEDURES: ALTERNATIVE TO SOME

2005; Rousseeuw & Leroy, 1987). Furthermore, bypsim CLASSICAL INDICES AND ANALYSES
removing observations, the standard errors basethen
remaining observations are underestimated, thugiding Each analysis will follow the same presentation

incorrect p-values (Wilcox, 2001). Additionnally, while it and present real data examples.

has been shown that this method leads to low

overestimation of the population's mean, such First, we will present the conditions of applicatso

overestimation is dependent of sample size (Pare@9). of the analysis and the consequences when thesitioon

Finally, especially in the context of multiple regsion, are not respected. Second, before any analysisgpnigal

removing outliers variable by variable does notvpré exploration of the data is always useful. Spedifjcait

from so called multivariate outliers that cannotdpotted allows researchers to make a first check on thetstre of

by any simple method, but that can have a hugednfie the data (e.g., normality, presence of outliergsence of

on the estimation and gitvalues. groups). For multivariate data, it also allows bk if the

data are correlated. Thus, in this second step,wille

Whereas transformation or deletion of some or alexplain how to check these conditions with plotsl/an

observations changes the data themselves, robussts for regression and ANOVA, we also present

procedures change the estimation of the indiceéatefest diagnostic tools to check the suitability of thdfefient

(e.g., central tendency, regression coefficientpbist methods.

procedures are able to provide correct estimatidn o

parameters ang-values and thus maintain the type | error Third, we will present several robust alternatives

rate at its nominal level, while keeping almost s@me to the classical tests and discuss their relatiegitsnand

power, even when the conditions of applicationstrid  disadvantages.
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Central tendency and dispersion measures some of the alternatives and then discuss theativel
merits.
Conditions of applications of the classical
measures The most well-known measure of central Alternatives to the mean include the well-known

tendency is the mean. The mean provides an optimatedianandtrimmed meanas well as th&Vinsorized mean

estimation of the central tendency only if the abke is publicized by Wilcox (Wilcox, 2001; Wilcox & Keselam,

normally distributed and without outliers. If thariable is  2005; Wilcox, 2003). Less famous, among psychotegis

skewed and/or has outliers, the mean will be exeelys estimators are the class of M-estimators. For thetral

influenced by the extreme observations. Similahg most tendency, we will present the (Tukeys)veight estimatar

well-known measure of dispersion is the standaxdatien.

This measure is also highly influenced by non-nditsna The median is given by the central value, if the

and outliers. variable has an odd number of observations, omgbyethe

mean on the two central values, if the variable dragven

Check of conditions of applications and graphicalnumber of observations. In other words, if a vdedahas

exploration Normality and presence of outliers can bevalues:

checked with normality tests and with graphs. 2,3,4,4,5,5,6,6, 6, 20,

Unfortunately, normality tests are often biased i¥a&

Yolacan, 2007). Moreover, these tests do not sigallif the median will be equal to the mean between fie dind

detect the presence of outliers. Thus, it is mofermative  sixth value (i.e., 5). The mean, however, will & to

and correct to look at graphs of the variablesihsas 6.1, which is higher than all observations excep.dr his

histograms or boxplots. Figure 1 presents theiligion of illustrates that the mean has a zero breakdownt,psiince

the time to the first cigarette for 2435 subje@sifrvoisier only one outlying observation can heavily modify value.

& Etter, 2008 for each subject, it represents teH-s Several researchers feel that the median discacdsany

reported average time in minutes from awakening tebservations - in fact all except one or two - gnefer to

smoking the first cigarette.). This variable iseoftused in discard a smaller amount of information by using th

the psychology of addiction to estimate the degoée trimmed mean. Wilcox (2001) proposed to use 20% of

dependence to cigarette and to predict smokingatess trimming.

(Baker et al., 2007; Courvoisier & Etter, 2010). éen be

expected, the distribution of the time to the fuigtaretteis To obtain the 20% trimmed mean, the 20% lowest
not normal and is heavily skewed towards high \&lue and highest values are removed and the mean isutethp
on the remaining observations. In our example ghvadues
Figure 1.Boxplot of time to first cigarette [min]. will be:
4,4,5,5,6,6,

and the 20% trimmed mean will be equal to 5.

g The Winsorized mean is similar to the trimmed méah
the lowest (resp. highest) values are not removet b
replaced by the lowest (resp. highest) untrimmextescin
our example, the values of the variables, alsoedall
8] ° Winsorized scores, will then be:

4,4,4,4,5,5,6,6,6, 6,

g | ° and the 20% Winsorized mean will be equal to 5.
g The mean, median, trimmed mean all either takerop d
° observations. As for the Winsorized mean, it repdac
2 . .
= ° values by less extreme values. While these tecbksigue
o simple, they all lack a clear rationale on why tledyose
i this particular way of dealing with observationscbntrast,
. SR the M-estimators, such as the biweight estimatorthef

central tendency, weight each observation accortiing
function selected for its special properties (YoHE®87;

Robust alternativesThere are many alternatives to Maronna, Martin, & Yohai, 2006). The weights depemd
the mean and stan(_jard deviation. However, It "?‘Ways a constant that can be chosen by the researchem(fce
clear which alternative should be used. We wiitfpresent  jatqils. see Heritier et al. 2009). Figure 2 pesehe
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functions weighting the observations for all théireators
of central tendency presented above.

Figure 2. Weight of the observations for different estimators

of central tendency.

M-estimator — K
20% Winsorized mean — / \

20% trimmed mean —|

Median —

Mean

LI |
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Table 1.Alternatives to measures of central tendency and

dispersion.
Measures Central Measures Dispersion
tendency
Mean 57.02 SD 140.84
Median 15.00 IQR 40.00
MAD 19.27
20% trimmed 18.61  20% trimmed SD  11.52
mean
o7 \\ i . of N .

20% Winsorized 2417 20% Winsorized 2170
mean SD
M-estimator mean 15.14  M-estimator SD 18.23

The trimmed standard deviationan of course be
computed but the Winsorized standard deviation is
considered as more correct to estimate the dispewrsnd
thus obtain g-value for tests comparing central tendencies
(Wilcox & Keselman, 2005). The IQR is simply the
difference between the first and third quartileeTAD is
the median of the absolute deviations from the aredin
the case of our example, the median is 5 and tbelate
deviations from this median are:

3,2,1,10,0,1,1,1, 15.

The MAD is the median of these deviations and is
equal to 1. The MAD itself is not a consistent rastior of
the standard deviation (i.e., it does not conveixehe
standard deviation when the number of observations
increases to infinity and the variable in the pagioh
followed a normal distribution). To make it consist, it is
necessary to multiply it by 1.4826 (Heritier et, &009).
The Winsorized standard deviation is calculatedctiya
like the standard deviation but on the Winsorizedrss.
Finally, M-estimators are based on the weighted

Left side of Table 1 presents the differentopservations, similarly to the M-estimation of ceht

measures of central tendency for the time to firgarette
variable. As expected for such a skewed distrilmytite
mean is very high but this is due to only a fewrexte
observations. On the contrary, all other robustsuess are
much closer to the main body of observations.

tendency. Right side of Table 1 presents the differ
measures of dispersion for the time to first cigare
variable.

(Dis) advantages The main advantage of the
robust methods is that they are not excessivelyented

Similarly to measures of central tendency, thergyy (a few) extreme values (i.e, high breakdown foin
are several measures of dispersion in addition h® t However, assigning a weight of zero to a large remdf

standard deviation.

They include thdnter-Quartile Range (IQRand
the Median Absolute Deviation (MAD)often used in
concert with the median, th&insorizedstandard deviation
and M-estimators of the dispersion.

82

observations may be a bit extreme. The M-estimsdbres

this problem of assigning a zero value to many nlag®ons

by downweighting the observations progressivelye ©hly
aspect of the M-estimator that could worry substent
researchers is that one must chose the degree of
downweighting of the observations. While this givesre
flexibility to the method, it may seem too “intwig". To
compensate the negative side of this aspect, roftstese
provide a default value for the parameter quantgythe
weight.
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Another important advantage is that M-estimators

Courvoisier, D.S., Renaud, O., (2010). Robust aislgf the central tendency,
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The initial data can best be examined by a scatter

not only provide an estimate of central tendencyl anplot. For regression with several independent Wég@

dispersion but also allow testing if the centraldency is
significantly different from a specific value (efgom 100).

Linear regression

Conditions of applications of the classical methodresiduals and Cook's distance

and consequences if not respectéte first condition of
application of linear regression is, as could beeeked,
that there is a linear relation between the inddpethand
dependent variable. If the relationship is not dinethe
regression coefficient, or slope, would have nommaa A
second condition is the
observations, which is usually ensured by carefulhlyning
the expriment. Apart from these conditiom® model
specification, there are two other conditions oplayation
on the method of estimation. They can best be stz
as conditions on the residuals (i.e., the distdreteeen the
predicted and observed value of the dependentblarisee
an example on two subjects on Figure 3). The obsiens
are not exactly equal to the values predicted kyntiodel.
One condition is that the observations should benady
distributed around their predicted values (i.eQuith be
above and below the regression line). This impiies the
data should not have univariate and multivariatdiers.
Note that an observation can haleverage(i.e., be an
outlier on an independent variable) and notirdfiential
(i.e., have a high impact on the estimation ofrdgression
parameters). The level of influence of any outlier

determined by both its leverage and its discrepancy

between its value as predicted by the regressidritameal,
observed value. Finally, for each value of the petelent
variable, the observations should have approximated
same variance (homoscedasticity). While heterostiits
only influences the standard errors, thereby madifythe
p-values,
regression coefficient itself as well as the staddarors.

(multiple linear regression), one scatterplot facke pair of
variables is necessary. However, even all thos@hgra
cannot detect multivariate outliers, since the bgsagre only
two-dimensional. Thus, other diagnostic tools wlie
necessary to be sure there are no outlier (seergindd
in the residual plots
subsection below). As for univariate data, tests aot
recommended. Figure 3 presents the scatterploteeatw
two ratings (originality and creativeness) of &tassigned
to 54 primary school children (Furst, Lubart & Qatta
(2010). The observation to the bottom left is diean

independance between thamutlier that will be very influential since it isoth a

leverage point and a very discrepant from the ptedi
value. However, other observations are harder teegoaize
as outliers or not. Thus, it is important to usdiagnostic
method that does not depend on subjective exaromati
the data (again, see residual plots subsectiomfelo

Figure 3.Scatterplot between originality and creativeness
ratings on a task.

8

eatvenas:
\ ‘

—1s 02)
- - robust (5=0.06. p=89)
T T T T
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non-normality and outliers may bias the

Robust alternativesLinear regression determines
a line that is closest to the observations, (hat has the

Note that there are no direct condition on either t gmajlest residuals). Since there are several raksidthe

independent or the dependent variables (such asatity

_idea is to give large penalties for large residualsd to

of the variables), only conditions based on theilzompine the penalties of all residuals. There aaayways

relationship: linearity and specifications on thsiduals.

Check of conditions of applicatiomsd graphical

exploration. How to check univariate normality and

to define these penalties. Each way yields a differ
regression line. Thus, classical, also called @mjineast
square (OLS), regression, minimizes the sum okthares
of the residuals (see Figure 4 for a graphical migtsan of

presence of outliers has already been discussetheén the penalties of residuals as they increase). The

previous section. Thus, while it is still usefullt@k at each
variable separately, we will only present how taede
influential outliers in the context of the regressanalysis.

disadvantage of this method is that observatioasate far
from the predicted value are given a very large
weight/penalty (e.g., a distance of three unit de t

applications, the first is to examine the initizhta, the
second is to check the residuals, the third isxeoréne the
impact of each observation on the parameter estmat

International Journal of Psychological Research

robust alternative, calledl regression, on the other hand,
minimizes the sum of the absolute values of thielvass.
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Figure 4.Penalty function of ordinary least squares, L1,
and Tukey's biweight regression.

penaity functian
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Residual plotsThere are many ways of checking
the assumptions about residuals. One of the mast sto
examine the residuals themselves (on the Y axig)nag
the predicted (or fitted) value (on the X axis).isTplot is
often called thResidual vs. fitted valueBigure 5 presents
this residual plot for the classical (OLS) and rstbu
regression. The outliers are clearly visible angarticular,
observation 30 has a large residual. This resiguaven
larger for the robust regression because the robust
regression line has not been much influenced tsydinigle
observation. Indeed, finding an outlier in the rstbu
residuals informs the analyst that the OLS fit dedts
might not be reliable, whether or not outliers wdetected
in the OLS residuals (masking effect). The plottbé
classical regression also draws a smoothed curesathe
data. If the is a good model for the data, the $heuld be
close to horizontal on zero. By default, this liige not
ploted for the robust residuals.

As can be seen from Figure 4, in L1 regression, Figure 5.0LS and robust residuals of the regression of

large residuals yield less penalty, and thus haess |
influence than in OLS regression. However, theumfice
of observations still increase quickly as the obsgon gets
farther from its predicted value. The M-estimation
regression based on Tukey's biweight provides aifipe
function to limit the influence of observations tifae too
far from their predicted values. While the biweidimction

is more complicated than the OLS and L1 functiohss
also more thought about. In effect,
progressively penalized as they get farther fromirth
predicted values up to a threshold. At that thri&shall
observations have a given penalty, and thus hdieited
effect on the estimation of the regression's coieffits.
Tukey's biweight is the default robust method ie tR
sofware and the one we recommend. It will be tHausb
method used in the following examples.

As illustrated by the creativity example on Figure
3, coefficients andp-values can be very different when
estimated with classical and robust regressioneddd the
line selected by OLS is very influenced by the obaton
to the bottom left and the whole regression linsteeper
because of this observation, thus yielding a sicpuift
regression coefficient. On the other hand, the $ekected
by biweight regression is not much influenced bys th
extreme observation and its regression coeffidieatmost
equal to zero and is not significant. In this exEmpobust
regression protects
originality has an influence on creativeness (typeror).
However, in other cases, the opposite will happed a
robust regression can protect the analyst fronebielg that
there is no relationship between two variables winefact
there is one.

84

observations ar

the analyst from believing thaP

creativeness on originality

OLS regression Robust regression

Residuals
Residuals

-05
L

o

-1

-15

T T T T T
30 32 3.4 38 38 40

Fitted values.

how influential each
observation is can be done by comparing the reigress
with all observations and the regression with all
observations except one. The difference between a
coefficient estimated with all observations andafticient
estimated with all but one observation is then nieasure

of this observation's influence. However, these suess,
called DFBETAs (Besley, Kuhn, & Welsch, 1980), dan
difficult to interpret since each observation hase o
DFBETA by independent variable (plus the intercept)
Cook's distance (Cook, 1977) solve this problem by
roviding a single measure of overall influence eafch
observation (for an overview and comparison of ¢hasd
other similar measures, see Cook, 1977). Cook and
Weisberg (Cook & Weisberg, 1999) suggested thatesl
above 0.5 should be investigated. Figure 6 preseotk's
distances (Y axis) for each observation (obseraatio
number on the X axis) for the OLS regression.

Finally, examining

International Journal of Psychological Research
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Figure 6 Cook's distance of each observation
based on the regression of creativeness on origynal
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Cook's distance
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Check of conditions of applications and graphical
exploration. Univariate normality and presence of outliers
for each experimental condition can best be chedked
boxplots. Moreover, if the boxplots have about Haene
spread (approximately the same height of the box),
homoscedasticity can easily be examined. Leveneiges
often used to test if the variance are identicaiwben
conditions. However, this test has been shown tenobe
inaccurate and very sensitive to outliers (Cono¥ehnson,

& Johnson, 1981) and we do not recommend it. Upoto,

the best indication of when data are too heterestedis a
rule of thumb that variance in one experimentaldioon

should not be more than three times as large agattience
in another experimental condition (Miller & Browh997).
Figure 7 presents one boxplot of time to first cégie by
level of income and by sex. There seems, for eexhts be

Again, observation 30 has a Cook's distance fa@n increase in time to first cigarette with the elewof

above the recommended threshold, which indicatatith
has a large influence on the position of the regjoesline.

Note that robust regression does not yield a Caliktance
plot because, by definition, outliers cannot havéarge

impact on the estimation.

income. However, time to first cigarette seemsnizréase
for men at the highest level of income but to daseefor
female. Finally, there are many outliers for eaghel of
income.

Figure 7 Boxplot of time to first cigarette [min] by incem

Multiple linear regression examines the effect of

several independent variables on the dependenablari
Exactly the same estimation (OLS, L1 and biweiginy
residuals plots are available, so we do not proaae
example here. However, the nature of multiple linea
regression makes it much harder to diagnose patenti
problems. Thus, it is even more necessary to ubesto
regression to ensure that the analysis' results rate
influenced by complex (multivariate) outlying obgations.

(Dis) advantagesThe only disadvantage of robust
regression is that, under fully Gaussian residugls, less
powerful than OLS regression (Maronna et al., 2006)

However this loss of power is controled (default
settings ensure a 95% relative efficiency) and the price
to pay for the protection from outliers. This sligbss in
efficiency is to be expected since OLS was speiific
designed for normally distributed residuals.

ANOVA

Conditions of applications and consequences if n
respected ANOVA with no repeated measures and
regression are similar. Indeed, it is possible ¢decthe
independent, categorical, variables in such a wast t
analyzing the data with a linear regression or &IONA
yields the same estimations armvalues. Thus, the
conditions of applications are exactly similar:
homoscedasticity, normality of the dependent végidbr
each experimental condition (each combination eéllef
the independent variables) and absence of outliers.

International Journal of Psychological Research
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As for regression analysis, checking residuals afte
the analysis and estimating the impact of eachrohten
on the parameters' estimation are also good ways of
checking if the conditions of application were resjed
(see residual plots subsection below).

Robust alternatives Since  ANOVA with no

0|iepeated measures and regression are identisapassible

to use the same function used for regression tonats

ANOVA's coefficients ang-values. We will illustrate the

differences between classical and robust ANOVA by
examining the effect of time to first cigarette sex and
income (Table 2).

Table 2.Test statistic and p-values of classical and robust
ANOVA
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Classical Robust

Variables F p-value  RobustF p-value

Courvoisier, D.S., Renaud, O., (2010). Robust aislgf the central tendency,
simple and multiple regression and ANOVA: A stepsibgp tutoriallnternational
Journal of Psychological Research(13, 79-88.

DISCUSSION

In this tutorial, we have seen that using robust

analyses prevent outlying observation forcing theng

statistical decision and thus robust analysis helgrolling
type | and type Il error. Indeed, robust regress@mhus to

consider originality as having no significant irdhce on

Sex 1.46 .23 24.25 <.01
Income 1.97 .10 8.79 <.01
Sex*Income  0.79 .53 4.48 .03

SexX,

creativeness. Inversely, robust ANOVA led us tosider
income, and their interaction as significantly

In this example, robust ANOVA protects the influencing time to first cigarette.

analyst from believing that sex and income haveeffiect
on time to first cigarette (type Il error) while fact both
variables - and their interaction {- have a highignificant
effect.

Related analyses and indicesSpecific post-hoc
analyses, such as multiple comparisons, as wet@sated
measurement ANOVA in a robust framework are more
complex to obtain in the current state of the safes
procedures. This topic goes beyond the scope « thi
tutorial and will not be presented here.

Effect sizes, also known as R-squared, should also
be determined by a robust estimates. However, dhast
R-squared provided by R and S-Plus may not be
appropriate (Renaud & Victoria-Feser, 2010). A alele
version of this index is now avalaible (Renaud &tdria-
Feser, 2010).

Residual plotsAgain, residual plots are similar to
those obtained with linear regression. The maifedihce
is that the independent variables are categoridals, the
residual vs. fitted plot shows distinct verticailgaiment of
points. Figure 8 displays this plot for the claakifOLS)
residuals. Each vertical alignment corresponds to a
combination of the levels of the independent vdeisb

Figure 8 Residuals of the ANOVA of time to first cigarette
on sex and income.

600 800 1000
L L L

Residuals
400

T T
0 40 50 & )

Fitted values
Imisf ~ income * sexe)

(Dis) advantages The
disadvantages of robust ANOVA are identical to ¢ho$
linear regression.
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In summary, the advantages of robust methods are

the following:

Robust inference provide a complete methodology
(estimation, inference and diagnostic)

They automatically downweight problematic
observations. There is no subjective choice and no
difficult decision about whether or not a specific
observation is really an outlier.

With a classical method, especially with large

datasets, once one outlier is removed and the
analysis is rerun, a second outlier may appear, and
the process of removing outliers and rerunning the
analysis may never end. This is avoided with a
robust method that downweights all problematic

observations at once.

Diagnostic plots can inform you which observation
have been downweighted, allowing full knowledge
of exactly what was done.

They can detect (multivariate) outliers that aré no
detectable by one- or two-dimensional plot or rule.

The most important, and most overlooked,

advantage is that these methods give the correct
inference because they take into account all
observations. On the contrary, when removing

outliers, the inference is not correct, since the
inference is not done on the entire sample
(generalization to a sub-population).

On the down side, robust methods have two main

s : : n disadvantages. First, robust methods may give #eef
) : - ve : L impression that they have no condition of applaratiThis
P L I T may lead researchers to use robust methods evam tivage

are inappropriate. However, robust methods onlgxréhe
conditions on normality and presence of outliers dither
conditions still apply. The second disadvantagéha, if
advantages  and conditions of application for the classic methoe &ully
respected, robust methods are less powerful tressichl
method (Maronna et al., 2006). However, many resess

International Journal of Psychological Research
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believe that is a small price to pay for corredeiance. To
use an image, using robust analyses is like takimgan
insurance policy. It costs a small amount, but essthat
one will not have to pay too much in case of a [@ak(i.e.,
outlier).

cigarette in the morning as an index of ability to
quit smoking: Implications for nicotine
dependenceNicotine and Tobacco Research,
S555-S570. Besley, D. A., Kuhn, E., & Welsch, R.
E. (1980). Regression diagnosticsNew York:
Wiley.

Conover, W. J., Johnson, M. E., & Johnson, M. M&1).
A comparative study of tests for homogeneity of
variances, with applications to the outer

Further readings

Due to space constraints, this tutorial only préesen
basic concepts and analyses. For more details en th continental shelf bidding datdZechnometrics23
methods presented here and on the application of (4), 351-361.
robustness for other models: see Reimann, FilzmoseC€ook, R. D. (1977). Detection of influential obsaiens in
Garrett & Dutter (2008) for a general approach]uding linear regressionlechnometricsl9, 15-18.
robustness, and Heritier et al. (2009) for a boostran Cook, R. D., & Weisberg, S. (1999%pplied regression
specifically targeted on robust methods for marffecknt including computing and graphics
models Andersen (2008) is also a nice referenceoivia New York: Wiley.
et al. (2006) contains more theoretical detailnalty, the  Courvoisier, D. S., & Etter, J. (2008). Using iteesponse
milestone reference is Hampel, Ronchetti, Roussgaund theory to study the convergent and discriminant
Stahel (1986). validity of three questionnaires measuring cigarett

dependencePsychology of Addictive Behavj@2

, 391-401.

Courvoisier, D. S., & Etter, J. (2010). Comparinge t

The instructions (code/scipt) to obtain the results predictive validity of five cigarette dependence
and graphs in the R software are available on #lesite of questionnaires.Drug and Alcohol Dependence
the journal. R is probably the software that cardaihe 107, 128-133.
largest number of robust methods. Indeed, many moimeimann, C., Filzmoser, P., Garrett, R. & Dutter, R
models that presented in this article are availaBlkee (2008). Statistical data analysis explained:
http://stat.ethz.ch/CRAN/web/views/Robust.html. Applied environmental statistics with . R

Chichester: Wiley.

Concerning other statistical softwares, they inelud Cumming, G., Fidler, F., Leonard, M., Kalinowske,, P
more and more robust methods. Here is the present Christiansen, A., & Kleinig, A. (2007). Statistical
situation to the best of our knowledge. reform in psychology: Is anything changing?

Psychological Scien¢&8, 230-232.

Concerning SAS, PROC ROBUSTREG allows toFirst, G., Lubart, T. & Ghisletta, P. (2010). Onigjiité,
fit a robust regression. There are also three imthdit caractére approprié et créativité des idées clez le
procedures linked to robust methods, namely Its énd enfants de 8-11 ans. In De Ribaupierre, A,
mve, see Ghisletta, P., Lecerf, T. & Roulin, J.-L. (Eds.)
http://support.sas.com/rnd/app/da/iml/robustreglhirhree Identité et spécificitt de la psychologie
procedures for robust regression are availabléaitasrreg, différentielle, Presses Universitaires de Rennes,

Softwares for robust analisis

greg and MM_REGRESS. In SPSS, there is no build-in

robust procedures, but there are two kinds of puthat
allow to run within SPSS some scripts in the R lsage.
The first is a commercial add-on called ZumaStae s
http://www.zumastat.com/robust_statistics.htm that
implements specific robust procedures in a usendty
environment. The second is a general R plug-inigeaiby
SPSS itself (you must register on their websitddanload
it) that allows running any R script within a SPSSipt,
with additional special commands. Finally, Statistialso
allows running scripts in the R language and tloeeef
allows for the same capabilities.
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