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Summary

This work takes place in a general effort of our research group to develop new optical
tools with applications in biology, medicine and environmental science.

We first address the use ofnonlinear nanocrystalsas optical probes for multi-photon
microscopy. We demonstrate the possibility of retrieval oftheir spatial orientation and
propose their use as probes of the local electric field. We then start a comparative
study of different type of crystals, and we demonstrate thatexploiting the inherent
wavelength-flexibility of the second harmonic process theycan be used as probe for
deep tissue imaging. Taking advantage of the coherence of the second harmonic gener-
ation, we demonstrate the possibility to obtain the phase function of the ultrafast laser
pulses by a Frequency-Resolved Optical Gating experiment with unprecedented spa-
tial resolution. Finally, we show the observation of secondharmonic radiation induced
by an evanescent excitation.

In the second part, we present the progresses realized towards an all-optical identifi-
cation of complex biomolecules byphase-coherent schemes. In this context, we show
the development and the fabrication of a new pulse-shaper device able to tailor the
electric field at wavelength unaccessible by standard transmission-based approaches.
In parallel, we implement a new generation of algorithm for optimal control experi-
ments, improving the results obtained with usual algorithms. Finally, we report the
first optical characterization of a pulse-shaper device in the deep ultraviolet, region
where most of the biological molecules absorbs.

In the last part, we address the question of the survival of phase-encoding for femtosec-
ond pulses traveling through an extendedturbulent region. This study is primordial
for developing new phase-coherent identification schemes for stand-off detection. We
show the general conditions of this process, and evaluate bya numerical study the use
of wavefront correction techniques in situation where the atmospheric turbulence has
a non-neglectable effect.
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Résumé

Ce travail s’inscrit dans un effort plus important de notre groupe de recherche qui vise
à développer de nouvelles méthodes de détection pour des applications en biologie, en
médecine et en environnement.

Tout d’abord, nous avons étudié l’utilisation denano-cristaux non-linéairescomme
sondes optiques pour la microscopie multi-photonique. Nous avons démontré la possi-
blité de retrouver l’orientation spatiale de chaque nanocristal. Puis nous avons proposé
leur utilisation comme sonde du champ électrique environnant. Nous avons mené une
étude comparative sur différents nanocristaux en vue de d’identifier celui qui avait les
meilleures propriétés pour des applications biologiques.Nous avons aussi exploité la
flexibilité en longueur d’onde, inhérente au processus de génération de second har-
monique, pour leur utilisation en imagerie de tissus. Parallèlement, nous avons util-
isé la cohérence du processus afin de retrouver la fonction dephase des impulsions
laser ultra-brèves au moyen de la méthode FROG. Pour finir, nous avons rapporté
l’observation d’une radiation de second harmonique résultant d’une excitation évanes-
cente.

Dans la seconde partie, nous avons présenté les progès réalisés en vue d’une identifica-
tion entièrement optique de biomolécules complexes au moyen d’approches basées sur
le contrôle cohérent. Pour ce faire, nous avons conçu et fabriqué un nouveau façonneur
d’impulsions capable de moduler le champ électrique à des longueurs d’ondes jusqu’à
présent restées inaccessibles en raison de limitations technologiques. Nous avons par-
allèlement introduit l’utilisation d’une nouvelle génération d’algorithmes pour des ex-
périences de contrôle optimal et démontré une améliorationet une plus grande diversité
des résultats ainsi obtenus. Finalement, nous avons caractérisé optiquement, et pour la
première fois, un façonneur d’impulsions dans l’ultraviolet profond, région spectrale
où se trouve les bandes d’absorption de la plupart des molécules biologiques.

Dans la dernière partie, nous nous sommes intéressés au problème de la conserva-
tion de la modulation de la phase d’impulsions femtosecondes lors d’un long parcours
dans uneatmosphère turbulente. Cette étude est importante en vue de l’application de
l’identification d’aérosols à distance en utilisant le contrôle cohérent. Pour des situa-
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tions où la turbulence atmosphérique a des effets non négligeables sur la conservation
de l’information de phase contenue dans l’impulsion laser,nous avons proposé et es-
timé d’après des simulations numériques l’utilisation de correcteurs de front d’ondes
afin d’en diminuer les effets.

viii



Introduction

In 1960, the work of T. Maiman led to one of the major technological breakthrough of
the 20th century: the LASER. [1] In the year of its 50th anniversary, we can say that
the laser has assumed a fundamental role in a wide series of technological applications,
spanning from industrial production, material processing, to public safety, diagnostics
and clinical treatments and also entertainment.

One relatively recent but rapidly growing application is the use of laser for rapid iden-
tification of cellular and bacterial species. In this case, observable quantities are gen-
erated by physical processes resulting from the interaction by light and photo-active
molecules. These detected signals can be exo- or endo-genous, depending on the ap-
plication. As example of exogenous process, we can mention cell labeling with fluo-
rescent molecular dyes which are extensively used in cell biology and medicine. On
the other hand, endogenous fluorescent molecules are at the basis of optical detection
protocols recently extended to airborne species. It is worth pointing out that generally
these approaches do not lead to clear-cut identification, because endogenous molecules
are very numerous and present overlapping features difficult to disentangle.

Remote sensing and rapid identification of pathogenic biological airborne agents are
also urgent safety issues. The use of LIght Detection And Ranging method (LIDAR)
can provide a decisive tool in the domain of public safety, while a fast detector of
pathogenic bacteria is highly needed for patient safety in hospitals.

The development of such fast and selective optical approaches will have a non-negligible
and positive impact on our quality of life. This PhD work takes place in this inter-
disciplinary context, at the frontier of optics, physics, material science, biology and
engineering. It is a contribution to this ambitious goal.
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After a theoretical introduction (Chapter 1) of the conceptsused in this thesis, we
describe the experimental implementation (Chapter 2). We then present the results
obtained in three different topics I worked on during these four years.

• Optical characterization of novel nonlinear nanoparticles and their application
as exogenous probes for cell labeling (Chapter 3).

• Development of a new reflective pulse-shaper and progressestowards optical
identification of biomolecules (Chapter 4).

• Evaluation of the possible application of phase-coherent schemes in remote sens-
ing through a turbulent atmosphere (Chapter 5).

Optical characterization of novel nonlinear nanoparticles and
their application as exogenous probes for cell targeting

Although some endogenous molecules exhibit fluorescent properties, the intensity of
exogenous fluorescing labels is typically order of magnitudes higher, which makes
them attractive for several biological applications.

In 1931, Maria Goppert-Mayer introduced theoretically thenotion of multi-photon
excitation of a quantum system [2]. The experimental observation of the first nonlinear
process has been realized only in 1961 by Franken [3], because of the lacking of intense
sources able to overcome the extremely small probability ofthe process to occur.

The first illustration of two-photon excited fluorescence microscopy has been reported
in 1990 [4] and since this date, the interest on this imaging technique has grown expo-
nentially. The origin of this success relays several advantages this approach presents
with respect to its linear counterpart, including higher spatial resolution, deeper sam-
ple penetration, better spectral separation between signal and excitation, and virtually
no out-of-focus bleaching. [5]

Fluorescent dyes (Cyanines, GFP, YFP, CFP,..) are commonly used as markers as
recently highlighted by the 2008 Nobel Prize for chemistry awarded to Osamu Shi-
momura, Martin Chalfie and Roger Y. Tsien for the discovery and development of
the green fluorescent protein, GFP. [6]. However these molecules suffer from a ma-
jor drawback: fast photo-degradation. Bleaching occurs already after the emission of
106 − 108 photons in organic dyes [7] and< 10 5 photons in autofluorescent pro-
teins. [8] The origin of bleaching is inherent to the excitation process of a quantum
system involving real states. Fluorescing semiconductor quantum dots provide much
higher photostability, but are known to suffer from blinking (strong fluorescence in-
tensity variations over unpredictable timescales). [9,10]

In the quest for the next generation of imaging bio-markers,successful probes have to
prove to be non toxic, bright, stable against long term excitation, and able to generate
a sharp contrast against background fluorescence. In this context, nonlinear optics
in nanoparticles recently emerged as a very active field of research. In particular,
second harmonic generation (SHG) was investigated both theoretically [11–14] and
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experimentally on metal- [15,16], semiconductor- [17,18], and organic nanoparticles.
[19, 20] Although many studies were dedicated to nanostructures or to ensembles of
particles, SHG imaging of single nanorods and single organic nanocrystals was only
recently demonstrated using laser scanning microscopy [20] and SNOM. [18,19]

Provided that SHG conversion efficiency is large enough, SHGappears as an attractive
alternative to fluorescence, as no bleaching nor blinking effects are expected as no
absorption occurs and only virtual states are involved. [21, 22] The absence of phase-
matching requirements in nanoparticles allows a large tunability of the excitation, and
provides the possibility to double the full frequency spectrum of broad sources. This
capability could be used for identifying the multiple scattering paths of the various
spectral components of the incoming light improving depth penetration in tissues. [23]

We choose iron iodate nanocrystals for cell labeling because one of their advantages
with respect to other similar probes resides in its non-toxic chemical composition,
which very likely will not prevent its future application for in vivostudies.

The study of SHG nanoparticles has opened a parallel but intimately connected re-
search effort related to the studies of the modifications of femtosecond pulses inter-
acting with turbid samples. In fact, as nonlinear excitation of the sample is typically
achieved by ultrashort laser pulses, a large number of techniques developed in the fields
of time-resolved and coherent spectroscopy have recently been bridged to microscopy.
For instance, pulse-shaping has been applied to temporallyrecompress femtosecond
pulses at the measuring site, to improve spatial resolution[24], and to increase fluores-
cence excitation and harmonic generation yield [25]. Intra-pulse micro-CARS [26,27]
and coherent control microscopy have demonstrated successful for obtaining higher
selectivity in the imaging of structures in very diverse samples [28,29]. More recently,
interest has been focused on the effects of pulse polarization, and the related capability
to achieve control of optical near field. [30] Simultaneously, and to fully exploit the
potential of these techniques, equally developed pulse diagnostics capabilities are ne-
cessary. In particular, considering that femtosecond pulses are prone to undergo mod-
ifications during their propagation (temporal stretching by group velocity dispersion,
higher order distortions in the spectral-phase induced by microscope objectives [31],
spectral amplitudes modulation by sample scattering [32] and absorption) anin situ
measurement of the excitation pulse is customary for any advanced application.

The present study demonstrate the potentialities of inorganic nanocrystals for a broad
range of applications. We first retrieve the orientation of single nanocrystals under
tight focusing conditions, and propose them as probes of thelocal surrounding electric
field. We then present the first results of a comparative studyon various nanocrys-
tals to highlight their different potentialities according to the envisaged applications.
Moreover, we demonstrate their application for deep imaging for biological tissues. In
addition, we used the coherence properties of the nonlinearemission to retrieve with
nanometric spatial resolution the phase properties of the electric field at a tight focus.
The combination of the coherence properties and the absenceof phase-matching con-
strains allow the generation of all nonlinear process within the transparency range of
the crystal and therefore the characterization of few cyclelaser pulses even in adverse
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conditions. We finish the chapter with the observation of theexcitation and interfer-
ences between two single dipolar nanocrystals by an evanescent field.

Development of a new reflective pulse-shaper and progresses
towards optical identification of biomolecules

Ultrafast spectroscopy emerged as a very efficient tool to study the dynamics of phys-
ical, chemical and biological processes, by providing light pulses with duration com-
parable or smaller than the typical evolution of molecular processes. The success of
this approach for simple systems, culminated with the awarding of the 1999 Nobel
Prize for chemistry to A.H. Zewail for his studies of the transition states of chemical
reactions using femtosecond spectroscopy. [6]

In parallel, during the 80’s, emerged the idea of quantum coherent control and to tailor
the laser electric field to control chemical reactions [33–35]. This idea has developed
in later years thanks to technological developments [36,37], and the proposition to use
closed-loop approaches to avoid the necessity to fully calculate the quantum evolution
of complex systems [38] and ease the experimental realization of quantum control
experiments. [39]

In the last decades, several application of coherent control have been reported ranging
from steering of molecular reactions in gas- [39–41] and condensed- [42] phase, to
selective excitation of chromophores [43], control of biophysical processes [44–47],
control of decoherence [48], new imaging techniques [24, 26, 28, 49], high harmonic
generation [50,51], and lot more. [52]

The application of coherent control scheme to identify biomolecules by means of en-
dogenous and label-free fluorescence is one of the goal of ourresearch group. Apply-
ing phase-coherent modulation will generate constructiveand destructive laser field
interferences which we will use to probe the photodynamics of excited states of the
biomolecule.

However, most important applications of coherent control in organic chemistry and
biology require excitation in the UV. For instance, absorption bands of amino acids,
proteins and nucleic acids in DNA-RNA all lie in the 200-300 nmregion. Recent
approaches for direct femtosecond pulse shaping in the nearUV made use of acousto-
optic [53–55], while indirect schemes are essentially based on frequency mixing of
shaped pulses in the visible and near-infrared [56, 57]. Although encouraging, these
techniques still suffer either of low throughput (some percent) due to diffraction losses
or of insufficient spectral bandwidth (typ. 10% of the central wavelength). Group
velocity dispersion in the crystal usually further reducesthe flexibility of the output
waveforms.

Considering the broad absorption features of organic molecules in solution and the
fast decoherence time of their vibronic excitations, it is highly desirable to have at
disposal an UV pulse shaper with no strict bandwidth limitations, based for instance
on reflective elements such as deformable mirrors [58] or micromirror arrays (MEMS).
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While plain deformable mirrors usually lack in spectral resolution, MEMS appear as
an appealing solution for these requirements. With their pioneering work, Hackeret
al. demonstrated the aptness of a 2D MEMS device from FraunhoferIPMS for phase-
shaping applications at 400 nm [59]. Several groups successively exploited the 2D
features of the same MEMS chip for shaping NIR pulses in diffraction mode [60], as
well as for shaping two beams (NIR and UV-VIS) simultaneously [61].

In the present study we report the advances towards the experimental identification of
biomolecules by coherent control schemes. We start the conception and fabrication of
linear MEMS array device specially developed for tailoringlaser electric field in phase
and binary amplitude over a spectral range spanning from thedeep ultraviolet to the
near-infrared. In the meanwhile, we applied a new generation of genetic algorithms to
close-loop experiments and show its advantages for quantumcontrol experiments and
specially for discrimination problems. Finally, we reportthe optical characterization in
the deep ultraviolet of a 2D MEMS device from Fraunhofer IPMS, the unique available
device at the beginning of this thesis capable of phase-modulation at those wavelength.

Evaluation of the possible application of phase-coherent sch-
emes in remote sensing in a turbulent atmosphere

Optical approaches are characterized by the possibility ofstandoff detection and their
rapidity. For example, LIDAR is a remote optical technique routinely used to measure
the presence of simple molecular species in the atmosphere.However, selectivity of
methods based on linear interaction is not sufficient to address more complex airborne
species because of the above mentioned reasons (spectral congestion, overlap of flu-
orescence bands). The idea behind the application of coherent control is to improve
selectivity to compete with chemical and biochemical methods (very specific but also
very time consuming) without giving the advantages of optical methods. [62–65]

Therefore a natural extension is the application of phase-coherent scheme to remote
sensing and to detect not only the chemical component but also to identify the bio-
agent present in the atmosphere. However, transmitting an optimally shaped pulse at
long distance through the atmosphere is not fully straightforward.

No demonstration of the applicability of quantum control ofmolecular species at a dis-
tance was reported at the beginning of this work. The molecular phase-encoded infor-
mation needed for selective excitation could be affected byseveral processes during its
propagation through the atmosphere. First, the dispersionis a quasi-static phenomenon
and can thus be corrected by adding a negative chirp (even nonlinear if necessary) on
the spectral phase, related to the given target distance. Then to avoid nonlinearities
such as Kerr effect or filamentation, laser power has to be reduced to the linear prop-
agation regime. Linear and nonlinear absorption as well as scattering on aerosols and
water droplets can also affect the spectral and phase properties of the pulse and have to
be considered very cautiously. Finally, pointing variation and wavefront distortion of
laser beam resulting from atmospheric turbulence have beenstudied for nanosecond
and continuous laser.
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In the last chapter we describe our experimental investigations of the phase perturba-
tions of femtosecond laser pulses induced by atmospheric turbulence. We support the
analysis of the experimental datas with simulation. Finally, we conclude with a numer-
ical study of a spatial pre-compensation of the wavefront distortions and its possible
application in remote identification of biomolecules.
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CHAPTER I

Linear and Nonlinear (Nano-)
Optics

In this chapter, we introduce the mathematical framework underlaying our experimen-
tal work. After a short introduction, we describe the generation and the phase mod-
ulation of femtosecond laser pulses in vacuum (Sec. I.1). Weproceed by the spatial
propagation in vacuum (Sec. I.2), before considering the propagation in linear and
nonlinear media (Sec. I.3). Then we focus specifically on thefield expression in the
tight focusing regime (Sec. I.4), which allow us summarizing the framework of non-
linear nano-optics (Sec. I.5). Finally, we conclude with anoverview of the temporal
characterization methods of femtosecond laser pulses (Sec. I.6).

We start with a mathematical description of laser pulses. Maxwell equations de-
scribes the propagation of electromagnetic waves [66]:

∇× ~E(~r, t) = −∂
~B(~r, t)

∂t

∇× ~H(~r, t) = ~j(~r, t) +
∂ ~D(~r, t)

∂t

∇ · ~D(~r, t) = ρ(~r, t)

∇ · ~B(~r, t) = 0

(I.1)

where ~E and ~H denote the electric and the magnetic field, respectively,~D and ~B
the electric and magnetic flux density,ρ and~j the charge and current density. The
electromagnetic flux density are also described by the electric polarization~P and the
material magnetization~M . The interaction between electromagnetic waves and matter
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is obtained trough the macroscopic polarization:

~D(~r, t) = ε0ε ~E(~r, t) + ~P (~r, t)

~B(~r, t) = µ0µ ~H(~r, t) + ~M(~r, t)
(I.2)

whereε0 andµ0 are respectively the dielectric permitivity and the magnetic perme-
ability, the light velocity in vacuum isc =

√
ε0µ0. ε andµ are material-dependent

parameters describing the electric and magnetic properties of the material.

So far no assumption has been made on the material propertiesand these expres-
sions are general. In the rest of this work, we will neglect the contributions of material
magnetization (~M(~r, t) = 0), charge (ρ(~r, t) = 0) and current density (~j(~r, t) = 0).
Only the electric dipolar contribution of the polarizationwill be considered and higher
orders of the multipole expansion neglected. Finally, for the optical materials con-
sidered, the relative magnetic permeability can be approximated to 1. Under these
assumptions, the combination of the two curl’s equations (combined with the identity
~∇× (~∇× ~E) = ~∇(~∇ · ~E)− ~∆ ~E, where~∆ ~E = ~∇2 ~E is the Laplacian ofE) gives the
wave equation:

~∆ ~E(~r, t)− ~∇ · (~∇ · ~E)− 1

c2
∂2 ~E(~r, t)

∂t2
= µ0

∂2 ~P (~r, t)

∂t2
(I.3)

To this point, we will first consider the propagation of the electric field in vacuum
(~P (~r, t) = 0) and come back later on the linear and non-linear interactions between
pulses and matter (~P (~r, t) 6= 0, see Sec. I.3). As vacuum is isotropic and source-
free,∇ · ~D = 0 and the second term of the left hand side of Eq. I.3 can be neglected
(~∇(~∇ · ~E) ≃ 0), we obtain then:

~∆ ~E(~r, t)− 1

c2
∂2 ~E(~r, t)

∂t2
= µ0

∂2 ~P (~r, t)

∂t2
(I.4)

The solution of this wave equation in vacuum (~P (~r, t) = 0) is:

~E(~r, t) = E0 cos(ωt− ~k · ~r + φ0) · ~e

=
1

2

[

E+
0 e

i(ωt−~k·~r) + E−
0 e

i(~k·~r−ωt)
]

· ~e

= 2ℜ
[

E+
0 e

i(ωt−~k·~r)
]

· ~e

= 2ℜ
[

~E(~r, t)
]

(I.5)

with ℜ{A} the real part ofA, ~e the unitary vector defining the polarization of the light

pulses,
∣
∣
∣~k
∣
∣
∣ = ω

c
the wave vector in vacuum,φ0 the absolute phase,E0 the amplitude

andE±
0 the complex amplitude includingφ0. Eq. I.5 is the definition of the electric

field in (3+1, spatial + time) dimensions.

As the wave equation (Eq. I.4) is linear, any linear combination of Eq. I.5 is also
a solution of Eq. I.4. Therefore, the electric field of laser pulses in time domain can
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I.1 Femtosecond laser pulses

be seen as the coherent superposition of plane waves with different frequencies and
directions of propagation, but with a fixed phase-relation:

~E(~r, t) =
1

4π

∫ +∞

−∞

∫ +∞

−∞

~E(~k, ω)ei(ωt−
~k·~r)dωd~k (I.6)

where ~E(~k, ω) = ~E0(~k, ω)eiφ(~k,ω) andE0 (resp. φ) is the spectral amplitude (resp.
spectral phase).~E(~k, ω) is a complex quantity. As we will see in the following sec-
tions, and particularly for pulse shaping applications,E0 andφ will be the two crucial
parameters.

In the next sections for better clarity, we will consider separately the temporal and
the spatial propagation of the electric field. We will consider laser pulses linearly
polarized along the~e propagating along thez-axis.

I.1 Femtosecond laser pulses

The relation between time- and frequency-domain is given bythe Fourier Transform
(FT):

E(t) = E(t)eiψ(t) = F−1(E(ω)) =

∫ +∞

−∞

E(ω)eiωtdω

E(ω) = E(ω)eiφ(ω) = F(E(t)) =
1

2π

∫ +∞

−∞

E(t)e−iωtdt

(I.7)

whereψ(t) is the temporal phase,φ(ω) the spectral phase andF (resp. F−1) the
Fourier Transform (resp. inverse Fourier Transform).

As we will experimentally consider only laser pulses with a bandwidth much nar-
rower than the wavelength (∆ω ≪ ω), we can apply the "Slowly Varying Envelope
Approximation" (SVEA). Concretely, this approximation allows us to express the elec-
tric field as a product of a complex envelopeE(t) and a carrier frequencyω0, as the
slow variations of the envelope are not affected by the high variations of the carrier
frequency (note that this approximation is not anymore valid for few-cycle laser pulses
where∆ω ≈ ω [67]):

E(t) = E(t)eiω0t (I.8)

We can also define two physical relevant quantities, the temporal and the spectral
intensities:

I(t) = |E(t)|2

I(ω) = |E(ω)|2
(I.9)

The intensities are real numbers and give information aboutthe amplitudes of the
field but as they do not take into account the respective phaseinformation, they do not
completely define the electric field. We will come back to thispoint in a further section
(I.6).
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Figure I.1: Left panel: Temporal definition of a Gaussian pulse with∆tFWHM = 15 fs. The
real part of the fieldℜ{E(t)} is depicted (dotted line), together with the envelopeE(t) (dashed
line) and its intensityI(t) (solid line). Right panel: In the reciprocal domain, the spectrum
I(ω) is centered around the carrier angular frequencyω0 = 2.35·1012 rad/s, which corresponds
to a central wavelength ofλ0 = 800 nm.

In the following, we will limit ourselves to the descriptionof Gaussian-shape in-
tensity profiles, as most of the experimental pulses can be reasonably approximated by
this function. The envelope can be either defined in time or frequency (assuming, here
and for the rest of this work, the amplitudeE0 of the field to beE0 = 1):

E(t) = e
− 2 ln 2t2

∆t2FWHM = e
− t2

σ2
t

E(ω) = F(E(t)) = σt
√
πe−

σ2
t ω

2

4

(I.10)

As well as the intensities:

I(t) = |E(t)|2 = e
− 2t2

σ2
t

I(ω) = |E(ω)|2 = σ2
t πe

−
σ2
t ω

2

2

(I.11)

We will refer to these two expressions as temporal intensityand spectral intensity (or
spectrum). We have defined∆tFWHM as the full width at half maximum (FWHM) of
the intensity of the pulseI(t), the pulse durationσt ate−2 of I(t). These two quantities
are related by:

∆tFWHM =
√
2 ln 2 · σt (I.12)

Clearly, it is also possible to choose to define the same quantities in the frequency
domain. We choose the temporal domain definition for convenience and because this
approach is more consistent with the experimental work we performed. Fig. I.1 shows
E(t), E(t) andI(t) for pulses compatible with our sources.

From the FT relation between time and frequency domains, we can see that a
shorter pulse in the time domain would result in a broader pulse in the frequency
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I.1 Femtosecond laser pulses
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Figure I.2: The Time-Bandwidth product depicted in terms of∆tFWHM and∆ωFWHM only
for FT-limited pulses. The three experimentally used central wavelengths are representedλω =
800 nm (solid line),λ2ω = 400 nm (dotted line) andλ3ω = 266 nm (dashed line).� illustrate
the value for single cycle∆tFWHM. Left and right panels illustrate the same expression with
different resolution.

domain. Defining the temporal pulse duration∆t as FWHM of the temporal intensity
and the spectral width∆ω as the FWHM of the spectral intensity, we can define the
Time-Bandwidth Product (TBP) (for Gaussian pulses, TBPG = 0.44) as:

∆t∆ω ≥ 2πTBPG (I.13)

This relation is illustrated for the three central wavelengths (λω = 800 nm,λ2ω =
400 nm andλ3ω = 266 nm) of interest for this work in Fig. I.2. This figure repre-
sent the TBP for FT-limited pulses and allows for a fixed pulse duration immediate
bandwidth conversion at different central wavelength.

So far, we did not consider the temporal phase functionψ(t) (in Eq. I.7). By
the definition of the pulse instantaneous frequencyωinst (for a rigorous derivation,
see [67]):

ωinst(t) = ω0 +
∂ψ(t)

∂t
(I.14)

We can see thatψ(t) gives the frequency as a function of time and can be expanded in
a Taylor series aroundt0:

ψ(t) = ψ0 + ψ1(t− t0) +
ψ2

2
(t− t0)

2 + · · · =
∞∑

n=0

ψn
(t− t0)

n

n!
(I.15)

whereψn = dnψ(t)
dtn

|t0 is the temporal phase coefficient of then-th order of the series.

By analogy, the spectral phaseφ(ω) (in Eq. I.7) permit us to express time as a
function of frequency through a quantity called group delay(see also Sec. I.3.2):

τgroup(ω) =
dφ(ω)

dω
(I.16)
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The group delay corresponds at the arrival time of a given frequencyω. We can also
expandφ(ω) in a Taylor series aroundω0:

φ(ω) = φ0 + φ1(ω − ω0) +
φ2

2
(ω − ω0)

2 + · · · =
∞∑

m=0

φm
(ω − ω0)

m

m!
(I.17)

whereφm = dmφ(ω)
dωm |ω0

is the spectral phase coefficient of them-th order of the series.

As for envelopes and intensities definitions, both spectraland temporal definitions
are relevant. We have already discussed the choice of the temporal domain for the field
definition. We see now the way phase contribution will be implemented in the simula-
tion, keeping in mind our intention to match as close as possible the experiments.

We report two experimental observations. First, the addition of the two first terms
of the Taylor series (m,n = 0, 1 in Eq. I.15 and Eq. I.17) has to leave the spectrum
I(ω) unchanged. Secondly, experimentally adding a linear chirpimplies a decrease of
the temporal intensity. It is also well-known that an experimental linear chirp (p = 2)
does not modify the spectrum of the laser (as example: prism or grating compressors,
CPA amplifiers, chirp mirrors,...). For these reasons, the phase contribution to the
electric field will be introduced in the frequency domain. Conceptually the definition
of the temporal envelope with chirp (Ec(t)) is:

Ec(t) = F−1
[
F (E(t)) · eiφ(ω)

]
(I.18)

In Fig. I.3, the effects of the first three terms ofφ(ω) are depicted. Please note that
all temporal intensities have been normalized to allow direct pulse width comparison.
First order spectral phase terms (φ1) induce a pulse shift in time without any modifi-
cation of the pulse. Linear chirp (φ2 terms) will modify the pulse width by a linear
increase or decrease of the instantaneous frequency (Eq. I.14). Finally, quadratic chirp
(φ3 terms) generate asymmetric pulses trains.

If one considers the case of pure linear chirp (φ2 6= 0 andφm 6=2 = 0), according to
Eq. (I.18), the electric field can be expressed as:

Eφ2(t) =
σt

√

σ2
t − 4iφ2

e
− t2

σ2
t
−4iφ2 (I.19)

One can notice the convergence ofEφ2 to E(t) = e
− t2

σ2
t whenφ2 tends to0. In this

specific case, we can address the question of the modificationof the FWHM pulse
duration by the linear chirpφ2. Having an initial pulse defined by∆τ0, the modified
pulse duration∆τφ2 can be expressed as:

∆τφ2 =

√

∆τ 20 +

(
4 ln 2 · φ2

∆τ0

)2

(I.20)

From Eq. I.19 and Eq. I.20, we can express the intensity of a pure linearly chirp pulse
as (here also we setI0 = 1):

Iφ2(t) =
∆τ0
∆τφ2

e
−

2σ2
t t

2

σ4
t
+16φ2

2 (I.21)
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Fig. I.4 depicts Eq. I.20 and one can clearly see the larger effect of the linear chirp for
smaller initial pulse durations. It is important to note that this expression is not a func-
tion of the carrier frequency nor of the central wavelength.Eq. I.20 is therefore valid
for any pulse duration independently of the carrier frequency (provided the validity of
the SVEA approximation).

So far we developed the mathematical framework to describe femtosecond laser
pulses and consider also polynomial phase distortions together with their effect on
the pulses. It is obvious that more complicated pulses can begenerated by linear
combination of theφm. Some examples, like sine modulationsφ(ω) = 1.23 · sin(xω)
with x the frequencies of these modulations, are depicted in Fig.I.5 and illustrate the
generation of pulse trains.

It is also possible to modulate other parameters of the pulsesuch as its amplitude
(E(ω)) but also its polarization~e. We will not detail these modulations here, the related
formalism together with some examples can be found in [68–70].

I.2 Propagation of femtosecond laser pulses

In this section, we will present the propagation of the electric field (Eq. I.10) in vac-
uum (~P = 0). For propagation in a linear medium, the wave vector including the
medium response has to replace the vacuum wave vector (See Sec. I.3.2). In the fol-
lowing, we suppose the spatial dispersion of the frequencies to be homogeneous in the
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Figure I.5: Left column: Intensity of sine phase-modulated pulses are plotted as function of
time for two values of the frequencies modulationx = 100 fs andx = 500 fs. Right column:
Corresponding intensity (solid lines) and phase (dotted lines) are depictedas function of the
wavelength. Note that the initial∆tFWHM = 30 fs. All intensity curves have been normalized.

beam profile (i.e. absence of spatial chirp). Taking into account the initial wavefront
curvature (Rcurv) and radius (σxy) of the beam, the initial spatio-temporal envelope is
defined as:

E(x, y, t, z = 0) = F(E(x, y, ω, z = 0)) (I.22)

whereF is the Fourier Transform with respect to the temporal coordinates (Eq. I.7).
The previous equation can be decomposed in a temporal and a spatial part:

E(x, y, ω, z = 0) = E(ω) · eiφ(ω)
︸ ︷︷ ︸

Time-Frequency Definition

· e
(

−x2+y2

σ2
xy

)

· e
(

−ik

[

x2+y2

2R2
curv

])

︸ ︷︷ ︸

Spatial Definition

(I.23)

In analogy with the treatment done for the temporal definition of femtosecond laser
pulses (Sec. I.1), the beam propagation will be performed inthe reciprocal space. We
define a wave vector~k = (kx, ky, kz) and the spatial frequencies~σ = (σx, σy, σz)
(defined byσi = ki/2π, i = x, y, z). The propagation of the beam in the spatial
coordinates is the result of the convolution of the initial electric field (Eq. I.23) with
the impulsive responseH(x, y) (propagator in direct space). As in the reciprocal space
convolution is replaced by multiplication, we define the 2D spatial Fourier Transform
(FS) supposing that the Fourier transform of each frequency component is defined in
each point of the space. The initial electric fieldE(x, y, z = 0, ω) can be associated
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with its angular spectral density andvice-versa:

E(x, y, z = 0, ω) =

∫∫ +∞

−∞

E(kx, ky, z = 0, ω)e−i(kxx+kyy)dkxdky

E(kx, ky, z = 0, ω) =
1

4π2

∫∫ +∞

−∞

E(x, y, z = 0, ω)ei(kxx+kyy)dxdy

(I.24)

whereki = nω
c

is the wave vector in each transverse direction (i = x, y).

According to the linear Maxwell theory, each monochromaticcomponent is solu-
tion of the Helmholtz equation (Eq.I.4 with~P = 0). In the scalar approximation, one
can show that the spectral density for any distancez can be deduced from the initial
spectral densityE(kx, ky, z = 0, ω) as:

E(kx, ky, z, ω) = E(kx, ky, z = 0, ω) · H0(kx, ky, z, ω) (I.25)

whereH0 is the free space propagator or optical transfer function. The free space is
supposed to be homogeneous, isotropic and linear along the distance of propagation
z. The propagation of the beam is performed independently foreach frequency in
the reciprocal space. The free space propagator is a filter function defined by (with
~k =

√
k2x + k2y + k2z ):

H0(kx, ky, z, ω) = e±ikzz

= e±i|
~k|·z·

√
1−(k2x+k

2
y)c

2/ω2
(I.26)

To calculate the propagation of a pulse fromz = 0 to z = d, we apply the three
successive operations. First the2D spatial Fourier transform is applied inz = 0. Then
it is multiplied by the adequate free space propagatorH0(kx, ky, d, ω), and finally,
the propagated electric field in Cartesian coordinates is directly calculated as the2D
inverse spatial Fourier transform (Eq. I.24).

As a consequence of Eq. I.26, it is important to note the two regimes of propaga-
tion. Assuming a propagation in vacuum (n = 1): whenk2x + k2y ≤ (ω/c)2 we have
the planes wave propagation regime which turn into an evanescent waves propagation
regime whenk2x + k2y > (ω/c)2.

I.3 Linear and Non-linear Polarization and Propa-
gation

When an electromagnetic wave is traveling through a medium, the response of the
medium will be expressed in term of macroscopic polarization and will modify the
temporal shape of the pulse through Maxwell’s Equations (Eq. I.1). The present deriva-
tion is valid for isotropic homogeneous media far-from-resonance, i.e. for real refrac-
tion index. We can express the macroscopic polarization as aTaylor series of the
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electric field [71]:

~P = ε0(χ
(1) · ~E

︸ ︷︷ ︸

~PL

+χ(2) · ~E2 + · · ·+ χ(n) · ~En + . . .
︸ ︷︷ ︸

~PNL

) (I.27)

whereχ(n) is the macroscopicn-th order dielectric susceptibility tensor of rank(n+1).
~En =

⊗n ~E and is then-th order tensor product of the electric field. As long as the
field amplitudes remain small to moderate, the polarizationis linear (~PL) but when the
field amplitudes increase, the polarization become a nonlinear function of the electric
field (~PNL). This nonlinear response will generate nonlinear opticaleffects. [72]

As femtosecond laser pulses are a discrete coherent superposition of monochro-
matic waves, the derivation of the polarization is less complicated in the spectral do-
main. Dealing with energy quanta and their combination instead waves superposition
is also more intuitive. The Fourier relation between both polarization is:

~P (n)(ω) = F
[

~P (n)(t)
]

=
ε0
2π

∫ +∞

−∞

~P (n)(t)e−iωtdt (I.28)

We can express then-th order polarization in the spectral domain [72]:

~P (n)(ω) = ε0

∫ −∞

−∞

∫ −∞

−∞

. . .

∫ −∞

−∞

χ(n)(−ωσ;ω1, ω2, . . . , ωn)

× ~E(ω1) ~E(ω2) . . . ~E(ωn)δ(ω − ωσ)dωn . . . dω2dω1

(I.29)

whereωσ =
∑n

i=1 ωi is the resulting frequency of the interaction process and the
Dirac distribution holds for energy conservation, i.e.δ(ω − ωσ) = 0, if ω 6= ωσ and
∫
δ(ω)dω = 1.

If the process is linear (n = 1), ωσ = ω and the frequency will remain the same after
the process, which is not always the case for nonlinear processes (n > 1). Eq. I.29 is
general and can be adapted to all nonlinear processes. We will focus now on the sus-
ceptibility properties and then on the second order processes as it is the main nonlinear
process used in this work.

I.3.1 Nonlinear susceptibility

The nonlinear susceptibilities of materials are expressedby tensors. Commonly, in
order to reduce the number of independent coefficients, symmetry considerations can
be applied [72]:

• Time-invariance and causality principle imply the invariance of the tensor under
all the permutation of the (jk, ωk) pairs present in:1

χ
(n)
ij1j2...jn

(−ωσ;ω1, ω2, . . . , ωn) (I.30)

1This commonly accepted derivation is presently discussed in the community. For example, Prof.
Joffre states that time-invariance is already necessary inEq.I.29 and causality principle implies a relation
between real and complex part ofχn, type Kramers-Kronig. From this point of view, Eq.I.30 providing
only a definition of the uniqueness ofχn. [73]
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• For a fixed crystalline structure, parity considerations onP (n) imply several
component of the tensor to be zero. Each crystal class has a specific tensor
associated. [74]

• When the optical frequencies are far from the lower resonancefrequencies,χ(n)

is independent of frequency. Under this condition, permutation of thejk index
without permuting the corresponding frequency is allowed and known asKlein-
man Symmetries. [75,76] If these assumptions hold, they will reduce the number
of independent and non-vanishing coefficients ofχ(n).

• The ABDP symmetry states that for a medium transparent at the considered
frequencies, the tensor is invariant under the(n + 1)! permutations between
(i, ωσ) and(jk, ωk). [77]

I.3.2 Linear and second order processes

Linear processes

In linear processes, the linear polarization can be expressed in term of the electric field
and the susceptibility tensorχ(1):

~PL(ω) = ~P (1)(ω) = ε0χ
(1)(−ω;ω) ~E(ω) (I.31)

We can substitute this equation into Eq. I.4 to obtain the wave equation in a linear
medium in the frequency domain:

~∆ ~E(ω) + ~k2(ω) ~E(ω) = 0 (I.32)

where the wave vector (~k(ω)) is defined through the linear refractive indexn(ω) which
contains the linear response of the medium:

~k2(ω) =
ω2

c2
n2(ω) =

ω2

c2
(1 + χ(1)(−ω;ω)) (I.33)

The combination of Eq. I.5 and Eq. I.33 give the solution of Eq. I.32. As no fre-
quency mixing occur in linear propagation, each frequency component of the solution
can be treated independently. The linear propagation of a femtosecond laser pulse over
a distanceL in a linear medium (Eq. I.25 and Eq. I.26 combined with Eq. I.33) will
modulate the phase of the pulse (Eq. I.17) exactly as in Eq. I.18. We can express the
relation between dispersion and linear medium response:

φ(ω) = |~k(ω)|L =
ω

c
n(ω)L =

ω

c
L
√

1 + χ(1)(−ω;ω) (I.34)

As the dispersion induced is a Taylor series (Eq. I.17), we can develop Eq. I.33 in
a Taylor series and identify term by term the medium contribution to the dispersion
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(limiting to the first three terms):

φ0 = k0L =
ω2
0

c2
n2(ω0)L

φ1 =

[
dk(ω)

dω

]

ω=ω0

L =

[
n

c
+
ω

c

dn

dω

]

ω=ω0

L

φ2 =

[
d2k(ω)

dω2

]

ω=ω0

L =

[
2

c

dn

dω
+
ω

c

d2n

dω2

]

ω=ω0

L

(I.35)

These expressions provide the origin of CEP, temporal translation, and group velocity
dispersion in term of the material linear response and support the choice of defining
the dispersionφ(ω) in the spectral domain. The group delay definition (Eq. I.16)can
also be linked to the medium properties.

Second order processes

For second order processes, according to Eq. I.29, the nonlinear polarization is written
as (n = 2):

~P (2)(ω) = ε0

∫ −∞

−∞

∫ −∞

−∞

χ(2)(−ωσ;ω1, ω2) ~E(ω1) ~E(ω2)δ(ω − ωσ)dω1dω2

= ε0

∫ −∞

−∞

χ(2)(−ωσ;ω, ω − ωσ) ~E(ω) ~E(ω − ωσ)dω

(I.36)

whereωσ = ω1 + ω2 andχ(2)
ij1j2

is a component of a(3× 3× 3) matrix.

Under the suppositionω1 ≥ ω2, we can summarize the second nonlinear order
processes in Tab.I.1 (ifω1 = ω2 we denote both frequencies asω). [78]

Process name Condition ωσ = ω1 + ω2

Optical Rectification (OR) ωσ = ω − ω = 0 0;ω,−ω
Second Harmonic Generation (SHG) ωσ = −2ω −2ω;ω, ω
Sum Frequency Generation (SFG) ωσ = ω1 + ω2 −(ω1 + ω2);ω1, ω2

Difference Frequency Generation (DFG)ωσ = ω1 − ω2 −(ω1 − ω2);ω1,−ω2

Table I.1: Second order processes.

I.3.3 Second Harmonic Generation and Propagation

Second harmonic generation (SHG) is the principal nonlinear process investigated in
this work. We will therefore focus on this specific case. In addition to the symmetries
presented in the previous chapter resulting from macroscopic considerations, micro-
scopic symmetry considerations have also to be taken into account. Having a spa-
tial transformation~r → −~r, the components of Eq. I.36 are modified as follows:
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~P → −~P and ~E → − ~E. Under this transformation and at the light of Eq. I.36,
χ(2) → −χ(2). If the material possess an inversion symmetry, Eq. I.36 remains un-
changed andχ(2) = −χ(2) = 0. For material where inversion symmetry holds, no
SHG signal is generated and more generally no even nonlinearprocesses from bulk
medium are allowed. But at every interface inversion symmetry is broken and even
nonlinear process may occur. [78]

Generation

Because of the degeneracy of the excitation, the susceptibility tensor is invariant under
jk permutation for allk, (χ(2)

ij1j2
(−2ω;ω, ω) = χ

(2)
ij2j1

(−2ω;ω, ω)). This degeneracy
allow the reduction of the size of the tensor from 27 (= 33) to 18 (= 3× 6) elements.
While the first index remains unchanged (i ∈ [x, y, z] ≡ [1, 2, 3], with x, y, z the
Cartesian coordinates), the simplification applies on thejk index and occurs as follow
[72]: xx → 1, yy → 2, zz → 3, yz = zy → 4, xz = zx → 5 andxy = yx → 6. The
tensor coefficients in the reduced form areχ(2)

il with i ∈ [1, 2, 3] andl ∈ [1, 2, 3, 4, 5, 6].
We can express the transformation in a matrix form:

χ(2)
r =





χ11 χ12 χ13 χ14 χ15 χ16

χ21 χ22 χ23 χ24 χ25 χ26

χ31 χ32 χ33 χ34 χ35 χ36



 (I.37)

We will used the reduced form of the tensor and voluntary omitther symbol. As an
example, the tensor for iron iodate crystals (Fe(IO3)3, symmetry class6, widely used
in this work) is expressed first in the general form and further simplified by applying
the symmetries considerations as [74]:

χ
(2)
Fe(IO3)3

=





0 0 0 χ14 χ15 0
0 0 0 χ15 -χ14 0
χ31 χ31 χ33 0 0 0





=





0 0 0 0 χ15 0
0 0 0 χ15 0 0
χ15 χ15 χ33 0 0 0





(I.38)

Propagation

Having derived an expression for the polarization (Eq. I.36), we can substitute it into
the wave equation (Eq. I.4) and obtain:

~∆ ~ESHG(~r) + k2SHG
~ESHG(~r) = −16πω2

c2

[

l1 +
∇∇
k2SHG

]

· ~P (2)(~r) (I.39)

where l1 is the identity matrix of rank 3,kSHG is the wave vector atωσ = 2ω, and
ESHG the field envelope at frequency2ω. For this section, we apply the slowly varying
amplitude approximation (SVAA), meaning we can neglect thesecond term of the
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I.3 Linear and Non-linear Polarization and Propagation

right-hand side of Eq.I.39, which is equivalent to neglecting the∇(∇ · E) term in
Eq. I.3. If we apply the free space propagation (Eq. I.25) combined with Eq. I.5,
Eq. I.39 can be expressed as [76,78]:

(
∆+ k2(ω)

)
ESHGe

ikSHGz = −16πω2

c2
χ(2)EωEωei(kω+kω)z (I.40)

whereEω is the field envelope at the frequencyω and for notation simplification, we
haveχ(2) ≡ χ(2)(−ωσ;ω, ω − ωσ) here and for the rest of this work.

If we consider only the direction of propagation (z axis), we have:

∂ ~ESHG

∂z
=
iω2

SHGχ
(2)

kSHGc2
~E2
ωe

i∆kz (I.41)

where∆k = 2kω − kSHG is thewave vector mismatchor wave vector transfer. The
solution of this equation is:

~ESHG(z) =
iω2χ(2)

kSHGc2
E2
ω

ei∆kz−1

i∆k
(I.42)

The last term introduces intensity modulation in the generation of SHG field. At a
distancez, the intensity of the SHG field is expressed as [78]:

ISHG(z) ∝ [ESHG(z)]
2 ∝

[
ei∆kz−1

i∆k

]2

≡ z2
[

sinc

(
∆kz

2

)]2

(I.43)

The intensity of the SHG is a periodic function of the the distancez and is maximal
when[sinc(x)]2 = 1, therefore:

I is maximal when

{
∆k = 0, ∀z
size ofz is in the order of the wavelength

. (I.44)

In this work, both situations are explored. The former usually referred asphase-
matching conditionis verified for harmonic frequency conversion of femtosecond
laser pulses by bulk nonlinear crystals. When we will study the SHG from non-
centrosymmetric nanocrystals with a size smaller than the wavelength, only the sec-
ond condition in Eq.I.44 applies. DefiningLc = π/∆k as the coherence length, we
illustrate the SHG conversion efficiency in Fig. I.6. The effect of the phase matching
condition on the conversion efficiency of the medium is evident for propagation in a
medium over a distancez > Lc/2. However, when we do not consider anymore a
propagation regime, but a scattering regime, as in the case of small nonlinear object
with a sizezn smaller or in the order of the excitation wavelength, the SHGconversion
grows monotonically with the size of the sample and the phase-matching condition is
not a constrain anymore.
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Figure I.6: Growth of the SHG conversion efficiency for perfect phase-matching (∆k = 0,
dotted-dashed line) and non phase-matching (∆k 6= 0, solid line). Inset: enlargement for
nanometric non-centrosymmetric structuresZn where phase-matching condition is not any-
more valid.

I.4 Focused Gaussian Beams

In the description of focusing field, notions of local and farfield have to be carefully
described. In this section we will consider only the spatialpart of the beams. Based on
the formalism presented in Sec. I.2 and following the derivation proposed by Richards
and Wolf [79, 80] and extended by Novotny and Hecht for Gaussian beams profiles
[81], we can find an analytical relationship between local and the far field distributions.
We define the vector~s = (sx, sy, sz) =

(
x
r
, y
r
, z
r

)
, with r =

√

x2 + y2 + z2 the far field
distancer = r∞ from the origin. We also neglect the contribution from the evanescent
waves because of their rapid exponential decay, experimentally verified for microscopy
experiments with far field detection. Under these assumptions, it can be shown [81]
that the far field is the result of a single plane wave in the local field distribution while
the contribution of other plane waves disappear due to destructive interferences. In
other words, we can express the local field (inz = 0) as a function of the far fieldE∞
in spatial coordinates and its reciprocal space respectively [81]

E(x, y, z) = ire−ikr

2π

∫∫

k2≥k2x+k
2
y

E∞(kx, ky)
ei(kxx+kyy±kzz)

kz
dkxdky

E(kx, ky, 0) =
ire−ikr

2πkz
E∞(kx, ky)

(I.45)

We see that in the case of focusing field, the key parameters are the incident fieldEin

and the initial parameters of the focusing system.

This formalism provides us the tools for describing strongly focused Gaussian laser
beams, which is necessary to generate nonlinear effect at low incident intensity. In
Fig. I.7, we illustrate theSine Conditionfrom Geometrical Optics. The distanceh to
the optical axis to the focal length and the divergence angleθ between the refracted
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Figure I.7: Illustration in Geometrical Optics of an aplanatic focusing element by a spherical
surface with radiusf .

beam and the optical axis are related by:

h = f sin θ (I.46)

As example, we can express the focal field in spherical coordinates (x = ρ cosφ
andy = ρ sinφ) and angular spectrum representation as a function of the far field: [81]

E(ρ, φ, z) = ikfe−ikf

2π

∫ 2π

0

∫ θmax

0

E∞(φ, θ)eik cos θ(z+ρ tan θ cos(φ−ϕ)) sin θdθdφ (I.47)

where the integration over theθ angle is limited to a maximal angle corresponding to
the objective properties.

I.4.1 Focused Gaussian Fields

Microscope objectives are classified according theirNumerical Aperture(NA) defined
by:

NA = n sin θmax (I.48)

wheren is the surrounding medium refractive index andθmax the maximal angle of the
refracted ray allowed by the objective (Fig. I.7).

Suppose an initial fieldEini linearly polarized along thex axis. The amplitude
profile of the beam can be expressed either in Cartesian or Spherical coordinates:

Eini(ρ, φ, z) = E0 · e−(x
2+y2)/σ2

xy = E0 · e−f
2·sin2 θ/σ2

xy

︸ ︷︷ ︸

D(θ)

(I.49)

The factorD(θ) describes the spatial filling factor of the objective aperture (h, Fig. I.7)
of the objective by the incoming beam radius (σxy). Experimentally, it is important to
match the beam size with the dimensions of the optical aperture of the objective to have
a diffraction-limited focus. We also assume that the waist of the beam coincides with
the objective. It results a planar phase front when it impinges onto the objective. Here
we assume the Fresnel losses to be negligible because of goodanti-reflection coating.
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Under these assumptions, we can express the far fieldE∞ in spherical coordinates as a
function of the initial field:

E∞(θ, φ) =
1

2

√
n1

n2

√
cos θEini(θ, φ)





(1 + cos θ)− (1− cos θ) cos(2φ)
−(1− cos θ) sin(2φ)

−2 cosφ sin θ



 (I.50)

wheren1 andn2 are respectively the refraction index of air and objective.

The use of them-th order Bessel functionJm and its properties

∫ 2π

0

sin(mφ)eix sin(φ−ϕ)dφ = 2π(im)Jm(x) sin(mϕ)

∫ 2π

0

cos(mφ)eix cos(φ−ϕ)dφ = 2π(im)Jm(x) cos(mϕ)

(I.51)

combined with Eq. I.47 and Eq. I.50 allow the expression of the focused field in spher-
ical coordinates: [81]

Eini(ρ, φ, z) =
ikfe−ikf

2

√
n1

n2

E0





I0 + I2 cos(2φ)
I2 sin 2φ

−2iI1 cosφ



 (I.52)

with theIm functions defined by (m = 0, 1, 2):

Im =

∫ 2π

0

D(θ)
√
cos θ sin θ · gm(θ) · Jm(kρ sin θ) · eikz cos θdθ (I.53)

wheregm(θ) =







1 + cos θ, if m = 0
sin θ, if m = 1
1− cos θ, if m = 2

andD(θ) the filling factor.

In Fig. I.8, we present the simulation of the field intensities at the focus of aNA =
1.3 objective corresponding to a maximal angle ofθmax = 58.9◦. For this example, the
initial field has been fixed asx polarized, the objective refractive index isnoil = 1.518,
the wavelength of the initial field isλ = 800 nm. From panels (A) and (B) of Fig. I.8,
we can see that the focus is elongated along thez direction, which is the first effect
of high confinement. Second, we notice the elongation of the lateral focal spot (in
z = 0) along thex direction compared to they direction. Panels (C) to (E) show the
field intensity in the focal plane (z = 0) [82]. It is important to notice the field energy
transfer between the initialx-polarized field into the longitudinal (z-axis) direction.
These effects are not present in the paraxial approximationand illustrate the need
of a vectorial description for tightly focused laser beams.In addition, when strong
focusing is performed near a planar interface as for microscopy, additional effect have
to be taken into account. Generation of symmetric reflected patterns occur, which
incidentally may be very useful in the alignment of the laserbeam into the microscope
apparatus [81].
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Figure I.8: Intensity distribution of a tightly focused Gaussian beam in a log scale represented
in the XZ plane (A) and YZ plane (B). (C-E) plots depicts in the focal plane (z = 0) the
intensity of the field components (linear scale). The incident beam is polarized along thex
axis and the numerical aperture of the objective is NA=1.3. Distance between major ticks is
1µm.

I.4.2 Spatial Resolution

As previously mentioned, in order to have a "diffraction-limited" focus, the diameter
of the incoming beam and the size of the back aperture of the objective have to be
matched. If it is not the case, the focus will have larger dimensions degrading the
imaging resolution.

Having a point-like source object, the image obtained on a detector will be the con-
volution of the source object with the system’spoint spread function(PSF, also called
system’s impulse response). Its gives a measure of the quality of the imaging system
by quantifying the spread of a point source [83]. Based on the angular representation
formalism, a complete derivation of the point spread function can be performed. This
derivation is beyond the scope of this chapter, but a detailed description can be found
in [81, 83]. The point spread function in the paraxial approximation (θmax ≪ π/2) in
the image plane for a dipole oriented along thex axis is:

|E(x, y, z = 0)|2 ∝
[
2J1(2πρ̃)

(2πρ̃)

]2

(I.54)

whereρ̃ = NAρ/Mλ andM the transverse magnification. From I.54, we can extract
the width of the PSF∆x = 0.6098Mλ/NA which correspond to the distance between
the maximum and the first minimum of the PSF (Eq. I.54).

We consider two emitters separated by a distance∆r in the focal plane and their
associated PSF. Experimentally, the spatial resolution isdefined by the numerical aper-
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ture of the system and is defined by [81]:

∆r ≥ λ

πNA
(I.55)

Intuitively the distinction between two different emitters will be possible when the
distance of the two PSF will be equal to the width of the PSF. The spatial resolution of
our system is expressed byAbbe’s formula:

∆r = 0.6098
λ

NA
(I.56)

This limit can be overcome in nonlinear microscopy, where the probability to ex-
cite a the sample through a nonlinear process is proportional to then-th power of the
process nonlinear order (i.e. square in the case of second processes). Therefore, the
intensity needed to generate a two-photon process will be available in a very restricted
volume compared to the one-photon process. This confinementwill enhance the spa-
tial resolution.

In confocal microscopy, the spatial resolution depends on the size of the pinhole
inserted in the conjugated plane of the objective. The theoretical limit of spatial resolu-
tion is given by the diameter of the Airy disc and is never attained experimentally. [84]
Contrarily, in nonlinear microscopy, the only limitation isthe fulfilling of the back
aperture of the objective and the theoretical limits can be reached. [84]

I.5 Second Harmonic Nano-Optics

Starting first with a general framework for the description of the SHG response in
tight focusing microscopy, we proceed then to the description of a model to study the
polarization response of nonlinear nanocrystals.

I.5.1 SHG in tight focusing microscopy

So far we have described the SHG process (in Sec. I.3.3) and the field in a tight focus
(in Sec. I.4). In Chapter III, we present experimental results of SHG in microscopy
with a high NA objective. The nonlinear media studied are non-centrosymmetric
nanocrystals allowing SHG. We present an adaptation of the formalism developed by
Chenget al. for Coherent Anti-Stokes Raman scattering (CARS) [85] to the case of
SHG microscopy.

The starting equation is the SHG wave equation (Eq. I.39). Inthe following we
do not apply the slowly varying amplitude approximation, therefore, for a detection
position ~R(R,Θ,Φ) and by introducing Green’s functionG(x), we express the SHG
field outside generated by a sample with a volumeV :

~ESHG(~R) = −16πω2

c2

∫

V

[

l1 +
∇∇
k2SHG

]

·G(~R− ~r) · ~P (2)(~r)dV (I.57)
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Figure I.9: Intensity distribution in the longitudinal direction|Ez|4 of a tightly focused Gaus-
sian beam in the focal plane (z = 0) the intensity of the SHG field components (linear scale).
The incident beam is polarized along thex axis and the numerical aperture of the objective is
NA=1.3.

The Green function can be defined (≡) and then approximated (≃) for far field ( ~|R| ≫
~|r|) as follows:

G(~R− ~r) ≡ e±ikSHG|~R−~r|

4π|~R− ~r|
≃ e

ikSHG(|~R|−
~R·~r

|~R|
)

|~R|
(I.58)

We can rewrite the Eq.I.39 which describes the SHG signal generated by a sample
with an arbitrary shape and size.

~ESHG(~R) = −4ω2

c2
e±ikSHG|~R|

|~R|

∫

V

e±ikSHG|~R·~r|

×





0 0 0
cosΘ cosΦ cosΘ sinΦ − sinΘ
− sinΘ cosΦ 0



 · ~P (2)(~r)dV

(I.59)

As we have so far limited ourselves to the far field approximation, no considerations on
the shape of the sample or its size has been done, thus this equation is very general. [86]

We can integrate this field over a solid angledΩ to take into account the presence
of a collecting objective. If the objective collects the forward propagating signal, we
takeΘ ∈ [0 αmax] whereαmax is the maximal collecting angle allowed by the objective.
If the signal is epi-detected, the backward collection angle isΘ ∈ [−π βmax − π] (in
the backward direction with the same objective having a maximal angle ofβmax). The
radiation power of the collected SHG signal is:

pSHG =
n2ωc

8π

∫ 2π

0

∫ Θ2

Θ1

| ~ESHG(~R)|2R2 sin2 ΘdΘdΦ (I.60)
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Figure I.10: Definition of the angles. Thec−axis of the crystal is expressed in the laboratory
frameX, Y, Z by the Euler anglesφ, θ andψ, whereas the angleγ denotes the polarization
of incident laser light on the sample plane.

In our specific case we are working with objects in the order ofhundred nanome-
ters and we can neglect the Gouy phase contribution: as illustrated in Fig. I.9, in the
direction of polarization (x axis) the SHG field is zero on a distance of 150-200 nm.
As the size distribution of the nanocrystals under study is around 80 - 200 nm (See
Sec. II.7 and Sec. III.2), we can in first approximation neglect the contribution of the
longitudinal component of the field (|Ez|4, for representing the SHG field) [87]. In
the rest of this work, we do not use the full model because of the need of analytical
solution for fitting purposes, which is not possible using the framework presented in
this section.

I.5.2 Polarization

We will present a framework developed in the group of J. Zyss (ENS, Paris) [20, 87].
Knowing the crystal tensor and having an excitation field with a well defined polariza-
tion, we can simulate the SHG response of the nanocrystals asa function of the linear
polarization angle of the excitation. We will work out an analytical expression of the
SHG intensity response recorded by the detector for two orthogonal polarization of the
detection. This will allow us in Chapter III to fit the experimental data and retrieve the
spatial orientation of individual nanocrystals in the laboratory frame. In Fig. I.10, we
present a scheme of the experimental set-up (A) together with a graphical illustration
of the parameters used in this model (B) and (C).

Before considering the interaction between light and crystal, we first have to define
its orientation in the laboratory frame. According to Fig. I.10 (C), we use rotation
matricesS (with Euler’s anglesφ, θ andψ) to perform the change of the nonlinear
susceptibility tensor orientation between the crystal (χ(2),C) and the laboratory frame
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(χ(2),L). Each tensor elementχ(2),L
i,j,k can be expressed:

χ
(2),L
ijk =

∑

īj̄k̄

χ
(2),C

īj̄k̄
SīiSjj̄Skk̄ (I.61)

corresponding to the tensorial notation:

χ(2),L = S · χ(2),C (I.62)

with the rotation matrixS given by:

S =





cosψ cos θ cosφ− sinψ sinφ − sinψ cos θ cosφ− cosψ sinφ sin θ cosφ
cosψ cos θ sinφ+ sinψ cosφ − sinψ cos θ sinφ+ cosψ cosφ sin θ sinφ

− cosψ sin θ sinψ sin θ cos θ





(I.63)

In the laboratory frame, we define the polarization as linearly varying overγ =
360◦ in the transverse (XY ) plane (Fig. I.10 (A) and (B)). The excitation field is sup-
posed to be ellipticity-free, having no variation of its intensity overα, and to be at
normal incidence, with at most two nonzero in-plane components [20]. Therefore it is
defined at the fundamental frequency as [87]:

~E(γ, ω) = E(ω)





cos γ
sin γ
0



 (I.64)

whereE(ω) is the field in the frequency domain.

Simplifying the expression by removing the terms including~E(z, ω) = 0, we ex-
press the SHG polarization in the laboratory frame as:

~P (2)(γ, ω) = ε0χ
(2),L











cos2 γ
sin2 γ
0
0
0

2 sin γ cos γ











(I.65)

The radiation of the SHG field is obtained by introducing the nonlinear dipole moment
P (2) in the expression for a radiating field perpendicular to~k and the square of the field
gives the expression of the radiated intensity:

~Eradiated ∝ ~k × (~P (2) × ~k)

~Iradiated =
∣
∣
∣ ~Eradiated

∣
∣
∣

2 (I.66)

We illustrate the radiated intensity in Fig. I.11 for a Fe(IO3)3 nanocrystal (Eq. I.38),
for two orthogonal polarization of the detection and for an orientation (θ,φ) = (10,60).
Varying the orientation (θ,φ) of the crystal will modify this figure. In Sec. III.1 and
Sec.III.2, we will use this formalism to retrieve the orientation of each nanocrystal.

To finish the description of the signal detected (Fig. I.10 (A)), the integration over the
solid angledΩ of the objective (Eq. I.60) has to be performed.
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Figure I.11: Radiated intensity of a Fe(IO3)3 nanocrystal oriented in (θ,φ) = (10,60) for two
orthogonal position of the analyzer (x axis in black andy axis in red).

I.6 Characterization of ultrafast laser pulses

This section is dedicated to the time-frequency characterization of femtosecond laser
pulses. Soon after the generation of laser pulses, the problem of pulse characterization
has appeared [88]. The reasons to characterize light pulsesare numerous: determi-
nation of its pulse duration to know if the considered pulse is FT-limited or not (i.e.
determination of the dispersionφ(ω) of the pulse), better understanding of the light
sources, retrieval of information about the traveled-across medium, characterization of
the spectral/temporal phase for understanding the processes involved in quantum con-
trol and pulse-shaping experiments, etc. However, femtosecond pulse characterization
remains challenging as it corresponds to a complex inverse problem. The extractionin
fineof the intensity and the phase-characteristics as functionof time and/or frequency
is not easy and become harder for highly modulated pulses.

In the frequency domain, the spectral intensityI(ω) is measured by a spectrometer.
As the light pulses are orders of magnitude faster than the best available electronic
devices (detectors, circuits, oscilloscopes,...), no direct characterization is possible in
the time domain. The temporal and spectral phase are also notdirectly measurable.
Moreover using an integrating detector, Wong and Walmsley have shown that phase
information can only be obtained by "time-non-stationary filtering" [89,90].

This section will be separated into two parts: first the temporal retrieval of the
temporal intensityI(t) will discussed and secondly we will describe the full pulse
characterization, by retrieving the phase functions,φ(ω) andψ(t).
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Figure I.12: Experimental implementation of (Left Panel) collinear autocorrelation and
(Right Panel) non-collinear autocorrelations.

I.6.1 Temporal pulses characterization

The temporal characterization of a pulsef is done by performing a temporal convolu-
tion of this pulse with a reference pulseg, also called gate pulse. This method is called
cross-correlation whenf 6= g. The cross-correlation is defined by:

(f ⋆ g) (τ) =

∫ ∞

−∞

f(t)ḡ(t− τ)dt (I.67)

whereḡ is the complex conjugate ofg and⋆ denotes the convolution. Whenf and
g originates from the same pulse, the cross-correlation is the convolution of the pulse
with itself and is called autocorrelation. As in this work the majority of temporal pulse
characterization are autocorrelations, we will focus our description on them.

As detectors do not allow us to resolve the temporal intensity (I(t)), the easiest
solution is to translate the problem from the temporal to thespatial domain. In fact,
one optical cycle at800 nm is 2.67 fs and mechanical positioning systems have res-
olution of the order of ten nanometers. In an interferometric arrangement, one can
change the optical path of one arm with nanometric precisionand obtain the relative
sub-single-cycle temporal resolution. At this point, to detect a signal proportional to
the pulse overlap described in Eq. I.67, one needs a nonlinear medium. Depending
on the experimental possibilities, can use two-photon fluorophores [91, 92] or two-
photon photodiodes [93]. We used nonlinear crystals and thesignal is then filtered and
detected by an integrated detector.

From an experimental point of view as shown in Fig. I.12, two geometries can be
adopted collinear (C) [94] or non-collinear (NC) [95]. Usually the NC-geometry is
adopted because the interpretation of the data is easier, but in the case of experiments
including objectives (as in microscopy or in micro-spectroscopy), the C-geometry has
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Figure I.13: Upper Left Panel: Graphical representation of constant and non-collinear terms
of Eq. I.69. Lower Left Panel: Graphical representation of interferograms terms of Eq.
I.69. Central Panel: Fourier transform representation of the corresponding traces in the left
panel. ω0 = 2.36 · 1012 rad/s corresponds to a central wavelength ofλ0 = 800 nm. Right
Panel: Graphical representation of collinear autocorrelation of a linearly chirped pulse. Pulse
characteristics:∆t = 30 fs and chirpφ2 = 1000 fs2.

to be adopted [96,97].

We give here the full mathematical description of the outcome of the C geom-
etry, which includes a term accounting for the result of NC geometry. After the
recollimation of the two beams of the interferometer, the electric field is an explicit
function of the delayτ induced by the moving-stage and can be written:Ecol(t) ∝
[E(t) + E(t− τ)]. The integrated detector measures the interferometric second-order
correlation ofEcol:

G2(τ) =

∫ +∞

−∞

∣
∣[E(t) + E(t− τ)]2

∣
∣
2
dt (I.68)

It is important to notice that this expression is symmetric with respect to time,
resulting from the equivalence of probe and gate pulse. Thissymmetry will result in
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an uncertainty on the sign of the time axis. By expanding this expression, we have [98]:

G2(τ) =

∫ +∞

−∞

∣
∣E2(t) + 2E(t)E(t− τ) + E2(t− τ)

∣
∣
2
dt

=

∫ +∞

−∞

[
I2(t) + I2(t− τ)

]
dt

︸ ︷︷ ︸

Constant term

+2

∫ +∞

−∞

I(t)I(t− τ)dt

︸ ︷︷ ︸

Intensity autocorrelation

+ 2

∫ +∞

−∞

[I(t) + I(t− τ)]ℜ{E(t)E∗(t− τ)} dt
︸ ︷︷ ︸

Modified interferogram of E(t)

+

∫ +∞

−∞

ℜ
{
E2(t)(E∗(t− τ))2

}
dt

︸ ︷︷ ︸

Interferogram of the SHG of E(t)

(I.69)

Intensity autocorrelation corresponds to the usual resultobtained by NC geometry.

One can note that the NC-autocorrelation term is contained into the collinear auto-
correlation and NC-autocorrelation is also called intensity autocorrelation. A graphi-
cal representation can help out understanding the various contributions. In Fig. I.13,
the left panels represent the terms of Eq. I.69 as follows: the constant and NC-
autocorrelation terms are depicted in the upper panel, while the two interferograms
in the lower one. We can observe that the fast oscillations coming from the mixing
terms of Eq. I.69 are present only in the interferograms. They can be understood
as interferences between the electric fields of the two pulses. Note that they are not
graphically resolved because the pulse duration chosen here (∆tFWHM = 30 fs) is much
larger than one optical cycle at800 nm (2.6 fs).

In the central panel, we depict on the left curves in the reciprocal space (by a Fourier
transform) centered atω0. The origin of the contribution of each curve can be in-
terpreted in terms ofω0 shifts. Applying a filter in the frequency domain to re-
move interferometric terms results in converting a C-autocorrelation trace into a NC-
autocorrelation. The sum of the left panels is depicted in the right panel and presents
a typical collinear autocorrelation curve for linear chirped pulses. Constructive inter-
ferences are maximal whenτ = 0. Between|τ | = ±100 fs and|τ | = ±200 fs, wings
typical for linearly chirped pulses are observed. When|τ | > 290 fs, the two pulses
are temporally separated and the autocorrelation signal isconstant and results from the
individual generation of the nonlinear signal by each pulse.

An example of autocorrelation for Fourier-limited pulses (left panel) and pure lin-
ear chirped pulses (right panel) are shown in Fig. I.14. In the case of the FT pulse, the
wings are absent and interferences are present over the entire collinear autocorrelation
signal. The NC-autocorrelation is super-imposed: one can appreciate an advantage of
the C-autocorrelation, which is sensitive to the pulse phase(wings for example). The
combination of C-autocorrelation and a spectrum can be sufficient to retrieve com-
pletely the electric field [99, 100] but the retrieval procedure needs highly resolved
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Figure I.14: Left Panel: Graphical representation of collinear autocorrelation of a Fourier-
limited pulse.Right Panel: Graphical representation of collinear autocorrelation of a linearly
chirped pulse. Pulse characteristics:∆t = 30 fs and chirpφ2 = 1000 fs2. Superimposed
in gray, the corresponding non collinear autocorrelation traces. All traces have been normal-
ized, so the energy included in Fourier-limited and chirped pulses are not equal (no energy
conservation).

traces with extremely low noise. Note also that correspondence between pulse dura-
tion in the C and NC traces can be easily done only when pulses are Fourier-limited.

In some situations, a single-shot approach is needed to measure the shot-to-shot
variations of pulse characteristics (see for example Sec. V.2). In this NC case, the
time delay among gate and probe pulses is projected over an angular coordinate and
measured by an array detector. [67]

I.6.2 Phase characterization

An accurate and full characterization of femtosecond laserpulses can be obtained
trough interferometric as well as non-interferometric measurements. Some examples
of interferometric techniques are given in [27,101–104].

In this work, we adopted the approach developed by Trebino and co-workers called
FROG (Frequency-Resolved Optical Gating) [105–108]. The experimental implemen-
tation of FROG is an extension of an autocorrelation setup (Fig. I.12). It is suffi-
cient to modify the detection by replacing the integrated detector by a spectrometer,
a monochromator or an imaging spectrometer coupled with a charge coupled device
(CCD) and to record spectrally dispersed the non-linear signal. However, the phase-
matching condition on the nonlinear crystal has to be fulfilled, i.e. the bandwidth
spectral acceptance of the nonlinear crystal has to be larger than the pulse bandwidth.
As for cross-correlation, different type of FROG are possible depending on the exper-

34



I.6 Characterization of ultrafast laser pulses

imental conditions and non-linear process used: Second Harmonic FROG [109, 110],
Polarization-Gating FROG [105,106], Third Harmonic FROG [111], Downconversion
FROG or XFROG [112,113] and lots more. Based on a comparison ofthese different
techniques [114], SHG-FROG appear as the most sensitive andstraightforward FROG
which reinforces our choice of characterization technique. However and due to the
transparency range of nonlinear crystals, this technique is clearly limited to the NIR
and visible domain. Its description is given in a non-collinear (NC) geometry:

INC-FROG(ω, τ) =

∣
∣
∣
∣

∫ +∞

−∞

E(t)E(t− τ)e−iωtdt

∣
∣
∣
∣

2

(I.70)

It is important to notice here that this expression is symmetric with respect to time
(ISHG-FROG(τ, ω) = ISHG-FROG(−τ, ω)), like for autocorrelation. The result obtained
from Eq. I.70 is a 2D trace usually depicted with time on the x-axis, wavelength on
the y-axis and intensity recorded on the z-axis. Due to experimental constrains like
microscope objectives, collinear (C) FROG description is [115]:

IC-FROG(ω, τ) =

∣
∣
∣
∣

∫ +∞

−∞

[E(t) + E(t− τ)]2 e−iωtdt

∣
∣
∣
∣

2

(I.71)

By expanding this expression, we obtain an expression which can be related to the
collinear autocorrelation (Eq. I.69) [116,117]:

IC-FROG(ω, τ) =

∣
∣
∣
∣

∫ +∞

−∞

∣
∣E2(t) + 2E(t)E(t− τ) + E2(t− τ)

∣
∣ e−iωtdt

∣
∣
∣
∣

2

= 2 · |E2ω(ω)|2
︸ ︷︷ ︸

Constant term

+4 ·
∣
∣
∣
∣

∫ +∞

−∞

E(t)E(t− τ)e−iωtdt

∣
∣
∣
∣

2

︸ ︷︷ ︸

NC-FROG

+ 2 · |E2ω(ω)|2 · cos ((2ω0 + ω) τ)
︸ ︷︷ ︸

Interferogramm of the SHG spectrum of E(t)

+ 8 · cos
((

ω0 +
ω

2

)

τ
)

· ℜ
{∫ +∞

−∞

E(t)E(t− τ)e−iωtdt · E∗
2ω(ω) · eiωτ/2

}

︸ ︷︷ ︸

Spectrally resolved modified interferogram of E(t)

(I.72)
whereE2ω(ω) =

∫∞

−∞
E2(t)e−iωtdt is the spectrum of the second harmonic generated

by the non-linear medium. This expression will be useful in Chapter III, where a new
technique of pulse characterization with nanometric nonlinear medium inside the focus
of a high NA objective is presented. One can note that the NC-FROG term is contained
into a CFROG. Fast oscillations are also present as in the caseof C-autocorrelation and
they can be removed by an appropriate filtering in the frequency space similarly to the
case of the C-autocorrelation (See. Sec. III.4) and a NC-FROG trace can be extracted
from a C-FROG by inversion algorithm. This procedure is not easy but by means of
a specific software (see [118]), the electric field characteristics can be finally retrieved
by an iterative process.
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Figure I.15: Temporal characterization of phase modulated pulses.Left column: Pulses
characteristics.Central column: Corresponding SHG NC-autocorrelation.Right column:
Corresponding NC-SHG FROG. In all case,∆tFWHM = 30 fs. First line,φ1 = ±100 fs.
Second line,φ2 = ±1000 fs2. Third line,φ3 = ±10000 fs3. Dashed line, unmodulated pulse.
All intensity curves have been normalized.

Before ending with this chapter, we will present typical NC-autocorrelation and
NC-FROG traces obtained for phase-modulated pulses. We present in Fig. I.15 NC-
autocorrelations and NC-FROG for the same parameters as in Fig. I.4. Note that due
to the time inversion no difference due to the sign of the phase modulation can be seen
and therefore the traces are superimposed. As a direct consequence, it is not possible
to see the linear chirp as a tilt of the trace in the case of SHG-FROG as it is commonly
observed in the case other FROG traces. We note also that the shape of SHG-FROG
traces are not deformed for the first orders of the dispersionserie (precisely up toφ2

included in Eq. I.17) and pulse trains are the consequence ofthe presence at least one
φn≥3 term.

Similarly, we present in Fig. I.16 the NC-autocorrelation and NC-FROG traces for
the same spectral phase modulations as in Fig. I.5. It is interesting to notice the spectral
amplitude modulation due to the sine modulations and the impossibility with a single
phase modulation to obtain even number of pulses train. To this purpose, amplitude
modulations have to be added to the phase modulations.
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Figure I.16: Temporal characterization of modulated pulses by a sinusoidal spectral phase
φ(ω) = sin(xω), with x the frequency of the modulation.Left column: Pulses characteristics.
Central column: Corresponding SHG NC-autocorrelation.Right column: Corresponding
NC-SHG FROG. In all case,∆tFWHM = 30 fs. First line,φ1 = ±100 fs. Second line,
φ2 = ±1000 fs2. Third line,φ3 = ±10000 fs3. All intensity curves have been normalized.

From the equations but also from these examples, it becomes evident that having
the FROG trace, one can easily work out the spectrum (resp. the autocorrelation) by
integrating the FROG trace along the time (resp. spectral) axis.

Complementary informations on complete pulse characterization by phase modu-
lation techniques can be found in [27,119,120] and for characterization techniques of
pulses non-linearly polarized the reader should refer to [121].
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CHAPTER II

Experimental

II.1 Laser sources

In this experimental work, we used different laser systems to generate femtosecond
laser pulses. We will describe separately these systems starting first with the sources
for the non-linear microscopy experiments followed by the source for UV-spectroscopy
and beam propagation experiments. In fact, nonlinear processes can be achieved by
tight-focusing femtosecond oscillators using microscopes objectives or by using the
output power of amplified systems.

II.1.1 Sources for nonlinear microscopy: oscillators

The standard excitation sources are Titanium:Sapphire (Ti:Sa, [122]) crystal based os-
cillators which are pumped by a frequency-doubled Nd:YAG-laser (Verdi, Coherent

TM
),

delivering an adjustable output power from 3-5 W. Passive mode-locking of the oscilla-
tor is reached via Optical Kerr effect. The compensation of the group-velocity disper-
sion is achieved by an intracavity prism compressor in one case (Chinook, Kapteyn-
Murnane Labs

TM
, [123, 124]) or by chirped mirrors in the second one [125] (Fem-

tosource, Femtolasers
TM

). These two sources deliver pulses with similar properties:
∆λ = 50 − 65 nm centered aroundλ0 = 800 nm, pulse energy4 − 6 nJ at80 MHz
repetition rate. The pulse characterization of the varioussystems are performed with a
commercial SHG FROG device (Pulsecheck, APE

TM
Berlin).

In a single experiment (Sec. III.3), for comparing frequency-efficiency conversion be-
tween near-infrared (NIR) excitation (centered around800 nm) and infrared (IR) exci-
tation (centered around1550 nm), we used an Erbium fiber laser (EFO-150, Avesta),
providing pulses of0.15 nJ at a70 MHz repetition rate.
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II.1.2 Source for UV-spectroscopy and propagation experi-
ments

When higher energies were required we used a regenerative amplifier based on the
Chirped-Pulse Amplification [126]. After being stretched intime by applying a giant
spectral linear chirp to reduce their peak power and avoid damage in the Ti:Sa crystal
when amplification occurs, the output of the oscillator is seeded into the cavity of a
regenerative amplifier. In this cavity, a second Ti:Sa crystal is pumped by a frequency-
doubled Nd:YAG-laser (Evolution, Coherent

TM
) delivering20 W at 1 kHz repetition

rate with nanosecond pulse duration. The oscillator pulsesprovide a synchronization
signal to two Pockels cells. They regulate the entrance of seed pulses and extraction of
amplified pulses from the regenerative cavity. The amplifiedpulse is then compressed
by a grating compressor [127], which compensates exactly the linear chirp of the pulse
(stretcher and second order dispersion in the amplifier). The output characteristics after
amplification are∆λFWHM = 27 nm centered aroundλ0 = 790 nm, corresponding to
an FT pulse duration of∆τFWHM = 34 fs. The available pulse energy is2.5 mJ.

II.2 Frequency conversion crystals

In some experiments, we used laser pulses at harmonics frequencies of the initial laser
pulsesω0 = 2.35 · 1012 rad/s (λ0 = 800 nm). All the crystals used areβ−Barium
Borate (β − BaB2O4, BBO). These crystals are cut along a precise axis to maximize
the harmonic generation: pulses centered atλ2ω = 396 nm (2ω0 = 4.70·1012 rad/s) are
obtained by SHG withθ = 29.2◦, φ = 0◦ crystals. UV pulses centeredλ3ω = 264 nm
(3ω0 = 7.05 · 1012 rad/s) are obtained via sum-frequency generation of a SHG pulse
and the fundamental pulse trough a crystal cut at the angleθ = 44.3◦, φ = 0◦. Due to
phase-matching considerations„ the thickness of the crystals has to be adapted to the
spectral bandwidth of the pulses, while efficiency conversion prevents the use of very
thin crystals.

Tab. II.1 gives a summary of the nonlinear crystals used in this work for excitation
sources as well as for characterization nonlinear media.

Table II.1: List of Nonlinear Crystals

Material θ[◦] φ[◦] Thickness [µ m] Utilization

BBO 29.2 0 500 SHG for broadening in gas cells
BBO 29.2 0 150 SHG for pulse characterization,∆λ ≤ 30 nm
BBO 29.2 0 10 SHG for pulse characterization,∆λ ≥ 30 nm
BBO 29.2 0 200 SHG for sum-frequency generation
BBO 44.2 0 200 Sum-frequency generation at264 nm
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Figure II.1: Experimental scheme of the nonlinear microscopy set-up. C: folded grating
(G) compressor for dispersion precompensation; I: interferometer; monochromator: scanning
monochromator; The excitation polarization is controlled by a zeroth-orderλ/2 plate (PWP).
Shutter S1 is used to completely block the beam, while S2 for blocking one arm ofthe inter-
ferometer. Ch: Optical Chopper. Dashed mirrors: 50/50 beamsplitters.

II.3 Non-Linear Microscopy

We have presented an illustration of the microscope in Fig. I.10. In Fig. II.1, we show
a schematic representation of the entire set-up. The following description is split in
two parts: laser excitation and detection. Dashed-boxes are parts of the set-up who
have been used exclusively for specific experiments as described in the text.

II.3.1 Laser Excitation

Depending on specific needs, experimentals blocks can be added to the set-up. For
example a grating compressor (C) is added to stretch negatively the pulse to364 fs
to pre-compensate for dispersion of transmissive optics [97]. This value is consistent
with the results of Eq. I.20 and the linear dispersion present by our experimental set-up.
The beam can be splitted at the first beamsplitter (dashed line) into the two arms of an
interferometer. A delay stage with0.017 µm step resolution (Physik Instrumente

TM
, M-

505) is used to introduce a difference between the optical paths (See Chapter, SecI.6).
The two pulses from the interferometer are then recombined at the second beamsplitter
(dashed line).Polarization of the incident light can be linearly modified by a motorized
rotating half wave plate (PWP) as well as its intensity by various neutral density filters.

The beam is collinearly injected into an inversed laser scanning microscope (Nikon
TM

,
model TE300), equipped with a 1.3 NA 100× oil immersion objective or with a 0.6
NA 40 × objective. Their working distance are respectively200 µm and2 mm. The
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Figure II.2: Spatial resolution of theNA = 1.3 objective at the focal plane (z = 0) with an
x-polarized field initially. The dots are the experimental datas, the dashed line isthe Gaussian
fit of the datas and the solid line results from the theoretical simulation. Panel (A) depicts the
SHG field intensity in thex axis while panel (B) in they axis.

transmission efficiency of the objectives vary with wavelength. From 77% transmis-
sion for the800 nm excitation, it falls to 50% for the1550 nm excitation. Notice that
fully fill the whole aperture of the objective by the size of the beam width to main-
tain high spatial resolution is essential. The position of the sample was controlled by
anXY Z piezo-scanner (Physik Instrumente

TM
, P-517.3CL) with a scanning range of

100 × 100 × 20 µm and resolution of1 × 1 × 0.1 nm. TheZ axis of the scanner
coincides with the propagation axis of the laser beam.

In Fig. II.2, we present the nonlinear spatial transverse resolution in the focal plane
of the 100× oil immersion objective. Nanometric nonlinear probes witha size of
10 nm are used. As the size of the probes is much smaller than the focal spot, the point
spread function will be given only by the size of focal sport (See Sec. I.4.2). In Fig. II.2,
we present for both direction (x andy axis) a Gaussian fit (dashed line) of the experi-
mental datas (dots). We superimposed the theoretical spatial resolution obtained with
the formalism of Sec. I.4.1. From this excellent agreement,we deduce the transverse
spatial resolution of our system (See Sec. I.4.2) in both direction :∆xFWHM = 278 nm
and∆yFWHM = 276 nm.

II.3.2 Detection

The signal is epi-collected by the same focusing objective used for excitation and sep-
arate from the fundamental by a dichroic mirror. We use for Ti:Sa (resp. Erbium)
excitation the Chroma

TM
mirror: 670-dcspxru-3p (resp. 1025dcspxr-1500). A combi-

nation of two BG40 Schott filters and a bandpass filter assured an efficient rejection of
the Ti:Sa excitation scattering. Alternatively, a scanning monochromator (H10, Jobin-
Yvon

TM
, 1 nm resolution) in front of the detector. The polarizationof the output beam

can also be analyzed by a Glan-Taylor polarization cube. Thesignal was measured by
a photomultiplier tube (Hamamatsu

TM
, H5701-51 for Ti:Sa and H6780-20 for Erbium).
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Figure II.3: Experimental setup. Laser radiation is coupled via grating couplers (Gr) into
the tantalum pentoxide waveguide which is applied to the surface of a glass substrate. The SH
as generated by the nanoparticles on the waveguide is observed by a CCDcamera through a
microscope objective (Obj). SF : Spectral Filter.PA: Polarization Analyzer.WD: Working
Distance of the objective.def : defocusing parameter.

A lock-in amplifier was used to increase the detection sensitivity. The lock-in amplifier
was determined by the frequency of a chopper wheel set in the beam right before the
entrance of the microscope.

II.4 Evanescent Field Experiments

The experimental setup is described in Fig. II.3. The frequency doubled output of
an ultrashort-pulse Erbium doped fiber laser (Menlo SystemsTC1550, central wave-
length780 nm, bandwidth9 nm, output power45 mW, repetition rate80 MHz, pulse
duration150 fs) is coupled with TE polarization under the resonance angle of -48◦ into
a tantalum pentoxide waveguide of thickness 159 nm by a lithographic manufactured
grating structure (Balzers Optics, Lichtenstein, grating periodΛ = 318 nm). TE laser
polarization denotes an electric field vector along thex axis of the laboratory frame.
The coupling efficiency into the waveguide is approximately20%. Due to the lim-
ited spectral acceptance of the grating, the spectral bandwidth of the coupled pulses is
reduced to 4 nm, leading to temporal stretching.

Potassium-Titanyl-Phospate (KTiOPO4, KTP) powder (Cristal Laser S.A., Mes-
sein - France) of average grain size220 nm were dissolved in demineralized water. A
drop (1 µl) of the solution was dispensed onto the waveguide surface at some millime-
ters from the grating coupler where the solvent evaporated.The SH radiation emitted
by individual SHRIMPs was collected by a 40× magnification objective (Nikon, Plan
Fluor ELWD 40x/0.60), spectrally filtered by a multiphoton fluorescence emission fil-
ter (Semrock, FF01-750SP, 380-720 nm passband), and detected by a CCD camera
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Figure II.4: Experimental scheme of the spectroscopy set-up. Femtosecond laser pulses are
modulated in phase and amplitude by a pulse shaper before being focused into a flow cell and
a BBO crystal. After adequate filtering signal is detected by photomultiplier in a synchronous
scheme giving a feedback to the algorithm.

(pco.1600, 1200 x 1600 pixels, pixel size7.4 µm). For polarization analysis, a polar-
izing plate (Schneider-Kreuznach, AUF-MRC) located in frontof the camera sensor
was rotated by an angleα, whereα = 0 corresponds to transmittedx-polarization.
Defocused images were acquired by an accurately defined displacement,def , of the
detection unit (objective, filter, CCD camera) and thus of the objective focal plane with
respect to the waveguide surface.

II.5 Spectroscopy

A schematic set-up for control experiment is depicted in Fig. II.4, the description is
organized according to the type of wavelength used.

II.5.1 Near-Infrared Spectroscopy

The prism compression of a Ti:Sa oscillator, capable of delivering∆ωFWHM = 50 nm
pulses, was adjusted to limit the output bandwidth to12 nm FWHM. This precaution
was necessary to prevent the pulse spectrum dispersed by a 1200 grooves/mm gold
grating to exceed the size of the liquid crystal pulse shaper(SLM-256, CRI; phase
and amplitude modulation) placed at the Fourier plane of a zero-dispersion compres-
sor in a 4-f arrangement. More details on the pulse shaper will be given in Chapter
IV. The shaped pulses were separated by a pellicle beam splitter (R/T=8/92,2 µm
thickness) into two distinct optical paths (dashed line). The reflected beam, focused
by a5 cm lens onto a150 µm thick BBO crystal, was used to generate the SHG signal
detected by a photodiode equipped with a 40 nm bandpass filterat 400 nm. The trans-
mitted part (50 mW average power) was focused by an identicallens, onto a1 mm
suprasil flow-cell where the Flavine Mono-Nucleotide (FMN)sample was constantly
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refreshed. The fluorescence signal was collected by two lenses, spectrally filtered by
means of a BG40 Schott glass and a 40 nm bandpass filter centeredat 500 nm, and de-
tected by a photomultiplier tube (Hamamatsu

TM
, H7732-01). Both signals were fed into

two independent lock-in amplifiers, before being acquired by computer, and processed
to provide feedback to the Genetic Algorithm (see Sec. IV.3). For each sensitivity
settings, the linearity in the response of both arms was carefully checked throughout
the accessible dynamic range, by measuring the signals generated by an unmodulated
pulse at different intensities. FROG traces were systematically acquired at the end of
each optimization run.

II.5.2 Ultra-Violet Spectroscopy

The output of an amplified Ti:Sapphire laser system is first separated into two arms
by a 50/50 pellicle beam splitter. The transmitted component is used to generate 266
nm (UV) light by an in-line frequency tripler. The position of the grating compressor
of the amplifier is optimized to yield the most efficient conversion of the fundamental
to the third harmonic. As shown in Fig.II.5, the UV is then focused by a lens of 35
mm focal length onto a 3 mm thick CaF2 plate to broaden it spectrally up to 10 nm
at 1/e2. The broadened pulses are then recollimated by a second 35 mmlens and
sent into the all-reflective shaper apparatus (left of Fig.II.5). The shaper is based on
a 1200 grooves/mm blazed grating and on a cylindrical mirrorwith a focal length
of 250 mm, which collimates the spectrum dispersed by the grating along they axis
onto a Micro-ElectroMechanical Systems (MEMS) chip. The latter is protected by a
window treated with a 250-440 nm UV anti-reflection coating.With these settings the
device can theoretically access a maximal bandwidth of 40 nmat the Fourier plane,
with a resolution of 0.13 nm/pixels and a corresponding temporal shaping window
extending for∼ 3.5 ps [37]. Note that even though the full bandwidth potential was
not exploited in the following measurements, there are no device restrictions to access,
for example, the UV portion of the extremely broad spectra generated by filamentation,
recently reported by [128, 129]. Spectral phase-shifts areintroduced by creating a
striped pattern along thex axis, by applying the same deflection to all the micromirrors
belonging to the same line. More specification on pulse-shaping techniques can be
founded in chapterIV. The800 nm pulses (IR) reflected off by the beam splitter are
first temporally compressed down to120 fs by a grating compressor and then focused
together with the shaped UV onto a200 µm thick BBO crystal to generate a difference
frequency mixing (DFM) signal at400 nm detected by a Si photodiode. More details
about the technical method used for recording the datas can be found in chapter IV.

II.6 Beam propagation Measurements

In this section, we will describe the experimental implementation of the wavefront
deformation of a femtosecond pulses and then the characterization of ultrabroadened
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Figure II.5: Experimental scheme. Gr: grating; PM: plane mirror; CM: cylindrical mirror;
DL: temporal delay line; OC: optical chopper. PD UV/DFM: detection photodiodes, DAQ:
acquisition card. The OC is synchronized to half the repetition rate of the laser to reject every
second UV pulse.

laser sources.

II.6.1 Pulse Propagation through Atmospheric Turbulence

The measurements were carried out under stable environmental conditions (relative
humidity≤ 40 %, temperature 20◦C) with an amplified Ti:Sapphire laser system. The
beam diameter is∼ 12 mm at1/e2. After propagating over a distance ofd1 = 3.8 m,
the beam goes across a highly turbulent region generated by the perpendicular flow of
a hot air blower (T ≤ 500◦C with 500 l/min flux, output air velocity 20 m/s, angular
divergence20◦). The perturbation intensity is controlled by varying the distance be-
tween the blower and the beam axis. The strength of the perturbation, represented by
the structure parameter of the refractive indexC2

n, was determined by measuring the
variance in pointing angle of a He-Ne laser collinear with the fs beam. [130] The turbu-
lence range achievable by the experiment (C2

n = 7−15×10−9 m−2/3) represents a very
strong perturbation, a few orders of magnitude higher than those typically encountered
in the atmosphere. [131] After passing through the turbulent region, the pulses propa-
gate for an additional distanced2 = 3.7 m before being characterized by a single shot
autocorrelator (by sampling a 28 mm2 portion in the center of the beam profile) or
imaged by a digital CCD camera equipped with af = 105 mm objective (spatial reso-
lution 150µm/pixel, 10 ms exposure time). Alternatively, we characterized individual
wavefront regions (0.25 mm2) by frequency-resolved optical gating (FROG) inserting
in the beam path a random phase plate. This time-invariant perturbation allowed multi-
shots acquisition. We measured by interferometry that the plate introduces an average
phase-difference of∼ 4π/3 among two points on the wavefront separated by 2 mm,
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an analogous estimate for a perturbation strength ofC2
n = 9.6 × 10−10 m−2/3 gives

∼ 2π/3.

II.6.2 Ultrabroadband Pulse Characterization

The direct output of a Ti:Sapphire amplified laser system (central wavelengthλ0 =
792 nm) is frequency-doubled in a150 µm thick BBO crystal, providing a typical
output energy of150 − 300 µJ. In a first experiment, the second harmonic pulses
(λ2ω) are directly focused onto a nanoparticle pellet by an aluminium-coated spheri-
cal mirror (f = 50 cm). The scattered nonlinear UV signal is collected by a fused-
silica lens-doublet and coupled into a monochromator with0.4 nm spectral resolu-
tion. The spectrally resolved signal is finally detected by asolar blind photomultiplier
(Hamamatsu

TM
, R166UH). Alternatively, theλ2ω pulses are temporally characterized

using a collinear interferometric setup: the pulse train isseparated by a2 µm thick
50/50 pellicle beamsplitter and the relative delay between the two arms adjusted with
a motorized delay stage. In a third experiment, theλ2ω pulses are slightly focused by
a f = 1 m lens and injected collinearly withλ0 pulses in an Ar-filled cell [132], via
co-filamentation the spectral bandwidth broadens up from the initial 6.3 nm to30 nm
FWHM . Theλ2ω pulses are finally focused on the pellet for characterization using the
generated UV-200 nm signal. In a last experiment, bothλ0 andλ2ω are focused with
adjustable delay and polarization onto the nonlinear sample to measure their sum-
frequency signal at264 nm. All the measurements around200 nm are performed in
an Argon saturated environment to prevent oxygen absorption below190 nm. Linear
polarization axes of the excitation beams are controlled byhalf wave plates.

II.7 Sample preparation and handling

In the last section of this chapter, we will consider first a succinct description of the
synthesis of the non-centrosymmetric nanocrystals followed by their characterization,
the handling and some specific preparations.

II.7.1 Synthesis of nonlinear nanocrystals

We started a collaboration with the Symme Institute at Polytech’Savoie (Annecy, France)
because of their expertise in nanocrystals synthesis and more specifically on iron io-
date nanocrystals. Due to their structure, these nanocrystals are stable in water, but
present also high thermal resistance and low chemical reactivity. These properties
make them very attractive for biological application such as cell labeling or targeting.
The description of the synthesis of the nanocrystals presented here is valid for iron
iodate (Fe(IO3)3) nanocrystals, for the other samples used several references can be
consulted in [133–136].

Although dispersion of nanocrystals is crucial to obtain a homogeneous suspension
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Figure II.6: High resolution SEM image of iron iodate nanosized powders.

suited for biomedical imaging, co-precipitation in aqueous solution is a cost-effective
way to elaborate nanomaterials with specific properties. Recent studies have shown
that the size of nanocrystals can be adjusted according to the experimental parame-
ters of the synthesis. [137] Co-precipitation in aqueous solution of Fe(IO3)3 powder
is obtained from iron nitrate (Fe(NO3)3·9H2O, Sigma-Aldrich

TM
, 98%) and iodic acid

(HIO3, Sigma-Aldrich
TM

, 99.5%). The reactants are separately dissolved in distilled
water, then the iron nitrate solution is progressively poured into the iodic acid solu-
tion while vigorous stirring is maintained. After being heated at 80◦C for 2 days, the
suspension is filtered (30 µm) and dried in an air flow at room temperature. [138]

II.7.2 Characterization of nonlinear nanocrystals

The powder is successively diluted in water, and a drop of thefiltered (0.22 µm) so-
lution is dried on a graphite substrate or a standard microscope glass slide. The grain
size, estimated by the broadening of X-ray diffraction peaks [138], is around 30-40
nm which is consistent with High Resolution Scanning Electron Microscope (SEM)
images (Fig. II.6).

Another confirmation of the grain size is given by intermittent-contact atomic force
microscopy (IC-AFM) (Fig. II.7, left panel). These data werecollected for nanocrys-
tals dispersed on a graphite substrate. For the SHG experiments we had to work with
standard microscopic glass slides (Fig. II.7, right panel), where we observed a stronger
tendency of Fe(IO3)3 nanoparticles to aggregate, as illustrated by the size distribution
in the right panel of Fig. II.7 centered around 76 nm. The nonlinearity of the generated
signal has been carefully checked for every experiments presented in this thesis. In
Fig. II.8, is presented the typical SHG response of Fe(IO3)3 nanocrystals.

Beside possibility of surface functionalization, Fe(IO3)3 nanocrystals possess a se-
ries of attracting properties, including low-chemical reactivity, stability in aqueous
solution in a wide pH and temperature range (up to400◦ C) [138], contrary to SHG
active organic crystals [139]. The non-centrosymmetric crystal structure (space group
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Figure II.7: Left Panel: IC-AFM image of fnanocrystals deposited on a graphite substrate.
The histogram in the lower panel illustrates the size distribution of 60 nanocrystals, and it is
fitted by a Gaussian centered at 27.7 nm of FWHM 13.7 nm.Right Panel: IC-AFM image of
Fe(IO3)3 nanocrystals deposited on a glass slide. The histogram in the lower panel depicts the
distribution of AFM heights of the sample.

P63) determines their polarization-sensitive nonlinear optical response. [140] Fe(IO3)3
nanocrystals are very efficient frequency doublers (nonlinear coefficients about 10
pm/V) and are transparent from visible up to12 µm. [141] Moreover, given that
their size is smaller than the excitation wavelength, no phase-matching constrains ap-
ply to the frequency-mixing process, allowing complete spectral doubling of broad-
band femtosecond pulses. [87] To provide a comparison with bulk crystals limit, the
phase matching conditions have been calculated within the usual description of sum-
frequency generation for a crystal of1 µm length using the dispersion properties of
Li(IO 3) [142] since Fe(IO3)3 bulk properties are still partially unknown. In configura-
tion ooe for SHG, the phase-matching acceptance angle results greater thanπ radians,
and the acceptance bandwidth larger than 800 nm [143]. It could also be potentially
used as a nanoprobe of the local electric field by taking advantage of its polar structure.

II.7.3 Other specific preparations

Murine Liver

According to the experiments presented in Sec. III.3, scattering tissue phantoms were
prepared by placing spacers of calibrated thickness (d = 90, 180, 300 µm) between
two microscope slides (170 µm or 1 mm thickness) and filling the gap with a water
suspension of0.1 µm polystyrene nanospheres at a concentration of 45.5 particles/µm3

(Polysciences). Mouse liver was first fixed with a solution ofPhosphate buffered saline
(PBS)-4% paraformaldehyde at4◦C overnight, then washed in PBS and incubated in
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Figure II.8: Power dependence of the SHG signal as function of an arbitrary input pulse power
(Experimental datas points (Squares) and its quadratic fit (Line)).

a solution of PBS - 30% sucrose. Tissue was then embedded in OCT medium for
freezing and stored at minus20◦C before cryosectionning at a nominal thickness of
20 µm.

Nanocrystal pellets

In Sec. III.5 we present an experiment involving pellets of compressed nanocrystals
(3 mm thickness and8 mm diameter) obtained by exerting a250 MPa pression on
dried powder for 15 minutes. The surface roughness is found to be in the micrometer
range.

Flavin solutions

In Sec. IV.3, we used a FMN solution prepared using Flavin mononucleotide from
Sigma-Aldrich

TM
, dissolved in water at a concentration of2 g/L. The spectra of one

and two photon absorption is presented in Fig.II.9 [144].
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Figure II.9: Absolute Two-Photon Excitation (TPE) action cross-section (σTPE, left axis) of
FMN in phosphate buffer (symbols). The one photon absorption cross-section (OPE) (σOPE,
right axis) is shown for comparison (solid line, wavelength scale top). [144]
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CHAPTER III

Results on Nonlinear Nanoprobes

The present chapter is dedicated to the experimental results obtained with inorganic
non-linear nanocrystals. The presence of even harmonics inthe optical response de-
scends from their non-centrosymmetric crystal structure.In this experimental study
we will focus our attention on the first non-linear process, Second Harmonic Gener-
ation (SHG), which is a coherent and non-resonant process for nano-objects smaller
than the coherence length. and its response is very well spectrally separated from the
excitation.

The goal of the experiments presented here is to use the nanocrystals, which we
refer to as SHRIMPs ("Second Harmonic Radiation IMaging Probes" [136]), as probes
for various applications. In Sec. III.1, we used the polarization of the incident electric
field to optically characterize iron iodate (Fe(IO3)3) nanocrystals, i.e. determine the
spatial orientation of the electric dipole associated to each probe and, as it does not
exist in bulk form, retrieve the nonlinear properties of this material which were pre-
viously unknown. In Sec. III.2, we extend this analysis to others non-linear nanoma-
terials to point out the advantages/disadvantages of each materials regarding different
applications. In Sec. III.3, we demonstrate the advantage of non-resonant excitation
with respect to the resonant excitation (two-photon excited fluorescence), by exploit-
ing the wavelength-flexibility of the nonlinear process. InSec. III.4, taking into ac-
count the coherence properties of the SHG signal, we use a SHRIMP to probe and
fully characterize the very tightly focused electric field.In Sec. III.5, we use the ab-
sence of phase-matching condition to characterize ultrabroadband UV femtosecond
laser pulses, performing direct autocorrelation of a400 nm pulse. In the last sec-
tion (Sec. III.6), we present the excitation of SHRIMPs dispersed on a planar optical
waveguide by the evanescent field of the guided mode.
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Figure III.1: Left panel: IC-AFM image of Fe(IO3)3 nanocrystals deposited on a glass
slide. Inset: distribution of AFM heights of the sample.Right Panel: SHG image of the
same sample region. The SHG image was obtained by averaging two scans associated with
perpendicular polarizations of the excitation laser and no polarization selection at the detector.
The threeopen circleshighlight nanocrystals with measured height at 40 nm and AFM width
below 350 nm. Theopen squareis a guideline to the eye for an easier comparison of the two
images.Inset: SHG spectrum emitted by a single nanocrystal.

III.1 Polar Fe(IO 3)3 nanocrystals as local probes
for nonlinear microscopy

We have investigated nanocrystals of Fe(IO3)3 by polarization-sensitive second har-
monic generation (SHG) microscopy. As the nonlinear optical properties of this ma-
terial were only poorly characterized, we have first determined the relative values
of the elements of its second-order susceptibility tensor,by the global fitting of the
polarization-resolved SHG response of an ensemble of nanocrystals. This information
allows to optically retrieve the orientation of individualparticles in the sample. The
high SHG efficiency measured for nanocrystals of Fe(IO3)3 and their polar nature,
could make them very attractive for nonlinear microscopy ofbiological samples.

The sample was first characterized (imaging and sizing) by AFM, and labeled to
allow a straight comparison with the results obtained by SHGmicroscopy (Fig. III.1).
Apart from its intrinsic lower spatial resolution (∼ 280 nm), the latter technique was
able to retrieve the positions of almost all the nanocrystals dispersed on the microscope
slide. In scanning mode we were able to identify the SHG signal of individual crystals
as small as 50 nm height and 150 nm lateral size. The white circles in the figure
highlight three nanocrystals of 40 nm height and AFM width below 350 nm, to prove
the spatial sensitivity of the technique. The inset in the lower panel shows the SHG
spectrum emitted by a single nanocrystal. The spectral fullwidth half maximum of
the second harmonic emission is 12 nm, which corresponds to doubling the whole
fundamental laser spectrum (∼ 50 nm at 810 nm).

To detect the individual orientation in space of each nanocrystal the laser was first
focused onto selected crystals, previously characterizedin size by AFM. During this

54



III.1 Polar Fe(IO3)3 nanocrystals as local probes for nonlinear microscopy

5

10

5

10

3

6

x 10

a b

d e f
LiNbO3 φ = 65

ο

2

1

c

φ = 154
ο

φ = 52
ο

φ = 66
ο

Y

X

Figure III.2: Polarization response of SHG emission analyzed along the X (blue) and Y (red)
direction. Thedots are experimental points, thesolid lines the best fit according to the model
described in the text. (a) Bulk LiNbO3 plate. IX is multiplied by a factor 10 for easier in-
spection. (b-e) Examples taken from an ensemble of 12 nanocrystals simultaneously fitted. (f)
Typical response from a non-monocrystalline aggregate.

operation, the SHG signal was carefully maximized by adjusting the microscope piezo-
scanner displacements. The polarization response was successively acquired measur-
ing the SHG signal as a function of the polarization angle of the incident light,γ, and
of the detection polarization, setting the analyzer along theX or Y direction (see defi-
nitions in Fig. I.10). The data presented in Fig. III.2 were acquired integrating 100 ms
on the lock-in with a post-averaging over 10 points.

Since the basic physical properties of Fe(IO3)3 are still unknown, as the bulk coun-
terpart is not easily grown [145,146], we first tested the procedure on a bulk crystal of
well known nonlinear optical properties. As shown in Fig. III.2a, the SHG polarization
response of bulk LiNbO3 was found in excellent agreement with the theoretical curve
obtained using the literature values for theχijk tensor [147], and the experimentally
measured Euler angles (φ = 88◦, θ = 90◦, ψ = 90◦). Models more sophisticated
than the present one have been proposed to describe the response of multiphoton mi-
croscopy [82, 85, 148, 149], accounting for the effect of a high NA objective in the
collection of the backward propagating radiation and in thepolarization dependent
response. To verify the accuracy of our simplified approach which neglects these as-
pects, we have simulated the effect of wide angle collectionof our 1.3 NA objective
and included in the calculation the dichroism and ellipticity of our apparatus. Under
certain crystals orientations, as shown in Fig. III.2a, we did not observe any difference
between the measurements and both the complete and the simplified model. However,
as discussed in reference [82], the axial components of the electric field can play a
role in the polarization response. For example, we could remark some discrepancies

55



III Results on Nonlinear Nanoprobes

between the experimental response of bulk lithium niobate (Z-cut) and the predictions
of the simplified model, which can be reduced applying the complete treatment. These
effects were not retained in the fitting procedure describedhere exclusively for compu-
tational reason. In fact, we needed to dispose of an analytical compact expression for
IX and IY that could not be derived in the framework of the complete model. On the
other hand, small experimental defects as surface roughness or the sample planarity
can explain these discrepancies.

Iron iodate belongs to the symmetry class 6, and thus only 4 components of the
nonlinear tensor are expected to be non-zero:χzzz, χzxx = χzyy, χxxz = χxzx =
χyyz = χyzy, χxyz = χxzy = −χyzx = −χyxz. Given that the absolute values of
these nonlinear coefficients are not known, the symmetry of the nonlinear tensor rep-
resents the only fixed input parameter that can be employed inthe model. As the
SHG intensity in theX or Y direction of then-labelled crystal can be computed as
InX = Kfx(φ

n, θn, χijk)g(v
n) andInY = Kfy(φ

n, θn, χijk)g(v
n), 7 free parameters re-

main to be adjusted for the fit: the 4 non-zeroχijk elements, the Euler anglesφn and
θn, and the functiong(vn), which relates the crystal sizevn to the SHG intensity. The
experimental factorK accounts for the incident laser intensity, the collection and the
detection efficiency. Note that, according to the crystal symmetry (P63), the angleψ
has no influence on the nonlinear optical response. Siltanenet al. [150] have shown
that it is possible to uniquely determine the values of 6 parameters by fitting the polar-
ization responsesIX andIY of a sample. The system is thus under-determined when
fitting exclusively the response of a single nanocrystal. Onthe other hand, when fit-
ting simultaneously the polarized SHG emission of several nanocrystals, the system is
over-determined, and the relative values of the nonlinear susceptibility tensor, as well
as the orientation of each nanoparticle, become accessible. Consequently, we adopted
a global fitting procedure, and we fitted simultaneously the SHG data collected from
12 nanocrystals consideringχijk as a global parameter.1 The experimental curves in
Fig. III.2 (panels b to e) are very well reproduced using the form ofχijk tensor associ-
ated to the Fe(IO3)3 symmetry. Although the intensities of the signals span morethan
one order of magnitude, the fitting procedure is very robust in indicating the in-plane
orientation of each crystal,φn, which connotes unambiguously the shape and the rela-
tive intensities ofInX andInY . Note that even small differences of theφn angles lead to
responses that can be distinguished by the experiment.

|χzxx/χzzz| |χxyz/χzzz| |χxxz/χzzz|

0.03 - 0.2 0.03 - 0.1 < 10−2

Table III.1: Relative values of the non-zero elements of theχ-tensor of Fe(IO3)3 retrieved
from the global fitting of 12 nanocrystals SHG polarization response.

The absoluteintensities ofIX andIY are determined conjointly by the off-plane
angleθn, the elements of theχijk tensor, and the value assumed by the volume-function

1The same procedure applied to different ensembles/numbersof particles yielded similar results.
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g(vn). A lack of modeling concerning the exact expression forg(vn), i.e. the corre-
spondence between the nanocrystal size and the backward propagating SHG emission,
is at the origin of the spread in the values ofχijk/χzzz obtained for different fits and
summarized in table III.1. All fits coincide in indicating that the elementχzzz is by
far the dominant one,χzxx ≥ χxyz, and thatχxxz is almost negligible. The values
obtained for the off-plane anglesθn, directly reflect the indeterminacy shown forχijk.
As already pointed out, the results retrieved for the anglesφn remain the same in all
the fits performed.

The SHG signals emitted by larger structures, typically of≥ 0.8µm AFM lateral
size, cannot be satisfactorily fitted using the assumptionsdescribed above. Very likely,
these particles are polycrystalline aggregates made up by several crystal structures ori-
ented in different directions, and their polarization response results in a superposition
of signals generated by the different domains (Fig. III.2 (f)). Therefore, once the rela-
tive values ofχijk are known, the polarization response allows a rapidin situ inspection
of the local crystalline order, and allows to tell apart monocrystalline structures from
polycrystalline aggregates as recently observed for organic nanocrystals. [20]

The quantitative determination ofχijk of Fe(IO3)3 is under progress (first re-
sults are presented in Sec. III.2), by comparison with the responses of several dif-
ferent bulk materials, and by adopting an expression forg(vn) accounting for tight
focused excitation, and coherent superposition effects asa function of sample size.
[12, 82, 85] However, to give an estimate and allow a comparison with other recent
works, we applied the procedure outlined by Delahayeet al. [151] to evaluateχzzz us-
ing as reference signal the response of a bulk LiNbO3 crystal. Within this framework
g(vn) = (vn)2. Adopting for the calculation the response of a∼ 0.6 µm particle we
estimatedχzzz ≃18 pm/V, in agreement with the order of magnitude deduced from
powder measurements. [141, 146] Nevertheless, this value should be taken with cau-
tion, because the approximations of this treatment lead to astrong dependency of its
outcome on the size of the nanocrystal. The complementarityof AFM and SHG mi-
croscopy in our experiment has the advantage to expose immediately the limitations
of stating such a simplified correspondence between the response of a massive crystal
and that of a nano-object.

III.2 Comparative analysis of various nanodoublers

Depending on the application of the SHRIMPs different properties are needed span-
ning from their average size and size dispersion to their toxicity, but also generated
signal intensity, polarization response, chemical stability, shape, etc. Our interest in
the present section is to identify the best material available for biological applications
such as cell targeting.

Therefore we started a comparative study on almost all the SHRIMPs available to
this date. We collected seven different non-centrosymmetric inorganic nanomaterials:
Fe(IO3)3 [138, 140], KNbO3 [133], KTP [134], LiNbO3 [152, 153], BBO, ZnO [135]
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and BaTiO3 [136]. In December 2009 to our knowledge, the only inorganicnanocrys-
tal reported in literature not included in this systematic study is strontium barium nio-
bate (Sr0.6Ba0.4Nb2O6 [154]).

We present here only some preliminary results of this ongoing study. According to the
point group symmetries, we summarize theχ(2) properties of the crystals in Tab. III.2.
According to Kleinman conditions, which implies to limit frequencies far from re-
sonance (Sec. I.3.1), the non vanishing terms of certain nonlinear susceptibilities are
identical. For example: class 6, 6mm and 4mm present the samenon-vanishing com-
ponents, but coefficient values are different. We see also the resemblance of these
classes with the mm2 class, onlyχ15 6= χ24.

Based on the properties of the nonlinear susceptibilities, we present a polarization anal-
ysis on several single nanocrystals of each material. The properties of these crystals
are summarized in Tab. III.3. We chose a mean size of100−200 nm in consideration of
an eventual application for bio-imaging, because for uptake in cells particles size have
to be smaller than250 nm. For this application, size matters and the smaller the better.
On the other hand, the signalI decreases with the square of the volume, i.e.I ∝ R6,
with R the radius. With our system we identify this size range to be agood compro-
mise for the cell targeting. In addition we have experimentally verified that optical
damage threshold of these nonlinear nanocrystals is much higher than the cell viabil-
ity damage, which has been experimentally measured to be 150GW/cm2. [158, 159]
Moreover, the power density needed for imaging the nonlinear nanocrystals, in the
order of 1 GW/cm2, is well below the cell damage threshold.

The experimental procedure is identical to the one presented in Sec. III.1. The size
of the each nanocrystal is obtained by IC-AFM measurement, while the optical polar-
ization response is obtained with the set-up described in Sec. II.3. In Fig. III.3, we
present the typical SHG polarization response of differentnanocrystals (Fig. III.3(B -
F)). The experimental conditions have been carefully checked to be the same for each
experiment, so we can safely compare the optical response. Due to the similarity of
the nonlinear susceptibility tensor of these materials, they present pretty similar dipo-
lar responses and such a good correspondence among theoretical and experimental
traces also ensures that the nanocrystals are associated toa unique crystal orientation
and not to crystal agglomerates. In (Fig. III.3 (a)), we present a simulated polariza-
tion response of a Fe(IO3)3 nanocrystal for an orientation (θ = 92◦, φ = 125◦, see
Sec. I.5). Following the results of Sec. III.1 and given the similarity of the responses
we can ensure the possibility to fit and retrieve the orientation of each nanocrystal.
From theoretical considerations, we can report that dipolar signatures are present and
maximal when the optical axis is almost parallel to the transverse plane (xy plane). If
it is parallel to the propagation axis (z), the SHG signal vanishes.

For more complex nonlinear susceptibilities, as these obtained with crystals be-
longing to the 3m class, the presence of additional non-vanishing terms (see Tab. III.2)
will modify the polarized radiation signature. In Fig. III.4, we show the presence of
dipolar (first row) as well as quadrupolar (second row) signatures obtained theoret-
ically (A&D) and experimentally measured (LiNbO3 (B & E) and BBO (C & F)).
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Figure III.3: (A) Simulated polarization emission of a Fe(IO3)3 nanocrystal (θ = 92◦,
φ = 125◦). Polarization experimental response of SHG emission for different nanocrystals:
(B)KTP, (C) Fe(IO3)3, (D) KNbO3, (E) BaTiO3, (F) ZnO. Each signal is analyzed along two
orthogonal directions:X filled circles andY open circles.
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Material Symmetry class General conditions Kleinman Symmetry

LiNbO3 & BBO 3m





0 0 0 0 χ15 −χ22

−χ22 χ22 0 χ15 0 0
χ31 χ31 χ33 0 0 0









0 0 0 0 χ15 −χ22

−χ22 χ22 0 χ15 0 0
χ15 χ15 χ33 0 0 0





KNbO3 & KTP mm2





0 0 0 0 χ15 0
0 0 0 χ24 0 0
χ31 χ32 χ33 0 0 0









0 0 0 0 χ15 0
0 0 0 χ24 0 0
χ15 χ24 χ33 0 0 0





Fe(IO3)3 6





0 0 0 χ14 χ15 0
0 0 0 χ15 −χ14 0
χ31 χ31 χ33 0 0 0









0 0 0 0 χ15 0
0 0 0 χ15 0 0
χ15 χ15 χ33 0 0 0





ZnO & BaTiO3 6mm, 4mm





0 0 0 0 χ15 0
0 0 0 χ15 0 0
χ31 χ31 χ33 0 0 0









0 0 0 0 χ15 0
0 0 0 χ15 0 0
χ15 χ15 χ33 0 0 0





Table
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III.3 Nanodoublers as deep imaging markers for multi-photon microscopy

Name Point Group Mean Size [nm] Transparency range [µm] Reference

LiNbO3 3m [52 - 110] [0.4 - 5.5] [143]
BBO 3m [260 - 280] [0.189 - 3.5] [143]
KTP mm2 [200 - 250] [0.35 - 4.5] [155]
KNbO3 mm2 [75 - 150] [0.4 - >4] [143]
BaTiO3 4mm [180 - 200] [0.5 - 6] [156]
ZnO 6mm [100 - 230] not known [157]
Fe(IO3)3 6 [50 - 150] not known [140]

Table III.3: Specifications of the Nanocrystals of the study

The parameters of the theoretical response are for Fig. III.4 (A) (resp. (D))θ = 60◦

(resp.1◦), φ = 45◦ (resp.80◦) andψ = 45◦ (resp.70◦). The quadrupole responses ap-
pear for numerous orientations and result from the contribution of χ22 components.
The retrieval of the orientation of 3m point group crystal ismuch more difficult and
identical response for different crystal orientation are not excluded. Depending on
the application envisaged, if we need to retrieve the orientation of the nanocrystal, we
will exclude 3m crystals. On the other hand, for applicationwhere a signal is always
needed, as cell targeting, we will prefer 3m crystal.

In addition to these preliminary results, the study will consider the toxicity and the
bio-compatibility of each nanocrystal. The photostability and the frequency conver-
sion efficiency are also important parameters to evidence the crystal more suited for
biological applications.

III.3 Nanodoublers as deep imaging markers for
multi-photon microscopy

To evidence the flexibility of the excitation wavelength of anon resonant process, we
demonstrate the possibility to excite second-harmonic (SH) active Fe(IO3)3 nanocrys-
tals with two distinct laser sources at 800 and 1550 nm. In addition we show, by
a complementary experimental and numerical study, how the wavelength flexibility
inherent to non-phase-matched SH nanoparticles can be efficiently exploited to in-
crease imaging penetration depth of markers embedded in biological samples. We
also demonstrate how in an epi-detected SHG measurement through a turbid sample,
signal collection can be severely affected by the choice of excitation wavelength. To
this end, we first use artificial tissue phantoms made of submicrometric polystyrene
spheres, and subsequently a section of murine liver. This isto our knowledge the first
demonstration of the potentialities of wavelength excitation flexibility in a biological
application and is a starting point for numerous bio-applications of the SHRIMPs.
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III Results on Nonlinear Nanoprobes

Table III.4: Monte Carlo Input Parameters

# Photons dz[cm] dr[cm] RIN [cm] ROUT [cm] θ◦IN θ◦OUT

5e6 10−5 10−5 10−4 10−2 10 36.9

λ [nm] µa[cm−1] µs[cm−1] g
Poly Spheres Liver Poly Spheres Liver Poly Spheres Liver

400 0.79 53.90 137.23 242.74 0.19849 0.90
800 2.16 5.67 10.01 100.85 0.04674 0.95
1550 10.74 10.78 0.77 35.89 0.01221 0.91

III.3.1 Monte Carlo simulation

For simulating the epi-detection of the signal from a SHRIMP embedded in a turbid
tissue, we employed a Monte Carlo code of light transport in multilayered samples,
which already proved very successful for a variety of studies. [160] The simulation
assume an infinitely narrow photon beam, perpendicularly incident on a tissue layer
supposed much wider than the spatial extent of photon distribution. The model is
restricted to a cylindrical symmetry by assuming an optically isotropic medium. At
every computation step, a photon, which is treated as a classical particle, neglecting
polarization effects, has a certain probability of being absorbed or scattered. These
probabilities are determined directly from the macroscopic values of scattering effi-
ciency (µs), absorption efficiency (µa), and anisotropy (g) calculated applying Mie
theory for a suspension of nanospheres in water [161], usingthe real and imaginary
reflective indices for polystyrene provided by ref. [162]. Alternatively, for the liver
sample, we used the values ofµs, µa, andg experimentally determined by Parsaet
al.. [163] The input parameters used for the simulation are summarized in Tab. III.4.

As indicated on the right of Fig. III.5, the effective excitation for a SHRIMP placed
after a scattering layer of thicknessd for an excitation wavelengthωi (i=800, 1550 nm),
was obtained by integrating the fraction of photonsα(ωi, d, RIN , θIN) exiting from the
substrates+layer system through a limited circular area ofRIN =1µm diameter (com-
parable with the experimental focal spot) with propagationaxis deviatingθIN < 10◦

from the incident direction. This way we ensured to limit theexcitation process to
ballistic photons, which conserve the temporal structure (i.e. photon density) of the
incoming pulse. [164] This quantity was then squared to account for the nonlinear
power dependence of SHG. An independent simulation was successively run to calcu-
late the fraction of SH photonsβ(2 · ωi, d, ROUT , θOUT ) that can reach the microscope
objective after traveling backwards through the substrate/scattering system. Contrary
to excitation, in this case, the transmitted photons were integrated over a large exit area
ROUT and over an angular rangeθOUT calculated by taking into account the objective
N.A. and the refractions of the SH photons at the substrate/sample and substrate/air in-
terfaces. The epi-detected signalISHRIMP as a function of the incident laser intensity
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d

t

SHRIMP

DL

IMP
y

x

z

R
OUT

R
IN

θ
IN

θ
OUT

Figure III.5: Left: NIR and IR light (red arrow) are focused by the objective onto the SHRIMP
particle, placed on the upper side of a system of two microscope substratesof thicknesst
delimiting a diffusive layer (DL) (polystyrene beads suspension or liversection) of variable
thicknessd. The backwards traveling fraction of SH emission (blow arrow) is epi-collected
by the same objective. Images are reconstructed by scanning sample position alongx andy
axes. Right: Example of the approach used in the Monte Carlo simulation. The incoming
photon (red dashed line) is considered effective for SH excitation because, after two scattering
events, it enters the SHRIMP region (red circle) with a small angleθIN with respect to normal
incidence. On the other hand, the outgoing SH photon (blue dashed line) is not accounted
for the signal calculation, as it exits the sample with a large angle exceedingθOUT , i.e. the
collection capability of the objective.

I was finally determined asISHRIMP = (I · α)2 · β.

III.3.2 Experimental Results

SHRIMP particles have so far been investigated only by means of Ti:Sapphire lasers,
so we first characterized their response to IR excitation by reporting in Fig. III.6 the
up-converted spectrum generated by a single nanocrystal. The fundamental Erbium
laser spectrum is shown in the inset for reference. The second harmonic peak between
730 and 850 nm is the predominant structure. Note that the tiny spectral dip at 780
nm correlates well with the minimum appearing in the calculated frequency-doubled
spectrum (dotted line) and that the original bandwidth is completely up-converted.
The peak at 520 nm corresponds to the third harmonic (TH) emission, which, al-
though much weaker, is clearly visible in the semi-logarithmic plot. TH was always
co-localized with SH, evidencing that it is an effect genuinely related to the presence
of a nanocrystal.

In Fig. III.7, panels (a) and (b) present a comparison of the same region of a sam-
ple of randomly dispersed nanocrystals obtained by drying adrop of Fe(IO3)3 filtered
solution on the upper microscope substrate as illustrated in Fig. III.5. From indepen-
dent atomic force microscope measurements of samples prepared in the same way, we
know that filtered Fe(IO3)3 particles (∼30 nm) have a tendency to aggregation on mi-
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Figure III.6: Semi-logarithmic spectrum of the second and third harmonic emission (contin-
uous line) from a single Fe(IO3)3 nanocrystal excited by the IR laser. The dotted lines corre-
spond to the calculated frequency doubled and tripled fundamental IR laser spectrum (shown
in the inset).

croscope substrate and their actual size on the sample is80±40 nm. [140] The images
were realized by detecting the SH signal from the particles excited first by the IR and
successively by the NIR laser. A quick inspection indicatesthat all the particles are
retrieved using both excitations and they show comparable relative intensities. The
darker halo surrounding the particles in the IR-excited scan(Fig. III.7(b)) can be orig-
inated from diminished imaging performances of the objective, which is optimized for
the visible region, but it can also be ascribed to interference effects among the SHG
radiation generated at different location within the focus, as previously observed for
other coherent microscopy signals. [165]

The different light transport properties of NIR and IR excitation and their corre-
sponding SH (400 and 775 nm) through a strongly scattering medium were then inves-
tigated using calibrated tissue phantoms. In the series of SH scans reported in Fig. III.7
(c)-(f) and (h), the different rows correspond to differentlayer thickness, each contain-
ing two images of the same sample region excited by the two laser sources: NIR (left)
and IR (right). Note that the images on different rows do not correspond to the same
sample region. For a sample thickness of 90µm [(c), (d)], two particles are present
on the scan. The left one is characterized by a much weaker signal and its size is
comparable with the lateral resolution of the microscope.

The poorer resolution of this particle in the IR scan is partially attributed to the
larger diffraction limit at 1.55µm, as well as the aforementioned reduced perfor-
mances of the objective at this wavelength. The right SHRIMP is probably a larger
particles aggregate, with a size exceeding the set-up resolution. At 180µm [(e), (f)],
the comparison between the IR scan evidence the presence of aSHRIMP which does
not appear in the corresponding NIR scan, although several NIR-excited scans were
performed systematically varying focusing and detection parameters. A similar obser-
vation resulted from the measurement performed with the diffusive layer of 300µm
thickness (Fig. III.7(h)), even in this case we were not ableto detect any particle in the
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Figure III.7: Comparison of nanocrystals samples illuminated by NIR (left column) and IR
(right column) laser with no diffusive layer [(a), (b)], and with diffusive layer of polystyrene
nanospheres suspension in water of 90µm thickness [(c), (d)], 180µm thickness [(e), (f)],
and 300µm [(h)]. Panel (g): Result of a Monte Carlo simulation showing the intensity of
the epi-detected signal (ISHRIMP ) as a function of the penetration depth for NIR (�) and IR
excitation (◦). Experimental values measured on microscopic Fe(IO3)3 structures by NIR (�)
and IR (•) are also reported on the plot as additional reference.
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Figure III.8: Comparison of excitation of Fe(IO3)3 nanocrystals through a 20µm murine
liver sample:(a) NIR excitation and(b) IR excitation.(c) Monte Carlo simulation of the epi-
detected signal fom a SHRIMP excited and epi-detected through a layer ofmurine liver as a
function of thickness calculated for various excitation wavelengths: NIR (�), IR (◦), and 1320
nm (�). Inset: Semi-logarithmic representation of the same dataset.

NIR-excited image.

The corresponding simulation are presented in Fig.III.7 (g). One can observe that
for d < 80 µm, the NIR-generated signal is expected to be larger than the IR one.
This finding can be correlated to the slightly higher contrast shown by the NIR scan
in the comparison between panels (c) and (d). For thicker samples, the SH signal col-
lected under IR excitation becomes dominant, and indeed already ford = 180 µm,
no NIR-excited signal could be detected. The dashed horizontal line corresponds
to an upper estimate for the detection limit, determined by the absence of signal for
ISHRIMP (ω800, 180 µm). We observe that its position is consistent with the detection
of the SHRIMP atd = 300 µm (Fig.III.7 (h)), whose simulated intensity lies above
this threshold. To further assess the agreement between calculations and experiment,
we measured the epi-detected SH signal from a micrometric Fe(IO3)3 structure excited
by NIR and IR. The relative intensities of the corresponding datapoints are well super-
imposed to the curves in Fig. III.7(g) and corroborate the correctness of the numerical
approach within the thickness range investigated.

Given that the performance of SHRIMP detection cannot be simply ascribed to
the deeper penetration of longer wavelengths, but are set bythe interplay between ex-
citation and backward detection of the SH signal, we extended the investigation by
substituting the sample with a 20µm thick murine liver tissue. In this case, in fact,
rather strong scattering is accompanied by the specific spectral response of the tissue,
dominated by heme proteins absorption around 400 nm and water absorption around
1.4 µm. [163] Panels (a) and (b) of Fig. III.8, report the results of NIR- and the IR-
excited images, respectively. The intense spot on the lowerleft corner of both images
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III.4 Nano-FROG: Frequency Resolved Optical Gating by a nanometric object

is a reference SH signal generated by a micrometric Fe(IO3)3 structure, placed on the
substrate close to the SHRIMP nanocrystal to verify the correct experimental settings
for both measurements. As in the preceding comparison, the SHRIMP signal could be
easily epi-detected exclusively in the IR case. In Fig. III.8(c), the simulated signal in-
tensity again indicates that IR-excitation (◦) remains the most favorable choice for this
representative biological sample, not only with respect toNIR (�), but, contrary to our
expectations, also with respect to 1320 nm excitation (�), which was also simulated
as it presents no spectral overlap with the tissue absorption for both excitation and SH.
From calculations it appears that, even though scattering properties in the excitation
process assume a major role in affecting the signal intensity by setting the fraction of
ballistic photons reaching the SHRIMP with enough power density to nonlinearly ex-
cite it, the stronger diffusion of bluemost wavelengths results the dominant factor at the
origin of the intensity differences as penetration depth increases. Clearly, to identify
the most efficient excitation option, signal intensity is not the unique criterion, as sam-
ple heating by water absorption should also be taken into consideration for long-term
measurements.

III.4 Nano-FROG: Frequency Resolved Optical Gat-
ing by a nanometric object

Exploiting the fact that SHG is a coherent process, we present a technique to charac-
terize ultrashort pulses at the focal plane of a high numerical aperture objective with
unprecedented spatial resolution, by performing a FROG measurement with a single
nanocrystal as nonlinear medium. This approach, which can be implemented on a
conventional or an inverted laser scanning microscope, canbe further developed to
provide phase-sensitive information by monitoring the distortions induced by the mi-
croscopic local environment around the NP on femtosecond pulses. Benefiting from
the coherent properties of the SHG, application of this methods can be implemented to
characterizein situ different pulse shapes resulting from coherent control schemes in
bio-samples [43]. Inversely and taking additionally advantage of confinement effects,
we can use the SHRIMPs as photo-inducers of chemical reactionby coherent control
schemes.

Considering the long irradiation of the sample, shutter 1 (S1in Fig. II.1) can be used
to reduce photodegradation by regularly blocking the laserfor a few seconds to allow
heat evacuation at the sample site. In interferometric experiments, shutter 2 (S2 in
Fig. II.1) is closed to measure the reference signal generated by a single arm of the
interferometer for post-processing data correction.

Due to the constrains of the experimental setup, all characterizations traces, auto-
correlation and FROG, were taken in a collinear geometry [94]. The autocorrelation
trace reported in Fig. III.9(a) was recorded after maximizing the SHG response as a
function of the incident laser polarization as described in[140]. The time increment
corresponds to 1.8 fs, the interference fringes of the two electric fields at 800 nm
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Figure III.9: A. Interferometric autocorrelation trace.B. cFROG trace. C. Image of the
nanoparticles dispersed on a microscopic glass slide. The particle highlighted by the 1µm
square was used as nonlinear medium for acquiring the autocorrelation and the cFROG trace.
D. Result of the Fourier transform along the time axis of the cFROG trace in B.

(T=2.66 fs) are therefore not fully resolved. On the other hand, the expected 8:1 ratio
between the trace maximum and the wings is almost perfectly recovered.

The retrieval of a symmetric autocorrelation trace, showing the theoretical fringes-
to-offset ratio confirms the good alignment of the two interferometer arms, the balance
among their intensities, and the absence of saturation in the frequency-mixing process.
After this preliminary characterization, which indicatesa FWHM pulse duration of 69
fs, we could proceed to acquire the full collinear-FROG (cFROG) trace of Fig. III.9(b).
Due to the long acquisition time necessary for measuring thefull cFROG curve, it was
necessary to correct for slow sample photodegradation. To this end, we systemati-
cally monitored a reference value corresponding to the SHG generated by a single arm
of the interferometer. The correction procedure incorporates the experimental time-
dependence extracted from the autocorrelation trace to associate the right weight at
different time delays to the photodegradation baseline correction. For the measure-
ment in Fig. III.9(b) photodegradation amounts to∼50% decrease of the SHG signal
intensity over the complete scan.

The result of a numerical Fourier transform along the time axis of the cFROG trace
is displayed in Fig. III.9(d). Note that the frequency of themodulation atω0, expected
at 375 THz is downshifted to∼180 THz due to undersampling, while the 2ω0 com-
ponent is not resolved. It has been shown that undersampled acquisition of a cFROG
trace can be safely performed under certain conditions without loss of information on
the final FROG. [116,117]

The FROG in Fig. III.10(a) was extracted by first filtering outthe modulation com-
ponents in the Fourier space, and then by applying the inverse transformation back to
the time/wavelength space. After this operation, we subtracted to the trace the DC
offset, i.e. the second term in Eq. I.72. The treated data were successively fed into
a commercial FROG-inversion program [118] to determine thepulse characteristics.
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Figure III.10: A. Experimental FROG trace.B. Retrieved FROG trace. Electric field intensity
(solid line) and phase (dashed line) as a function of time (C) and of wavelength (D).

The retrieval error corresponds to 2.50/00. The retrieved FROG trace is shown in
Fig. III.10(b), along with pulse electric field intensity temporal profile (corresponding
to a pulse duration of 75 fs) and spectrum reported in (c) and (d). The corresponding
phase-functions are also shown. The latter indicate the presence of a residual quadratic
chirp on the pulse due to group velocity dispersion accumulated during propagation
through the microscope optics, which is not fully correctedby the grating compres-
sor. By comparing the pulse duration at the input of the microscope and at the focal
plane, we can quantify the second-order dispersion parameter to 4416 fs2, in line with
the values determined by Wolleschenskyet al. for similar but not identical optical
systems. [97]

In the present section the particle investigated has dimensions comparable to the
size of the nonlinear focal spot (∼ 300 nm), the spatial resolution is therefore already
one order of magnitude higher than the spatially-resolved FROG and TADPOLE tech-
niques recently proposed. [104, 166] Our approach can be easily extended to smaller
NPs down to a dimension of a few tens of nanometers. The major experimental dif-
ficulty is represented by the extremely long acquisition time (five hours) compared
to the photostability of the nanoscopic samples: the use of an imaging spectrome-
ter equipped with an array detector capable of simultaneousacquisition of the whole
spectrum would reduce the acquisition time by orders of magnitudes, allowing sta-
ble measurements on smaller samples. Note that size-dependent signal intensity does
not represent a limitation: thanks to the very good frequency conversion efficiency of
Fe(IO3)3, we recently succeeded in imaging and measuring the polarization response
of NPs with sizes as small 40 nm on the same experimental set-up. [140] For NPs
smaller than the focal spot of a high NA objective, the resolution of sub-focal features
theoretically predicted in the framework of phase and polarization shaping microscopy
will be reachable. Recent calculations indicate, for example, that clearly different
spatio-temporal evolution of the electric field are expected at locations 400 nm apart in
the focal plane for tightly focused shaped pulses. [167] In addition, the polarization-
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Figure III.11: (a) SHG spectrum of aλ396-centered pulse performed on single nanocrystal
and (b) its autocorrelation [170]. (c) SHG spectrum of theλ198-centered pulse generated on
the pellet and (d) its autocorrelation.

dependent response of Fe(IO3)3 NPs can be exploited to characterize the polarization
evolution by combining two orthogonal cFROG measurements of the same shaped
pulse. [168] The absence of phase-matching constrains for subwavelength NPs can be
useful for broadband pulse characterization allowing the frequency mixing of virtually
any wavelength in the transparency window of Fe(IO3)3. This possibility can result
particularly advantageous for broadband single pulse CARS and coherent microscopy,
which are increasingly based on the use of supercontinuum broadened pulses in pho-
tonic crystal fibers. [169]

III.5 Ultrabroadband Pulse Characterization using
Nanocrystals Pellets

In this section we report the ability of pellets made up of compressed Iron Iodate
nanocrystals to frequency double the whole visible spectrum. We suggest their use for
complete characterization of intense ultrabroadband laser pulses.

Thanks to their small size (l = 20− 150 nm) and large second order susceptibility,
we succeeded in frequency doubling800 nm radiation on individual nanocrystals (see
Fig. III.11(a)). As reported in Fig. III.11(b), the nonlinear response of the nanoparticle
was used to acquire a pulse autocorrelation trace at the focal plane of a high numerical
aperture objective [170]. Due to the geometry imposed by themicroscopic setup, the
interference fringes typical of collinear measurements were removed by anad hoc
cut-off filter in the Fourier space [117].

Since Fe(IO3)3 nanocrystals are smaller than coherence length, the material can
simply be considered as an ensemble of nonlinear radiating dipoles, providing com-
plete doubling of an incident spectrum centered at any wavelength independently from
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Figure III.12: (Dots) UV spectrum (at200 nm) of aλ396-centered-broad source obtained by
co-filamentation. (Squares) Original spectrum corresponding traces for a400 nm-pulse without
broadening (data reported from (Fig. III.11(c))).

any phase-matching consideration. This property is exemplified by the plot in Fig.
III.11(b), showing the result of the spectral doubling of aninput UV pulse (centered
at λ396 = 396 nm, bandwidth∆λ = 6.3 nm, obtained by frequency-doubling aλ792-
centered pulses). As reported in Fig. III.11(d), the corresponding autocorrelation trace
indicates aλ396-centered pulse duration of81 fs.

The above results demonstrate the ability of Fe(IO3)3 to generate an easy detectable
scattered SHG signal from a UV-Vis pulse focused onto the pellet. As seen in Fig.
II.8, even though the detection efficiencies was limited by the low numerical aperture
of the collection lens, a clear background-free quadratic dependence is observed on
the scattered200 nm signal. Within the scope of few-cycle pulses characterization,
we show now that bandwidth increase does not limit this capability, by repeating the
measurement using as input filamentation-broadenedλ396-centered pulses with spec-
tral bandwidth spanning from350 nm to 440 nm. As illustrated in Fig. III.12, their
doubled spectrum extends from175 nm to220 nm fully matching the spectral range
of the input pulse. The measured width is8 nm FWHM, which could theoretically be
recompressed down to7 fs pulse duration.

In order to accurately perform a few-cycle pulses autocorrelation, the nonlinear
material has to efficiently support a nonlinear polarization P ∝ E2(t), whereE(t) is
thereal electric field. In the Fourier reciprocal space, this nonlinear source term corre-
sponds to all the frequency mixing pairs within the spectrum. We show that Fe(IO3)3
pellet support sum-frequency generation (SFG). In particular, when launching simul-
taneouslyλ792-centered andλ396-centered pulses onto the nanoparticles agglomerate,
a delay-dependent signal centered at 264 nm was recorded both for orthogonal and
parallel polarization of the two input pulses (Fig. III.13(b)). In Figure III.13 we sum-
marize the results of these measurements: in (a) one can observe that, also in absence
of theλ396-centered pulse on the sample, a weak 264 nm signal is present, which is a
signature ofλ792-centered pulse frequency tripling. By subtracting to the zero-delayed
curve (Fig. III.13(b)) this third harmonic component, we obtain the signature of SFG
spectrum at264 nm (about7.3 nm FWHM) (Fig. III.13(c)).
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III.6 Evanescent-Field-Induced SHG by Nonlinear
Nanoparticles

Planar optical waveguides have already been used as a suitable excitation platform in a
number of fluorescence analysis applications. [171–173] They enable highly efficient
and selective excitation of fluorescent molecules in close proximity to the waveguide
surface by the evanescent field of the guided mode. Typicallythe waveguide is com-
posed of a single layer of a metal-oxide with high index of refraction. High intensity of
the evanescent field is assured by using an appropriate film thickness for single mode
operation, usually in the range 100 - 200 nm. The strong evanescent field of such
waveguide modes allows the design of highly sensitive devices and provides the possi-
bility for two-photon fluorescence excitation on comparatively large areas. [174,175]

Inorganic non-centrosymmetric nanocrystals, often referred to as SHRIMPs (Sec-
ond Harmonic IMaging Probes), have attracted increasing attention and stimulated
a wide series of proposals for their applications in bioimaging [135, 136, 176], mi-
cromanipulation [153], and exploitation of their coherentoptical response [170, 177,
178] since the appearance of the first studies on their nonlinear optical properties.
Due to their sub-wavelength dimensions and related absenceof phase-matching con-
straints [179], there is no spectral limitation for the nonlinear excitation of such nanopar-
ticles. Moreover, in contrast to resonantly excited nanoprobes (such as fluorescent mo-
lecules and quantum dots), SHRIMPs are not affected by bleaching nor blinking, the
former being one of the principle drawbacks reported in previous waveguide experi-
ments. [175]

In this section we demonstrate non-scanning excitation of the second harmonic
(SH) response of several individual SHRIMPs scattered over alarge area on a planar
waveguide. Although evanescent-field-induced two-photonfluorescence was already
demonstrated for homogeneous organic layers, this work provides for the first time
the evidence of evanescent excitation of the SH response of nanometric objects. The
results are discussed in terms of efficiency and polarization properties. Further infor-
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(a)

(b)
A B C D

30 um

Figure III.14: (a) White light image of the scatterers on the waveguide. The dashed lines
indicate the extension of the waveguide mode.(b) SH image of the same sample region. Note
that the particles highlighted in the upper plot are not present in the SH image.

mation about individual nanoparticles orientation and coherent emission are derived
within the defined image defocusing framework first developed by Sepiol [180] and
later expanded by Enderlein and co-workers. [83,181]

Figure III.14(a) presents an image of the nanoparticles spread on the waveguide
under white light illumination. The differences in intensity revealed by the particles
scattering, originate from the size dispersion of the sample. The lateral extension of
the guided mode inside the waveguide is indicated by the two parallel dashed lines.
Figure III.14(b) represents the same sample region imaged at the SH frequency. The
four nanoparticles appearing in this image, labeledA−D, are evanescently excited by
the laser radiation propagating inside the waveguide. Their positions spatially corre-
late with those of the nanoparticles observed in Fig. III.14(a). Figure III.15(a) shows
the power dependence of the normalized SH signal generated by these nanoparticles.
The response exhibits a square dependence shown by the superimposed fit (thick line)
bearing a value for the exponential term of2.00± 0.07. This result supports the good
spectral selection of the experiment, appreciable also from the extremely high con-
trast in the SH response of Fig. III.14(b). However, one can notice the absence in the
SH image of the two nanoparticles encircled in Fig. III.14(a) although they are both
within the excitation region. The lack of the SH counterparts for these particles cannot
be trivially ascribed to a difference in size, at least for the right one, which presents
a higher scattering intensity than the average under white light illumination, rather
to an unfavorable orientation of their crystal axis with respect to the excitation light
polarization.
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Figure III.15: (a) Normalized power dependence of the SH of nanoparticlesA − D of
Fig. V.2(b). (b) and (c) Polarization dependence of SH emission from particlesD (△) and
C (�) as a function of the analyzer angleα. Right panel. Calculated intensity dependence of
SH emission from two differently oriented KTP nanoparticles as a function ofexcitation light
polarization (γ) and analyzer angle (continuous lineα = 0, dashed lineα = 90◦). Waveguide
evanescent excitation corresponds toγ = 0. Note that theα = 90◦ response in the upper plot
is multiplied by ten for easier inspection.
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KTP presents an orthorombic crystal structure, where theχ
(2)
zzz element is at least

four times larger than any other tensorial contribution. [182] The particles highlighted
in Fig. III.14(a) very likely present an orientation of the crystal frame leading to a
vanishing result for Eq. I.36, assuming an electric field vector aligned alongx. For
particlesA−D, on the other hand, the SH response is generated quite efficiently. The
polarization of the correspondingP 2ω

i vector is reported in Fig. III.15(b) and (c) for
particlesD (△) andC (�), respectively. The datapoints represent the SH intensity
as a function of the analyzer angleα. ParticleD (resp. C) presents a polarization
response peaking at -10◦ (-28◦) and complete signal extinction for 80◦ (60◦), fulfilling
the predictions of Malus’ law as confirmed by the good agreement with thecos2 fit
(thick line). Starting from Sec. I.5, we could simulate the curves in the right panel of
Fig. III.15, which illustrate the theoretical SH intensitydependence for the two KTP
nanocrystals as a function of excitation polarization (γ) and analyzer angle (contin-
uous lineα = 0, dashed lineα = 90◦). Unlike previous analysis carried out with
tight focusing excitation [140,182], the evanescent wave polarization alongx (γ = 0)
cannot be simply changed in the present scheme. Therefore the Euler anglesθ, φ, ψ
determining the relative orientation of the crystal to the laboratory frame were inferred
by matching the intensity of the experimental values obtained forα = 0 andα = 90◦

(Fig. III.15(b), (c)) to the corresponding values assumed for γ = 0 by the simulated
traces. Clearly, for a fixed value ofγ, the 3-d orientation retrieval remains an under-
determined problem. We therefore applied an additional empirical criterion to identify
the in-plane crystal orientationφ among the ensemble of possible solutions by set-
ting θ, ψ = 90◦ accounting for the experimental bias represented by the most likely
detection of intense SH radiation, that for KTP is associated to this orientation. The
best correspondence for particlesD andC was finally found forφD = −10◦ and
φC = −37◦.

As just mentioned the fixed laser polarization of the presentapproach prevents a
complete and rigorous orientation retrieval, nevertheless information about the out-of-
plane angleθ of the nonlinear dipole can be derived by applying the theoretical model
developed by J. Enderlein [83,181] and already used by Sandeauet al. for analyzing
the defocused images of SHRIMPs. [182] The left column of Fig.III.16(a) contains a
series of images of two nanoparticles at around7 µm distance recorded by displacing
the focal plane of the collection objective from0 to 70 µm from the substrate. By
examining panel (b), which corresponds to a defocusing distance def =20 µm, one
can see that the upper particle presents a radial symmetric emission structure with
concentric rings of different intensity, while the lower particle is characterized by the
presence of a weaker intensity region in the emission pattern. Nevertheless, the latter
still presents a clear axial symmetry, testifying to the fact that the nonlinearly excited
nanocrystal presents a unique monocrystalline domain. [182] To understand the origin
of the differences between the two responses, we performed asimulation modeling
two neighboring dipoles, radiating at twice the frequency of the laser (λ = 390 nm).
The defocused images were elaborated taking into full account the imaging set-up, the
CCD pixel dimension (7.4 µm), and the waveguide characteristics (n = 2.092, 159
nm thickness sustained by an = 1.52 glass substrate). The in-plane and out-of-plane
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Figure III.16: Experimental (a,b,c,d) and numerical (e, f, g, h) images of two adjacent
nanoparticles excited by the evanescent field and interfering at the SH frequency for differ-
ent defocusing parameters: def =0 (a, e), 20 (b, f), 50 (c, g) and70 (d, h) µm. The length scale
is the same for all plots; the intensity scale is adjusted to facilitate the inspection of interference
details. The out-of-plane orientation of the emitting dipole associated to the upper particle and
to the lower particle areθ1 = 90◦ (in-plane) andθ2 = 33◦, respectively.
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angles of the two dipoles were finally adjusted to obtain the best qualitative agreement
with the experimental image. After this procedure, we couldascribe the difference
in the symmetry of the two emission patterns principally to adifference in the out-
of-plane anglesθ. In the case of the upper one, the dipole orientation is parallel to
the substrate and to the exciting polarization (θ1 ≃ 90◦), while for the lower one,θ
presents a much larger out-of-plane component (θ2 ≃ 33◦).

One very intriguing - although not unexpected - characteristic emerging from all
the images in Fig.III.16 is the presence of interference fringes, occurring because of
the coherent superposition of the SH emission of the two nanoparticles. Interferences
appear for small defocusing as stripes in the region betweenthe two particles and then
develop as a dashed motif on the concentric rings of the emission pattern. The simu-
lations capture even the finest details observed in the experimental images. The best
agreement was obtained by convoluting the numerical results with a disk of two pix-
els radius, to account for the smoothing effect of the not perfectly planar waveguide
surface. It is worth noting that - unlike the case of harmonicholography, where in-
terferences are created with an external reference beam - weshow here interferences
originated directly among the nonlinear emissions of two distinct nano-objects for the
first time.

III.7 Conclusions and Perspectives

In conclusion, we have performed a detailed analysis of the polarization response of
nanocrystals of iron iodate (Fe(IO3)3), which can be easily synthesized by an inex-
pensive chemical method. Due to the difficulty of growing bulk crystals of this mate-
rial, its nonlinear properties were previously only partially known. We demonstrated
that Fe(IO3)3 is an efficient frequency doubler, and this property, together with its
remarkable stability in aqueous solution even under extreme pH and temperature con-
ditions, makes of it a very attractive probe for SHG microscopy. Moreover, the pos-
sibility to interrogate optically the orientation of each nanocrystal opens the way to
a large number of applications. Contrary to similar studies where SHG active parti-
cles were embedded in host media (sol-gel matrices, polymers, inclusion compounds),
the present measurements were taken directly on nanocrystal isolated on a substrate
to prove their aptness as markers for microscopy. We have also analyzed differents
SHG-active of nanomaterials and performed a comparative study. This will allow us
to identify the advantages/disadvantages of each materialand to select the best suited
for future applications. In addition, we have demonstratedthe possibility to excite
SHRIMPs with two distinct laser sources and we have experimentally evidenced and
rationalized by numerical simulation how the wavelength flexibility inherent to non-
phase-matched SHG can be a crucial factor to increase samplepenetration for non-
linear microscopic measurements based on these markers. Based on the non resonant
properties of SHG and the absence of phase-matching constrains, we demonstrate the
wavelength-flexibility of SHRIMPs compared to the existing probes (GFP, Quantum
dots), which permit to avoid auto-fluorescence. Moreover, we have exploited the co-
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herence properties of the harmonic radiation by proposing atechnique (nanoFROG)
to characterize tightly focused femtosecond laser pulses with unprecedented spatial
resolution. We also have successfully demonstrated that SHRIMPs pellets can sup-
port both ultrabroadband SHG and broadband SFG. Because the nonlinear material
is used in a reflective configuration, no dispersion occurs allowing its use for few-
cycle pulses measurement. Since phase-matching conditiondoes not apply because
of the nanometric dimensions of the doubling particles, SHRIMPs pellets open the
way to its utilization with ultrabroadband spectra in wholetransparency region of the
material. Unlike nonlinear crystals which need a careful polishing and are quite expen-
sive, SHRIMPs pellets are inexpensive enough to be used in adverse condition such
as within pulse core where the intensity can exceed damage threshold. Finally, we
demonstrate the possibility to employ SHRIMP nanoparticlesas molecular probes in
experiments based on evanescent excitation, taking full advantage of their photostabil-
ity and of their non-resonant optical response. High selective evanescent excitation at
the substrate surface can be associated to nonlinear transverse resolution for imaging.
We demonstrated that polarization analysis can be carried out under reasonable as-
sumptions and for the first time, we observed interferences from the nonlinear signals
generated by distinct nanometric objects.

Fundamental optical properties of SHRIMPs have been demonstrated so far and
applications of these novel probes are numerous. From a fundamental point of view
based on recent results [17,183], further studies should beperformed to determine the
influence of the shape and the size of the SHRIMPs on the SHG signal. As applica-
tions, the possibility of functionalizing the NPs’ surfaceto embed them into biological
samples is currently in progress. This would allow the labeling and targeting of cells
using SHRIMPs. Combined to ain vivonano-FROG measurement, this might provide
a new method for elucidating the interactions between the different spectral compo-
nents of femtosecond pulses and the NP local environment (cell membranes, biological
solutions, local pH). The nano-FROG technique can also be extended to develop novel
phase-sensitive techniques in laser scanning microscopy,probing the microscopic en-
vironment by monitoring phase, amplitude and polarizationdistortions of femtosecond
laser pulses. There is in fact a growing evidence of the applicability of pulse shaping
techniques for improving functional imaging [184,185], for reducing photo-bleaching
of fluorescent labels [186], and for acquiring excitation selectivity [42,187] also with
respect to the local fluorophore environment [184]. Ourin situ pulse diagnostic tech-
nique could in principle be used to decipher the control mechanism underlaying these
observations. Prospectively the dipole moment associatedto SHRIMPs crystal stru-
cture can be used as optical probe of the local field [153] in large areas of a waveguide
for monitoring, for instance, cells membrane potential. More exotics applications can
also include chemicals process optically photo-induced bySHRIMPs, nonlinear na-
noemitters and nanoantennas.
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CHAPTER IV

Progresses towards label-free
coherent identification

In this chapter, we will first introduce the available techniques to implement coherent
control experiments and discuss their limitations(Sec. IV.1). We then present three
different studies realized during this thesis. First, the conception and the development
of a new MEMS-based linear pulse shaper device (Sec. IV.2). Then, the application of
a new class of genetic algorithm to the coherent control is discussed (Sec. IV.3), finally
the implementation and the characterization of a direct MEMS-based pulse shaper in
the deep ultraviolet region as a first step towards coherent control of bio-molecules
(Sec. IV.4).

IV.1 Approaches to pulse-shaping

In this section, we introduce the different technologies that allow us to generate arbi-
trary pulse-shapes. Considering the central wavelength needed for the applications, the
choice of the device will be different. First, the general optical set-up will be described,
followed by the different available devices: Liquid Crystalbased devices (LCD) and
Micro-ElectroMechanical Systems (MEMS).

IV.1.1 Pulse-Shaping

As no electronic devices is able to modulate femtosecond laser pulses in the time
domain, the modulation has to be applied in the frequency domain by acting in the
Fourier-plane in order to modulate the frequencies separately. This is achieved using
a dispersion-free 4-f compressor [127,188,189] which allows the spatial separation of
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Figure IV.1: Schematic set-up of a 4-f dispersion-free compressor. the grating spreads the
spectrum acting as a Temporal Fourier transformer (TFT) and the cylindrical lenses focus the
identical frequencies into a vertical line in the Fourier Plane (FP), The lenses act as Spatial
Fourier Transformers (SFT).

the frequencies in the Fourier-plane before being recollimated in the temporal domain.
Figure IV.1 shows the dispersion-free compressor. The gratings provide thetemporal
Fourier-transform (TFT) between the temporal and frequency domain orvice versa. As
laser beams have a non zero radius, the same frequency at different place of the beam
(asλ1 andλ2 in Fig. IV.1) has to be focused into a vertical line. This is obtained by the
cylindrical lenses which provide thespatialFourier-transform (SFT). The combination
of TFT and SFT applied to the femtosecond laser beam generatea plane (referred as
Fourier Plane, (FP)) where the frequencies are spatially separated. The distancef
between each optical element of the dispersion-free compressor has to be the same. If
this was not the case, the output beam will be spatially chirped, i.e. we would observe
spatial variation of the frequencies distribution within the beam. If no distortion is
induced by the 4f compressor, the temporal and spatial properties of the beam at the
output have to be identical to those of the input beam. These issues are reviewed in
detail by Weiner in a seminal paper [37].

When the spectral bandwidth of the laser is broad (∆λ ≥ 30 nm), for minimizing
the chromatic aberrations, we used an all reflective dispersion-free compressor whose
geometry is based on the work of Monmayrant [190,191].

The modulated pulses are generated by placing a device in theFourier plane and ad-
dressing individually the frequencies by applying a linearfilter functionM(ω) to the
spectrum (Fig. IV.2). The control parameters of the pulse can be phase, amplitude
and/or polarization. In this work we will focus on both phaseonly and phase-amplitude
modulation. Contrary to other parameters, the polarizationcontrol requires devices
modifying actively the polarization in the Fourier plane (actually only Liquid Crystals
devices can perform this task). This is beyond the scope of this work and references
for polarization shaping set-ups can be found in [168,192–199].

In the case of phase or phase-amplitude modulation and the application of a linear
frequency function by the device, the output pulse envelope, Eshaped(t), is mathemati-
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Figure IV.2: The shaper is placed into the Fourier Plane of a 4-f dispersion-free compressor.
This device can modify the pulse profile by applying spectral modulation masks.

cally described by [200,201]:

Eshaped(t) = F−1(Eshaped(ω)) =
1

2π

∫ +∞

−∞

M(ω)E(ω)eiωtdω (IV.1)

The mapping of the spatial position of the linear frequency modulationM(ω) on the
device is given by the convolution of the device modulationM(x) with the spatial
positionxm(ω) of each frequencyω in the Fourier Planef(x) [200,201]:

M(ω) =

∫ +∞

−∞

M(x)f(xm(ω)− x)dx (IV.2)

The modulation in phase or phase-amplitude are described by:

M(x) = Ashaped(x)e
−i∆Φshaped(x) (IV.3)

whereAshapedis the amplitude modulation and∆Φshapedthe phase modulation.

IV.1.2 Shaping devices

We focus now on the device which generate the modulation function M(x). To this
date, several kinds of devices based on different techniques have been proposed. As we
are interested in temporal pulse shaping we will consider only mono-dimensional (1-
D) devices (or use 2-D device as 1-D device). Information about pulses shapers with
2-D devices can be found in references [202–205]. In this work, experiments were
performed using liquid crystal- and micro-electromechanical systems - based shapers.
Others modulators exist as Acousto-Optics Modulators (AOM) and Deformable Mirror
(DM). References for these devices can be found in: AOM [206–210] and DM [211–
213].
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Figure IV.3: Left panel: Front scheme of a mono-dimensional LCD pulse shaper (height of
the pixelh, the pixel widthd and the gapg between the pixels).Right panel: The light cross
first a glass plate (white), then the transparent electrode (gray), the liquidcrystals, the second
electrode and finally the output glass plate. The orientation of the optical axisof the liquid
crystal varies with the applied tensionU .

Liquid Crystal Device (LCD) Modulators

Liquid Crystal systems have common properties with solid crystals and liquids [214].
At the interface of solid and liquid states of the matter, some substances present ther-
modynamically stable intermediate states at the phase-transition point. The state is
liquid but exhibits physical properties of an anisotropic solid crystal in terms of mole-
cular orientation and arrangement. By applying an electric field on a liquid crystal, the
molecular orientation can be controlled and therefore the optical properties, i.e. the ef-
fective refractive index. Under these conditions, liquid crystals exhibit similar optical
properties as birefringent crystals. Fig. IV.3 depicts the1-D LCD-based modulation
masks used in this work and their characteristics are referenced in Tab. IV.1. TheN
electrodes are conducting and transparent thin layers of Indium-Tin Oxide deposited
on the glass plate. A nematic liquid crystal layer, with typical thickness of10 µm,
fills the space between the electrodes. Induced by the voltage modulations on each
pixel and combined with the birefringent properties of the nematic phase of the liquid
crystal, the variations of the index of refraction modify the optical path and therefore
the spectral phase.

Pixel Number Double Mask d [µm] g [µm] h [mm]
CRI

TM
128 Yes 97 3 2

JenOptik
TM

640 No 97 3 10

Table IV.1: Specifications of the Liquid Crystals Devices used in this thesis.

If α is the angle formed by the the optical axis of the liquid crystal in theXY plane
(Fig. IV.3) and theX axis, phase-only modulation is generated by a single LCD layer
(α = 0◦) while phase-amplitude modulations by a double LCD layers with an orthogo-
nal orientation (α = ±45◦) between each other and combined with polarizers to allow
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IV.1 Approaches to pulse-shaping

continuous amplitude variation [215].

Micro-ElectroMechanical Systems (MEMS) Modulators

The dispersion-free compressor (Fig. IV.1) can be folded byplacing a plane mirror in
the Fourier Plane [127, 189]. A small vertical deflection is experimentally introduced
to extract the output beam after the second passage on the grating. In terms of align-
ment, this geometry is very convenient because the optical components performing
the spatial and temporal Fourier transforms are not distinct, and therefore automati-
cally self-aligned. With this geometry, modulations can beinduced by an LCD device
place in front of the mirror, but also by a Linear Deformable Mirror (DM, polymers
membranes with metallic coating) or Micro-ElectroMechanical Systems (MEMS).

Modifying the optical path by moving the DM or the MEMS of a quantity ∆z will
result in a spectral phase modulation in the Fourier Plane ofa 4-f compressor. For
each frequency, the relation between the phase modulation and the displacement is
given by [216]:

∆φ(ω) =
2ω

c
∆z(ω) =

4π

λ
∆z(ω) (IV.4)

In this work and to our knowledge, we used the only available MEMS device which
fulfill the requirements for pulse shaping: a 2-D MEMS phase-former kit [217] from
Fraunhofer IPMS and as we will see further in this chapter, westarted the development
of a new 1-D pulse shaper (See Sec. IV.2). In the present section, we will consider only
the Fraunhofer device whose characteristics are reported in Tab. IV.2. As shown in Fig.

Pixel Number Mirror size [µm] Gap size [µm] ∆zmax [nm]
Fraunhofer 200×240 35.8 4.2 450

Table IV.2: Specifications of the MEMS Device used in this thesis.

IV.4, the mirrors are structured in a device layer and linkedto the substrate by thin
support posts. The motion is generated by applying a voltageto an electrode placed
under each micro-mirror and separated by a small air gap. Increasing the voltage on
the electrode produce a deflection of the mirror into the air gap by the electrical acting
forces [59]. To this date and for pulse shaping, only one other proof of principle
MEMS-based device has been reported [218].

General Considerations

• In terms of wavelength flexibility and phase-shift range, the MEMS devices
present the non-negligible advantage to be limited only by the reflectivity of
the chosen metallic coating and of the piston stroke.

• As a consequence of the time-bandwidth product (Eq. I.13), the shaped pulses
cannot present temporal features with rise and fall times faster than the FT-
limited pulse.
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Figure IV.4: Left panel: A schematic top- and side-view of a single piston element of the
MEMS-SLM. [59] Right Panel: a scanning electron microscopy (SEM) photograph of the
arrayed elements. Each of the240 × 200 piston (including gap) elements has a size of40 ×
40 µm2 and can perform vertical deflections of450 nm.

• With the apparition of computer controlled devices capableof pulses modula-
tions [36] and the high number of independent parameters, complex pulse shape
can be generated. Therefore, a mapping between the input parameters of the
device and the optical properties generated is needed through a 2-D calibration:
first, we need to know which frequency is on which pixel (mapping: ω ⇔ x).
Secondly, the phase modulation as a function of the tension applied on each
pixel has to be worked out (mapping:∆Φ ⇔ U ). For the LCD devices, both
calibrations are necessary, while for the MEMS, only the mapping (ω ⇔ x) is
needed as the mapping (∆Φ ⇔ U ) can be retrieved by Eq. IV.4 and an interfer-
ometric mapping of the stroke given by the supplier. For the LCD mappings, we
choose the calibration procedure described by Postma [219], but other methods
are reported, for example in [220,221].

IV.1.3 Discussion

The devices used in this thesis present some well known limitations and drawbacks.
Before looking to them in details and evaluate the possible improvements, let us sum-
marize the status of the available devices before the beginning of this work (Tab. IV.3).
The DM technology presents a important lack in thenumber of actuatorsand there-

1The full spectral range is covered by different devices: 250-400nm, 480-700nm, 530-900nm, 1150-
1600nm and 1550-2700nm.
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IV.1 Approaches to pulse-shaping

Phase Amplitude Wavelength [nm] Independent Parameters
LCD X X 450-1600 128, 640, 4096 or 12288

MEMS X 200-900 200 or 240
AOM X X 250-27001 Several hundreds
DM X 200-2000 19 or 38

Table IV.3: Properties of existing devices

fore in the control parameters. This is the main limitation of this technology and its
pulse shaping applications are very limited. This limitation is not present for the other
devices. The DM devices are used for 1-D and 2-D wavefront correction as well as
second order dispersion compensation (linear chirp). The resolution of the correction
is low because of the limited number of independent parameters.

Another constrain for the transmitting devices (LCD and AOM)is theirspectral ac-
ceptance limited to the VIS-NIR region (Tab. IV.3), while for reflective devices
(MEMS and DM) metallic coating prevents this limitation. Toovercome this limi-
tation, several groups used frequency up-conversion processes of LCD-based shaped
pulses [56, 57], but the retrieval of the physical process involved are extremely diffi-
cult or biased because of the convolution of the sample process with the up-conversion
process and interplay between conversion efficiency and spectral throughput. Very re-
cently, an extension of the LCD working range down to 260 nm have been reported
with good transmission coefficient (85%) [222, 223], but no measurement with this
device has been reported, and this device is not commercially available yet.

For pixelated devices (LCD and MEMS), thefill factor η defined by the transmis-
sion/reflectivity of the device in terms of losses due to the presences of gaps between
the pixels is relevant. Havingη as high as possible is important because it limits losses
(mostly diffraction) induced by the devices. The variationof η is significant depending
on the devices: for the LCD, fromη = 0.97 for CRI [224] and JenOptik [225] devices
it decrease toη = 0.625 [226] and even0.56 [227] for the devices with a high number
of pixels. For MEMS device,η = 0.895 in each dimension (the coverage by the pixel
in the 2-D are thereforeη = 80.1% of the total area).

A second limitation of pixelated device results from the finite resolution of the device
in the Fourier plane (pixelisation). Having a fixed frequency separation∆Ω between
pixels, the maximal temporal duration of the modulated pulse is defined by [228,229]:

∆tmax =
2π

∆Ω
(IV.5)

With the devices used in this work,∆tmax is of the order of few picoseconds, and
it is called temporal shaping window. Correlated to this limitation, the regular pattern
printed in the frequency domain by the mask formed by the gapsand the pixels induced
also replicas in the temporal domain (the Fourier Transformof a rectangular mask is
the Sinc function). The temporal separation between the replica and the pulse is also
∆tmax. Smaller the∆Ω, i.e. more pixels available for the same spectrum, more tempo-
rally separated are the replicas to the shaped pulse. This isthe main interest in having
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IV Progresses towards label-free coherent identification

devices with the number of pixelsN as high as possible. The presence of replicas can
affect the control experiments, and have to be checked in every experiment involving
shaped pulse generated by pixelated devices. Obviously forthe MEMS device as it is
pixelated in the two dimensions additional artifacts are presents and described in Sec.
IV.4.

A limitation of all devices is generated by the maximal valueof the phase modulation.
Typically, the maximal phase coverage for existing devicesare for the LCD devices at
800 nm the phase interval[0− 4π], while at the same wavelength the MEMS device
we have[0− 2.25π]. If the phase modulation needed exceeds the device capabilities,
the phase function is wrapped modulus2π or 4π depending the device capabilities.
The wrapping is synonymous of discontinuities of the phase function which generates
undesired replicas pulses. For this reason, devices with large phase modulation capa-
bilities are recommended [229]. For AOM similar limitations of the pulse modulation
occur as the modulating wave (RF or Electrical) is limited by spatial imprecisions for
complex pulse modulations.

AOM devices working in the UV domain have been recently reported [53–55, 230]
but present as well some drawbacks. They present alow transmission coefficient
(≃ 20%) compared to the LCD pulse shaper systems (≃ 48%), a limited input peak
power acceptance, but also the device has first to compensatethe dispersion induces
by its own crystal, which is not negligible in the UV. Anotherlimitation of the AOM
is the repetition rate of the laser which can not exceed≃ 25 kHz, and prevents direct
utilization with oscillators which have MHz repetition rate.

The last limitation of pulse shaping is thespatio-temporal couplingwhen the shaped
pulse is focused. This effect is more important for the AOM asthe shaped pulse is
the first order diffracted beam, but it is also present in the LCD- and MEMS-based
pulse shaper and artifacts resulting from it have to be carefully checked especially for
experiments involving tightly focused pulses [228,231–233].

IV.2 Development of a phase and amplitude MEMS-
based pulse shaper

At the beginning of the project, there was only one existing pulse shaper devices capa-
ble to work in the UV-range, i.e. the region where the great majority of biomolecules
absorb light: the Fraunhofer MEMS. Even if this device produced promising results
(See Sec. IV.4), it was not developed for femtosecond pulse shaping but for wavefront
correction, therefore it presents some severe limitationsand drawbacks. In parallel to
the utilization of the Fraunhofer device, we started the development of a new MEMS-
based device specially developed for femtosecond pulse shaping, in collaboration with
the Samlab-IMT institute at the University of Neuchâtel (EPFL since 2009).
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IV.2 Development of a phase and amplitude MEMS-based pulse shaper

IV.2.1 Requirements from femtosecond pulse shaping con-
siderations

We describe here the development of a linear array of micromirrors designed for op-
tical, femtosecond laser pulse shaping. It is a bulk micro-machined device, capable
of retarding or varying the amplitude of defined laser frequencies in order to perform
phase and binary amplitude modulation within a frequency band spanning the deep
UV to the infrared. In the following, the presentation of therequirements of the device
and the establishment of a list of parameters are presented.

Spatial dimensions

Pixel specifications. From the optical point of view, the height (h, in Fig. IV.3) of the
device should as large as possible, in a range spanning from500 µm to 1 cm, to ease
the alignment of the device in the Fourier plane but mostly the necessity to match the
spatial size of the laser beam and decreasing the damage threshold. On the other hand,
the usual size of MEMS devices spans from ten to few hundred ofmicrons, because
bigger the size lower the resonances frequencies. The planarity of each mirror and of
the whole device are also to be carefully considered. As a compromise, we therefore
decided to begin with ah = 1 mm device. The width of the mirror has to be chosen as
small as possible as the spectral resolution is proportional to the achievable temporal
shaping window [37]. As we will see further, in the first run ofproduction it was set at
d = 80 µm and augment tod = 120 µm andd = 160 µm for packaging considerations.
As seen in the Sec. IV.1.3, the fill factor has to be as high as possible. This implies
the presence of small gaps between the mirrors. Taking advantage of the precision of
the MEMS fabrication, gaps interval ofg = 2 − 3 µm are chosen. Thefill factor is
thereforeη = 97− 98.5%, which is even better than LCD shapers.

From Sec. IV.1.3, we know the importance of thenumber of pixelsN . This deter-
mines the variety of the pulse shapes that can be generated. The biggerN the more
complex the pulses shapes that can be generated. The final number of pixels desired is
N = 512, but the first devices will be produces withN = 100, which is a minimum
value for performing optimal control experiments.

The total lengthLDevice of the shaping device is defined as:

LDevice= N · (d+ g) (IV.6)

For theN = 100 element device,LDevice ≃ 1 cm and for theN = 512 elements
LDevice ≃ 5 − 6 cm according the mirror width. In this calculation we are nottaking
into account the mirror actuation and the connection to the electronics. The final size
of the device will be several centimeters squared.

Optical requirements

The mirror have to be "optically" flat. Thisflatnesshas to be of the order ofλ/20.
As the initial application of the device is to shape UV pulses(mainly pulses centered
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Figure IV.5: Illustration of the wavelength dependence of maximal unwrapped phase gen-
erated by different MEMS mechanical stroke. The Fraunhofer maximal potentialities are de-
picted by the solid line.

around400 nm and266 nm), this means a flatness (Peak-To-Valley (PTV)) of the order
of 20 to 40 nm over one millimeter length. As we will see, this requirement will imply
strong design constrains. The reflectivity of each mirror can be adjusted by an adequate
metal coating according to the envisaged application.

Phase-shaping requirements

From Eq. IV.4, the phase interval generated by a MEMS device depends on the wave-
length used and on themechanical stroke∆z. From Sec. IV.1.3, we know also
the artifacts generated by phase wrapping on pixellated devices. Based on Eq. IV.4,
Fig. IV.5 presents for different mechanical strokes the maximal phase interval that can
be generated as function of wavelength. From the MEMS point of view, mechanical
strokes as high as∆zmax = 10 µm have been already generated [234]. We decide to
develop a system capable of∆zmax = 2 µm, knowing that this parameter can be dou-
bled if needed. According to Fig. IV.5, this maximal piston stroke will allow direct
phase modulation of∆Φ = 10π at 800 nm,∆Φ = 20π at 400 nm and∆Φ = 30π at
266 nm.

Binary amplitude-shaping requirements

The goal is to produce a device capable of tilting a mirror in order to reject defined
spectral components. The naive approach will be totilt all the desired mirrors of the
same angle in the same direction in order to avoid the rejected wavelength to come
back into the lens as shown in Fig. IV.6. With this method and asimple derivation
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Figure IV.6: Scheme of the naive approach for rejecting the frequencies by tilting the mirrors.

based on a lens (f = 22.5 cm focal length) andLDevice, we deduce the values of the
minimal angles needed to reflect the rejected frequency out of the lens (as in Fig. IV.6):
α = arctan (LDevice/f) = 15◦ andβ = arctan (LDevice/2f) = 7.5◦. Generating such
angle is possible in MEMS, but for devices performing only tilt motion. A solution
involving smaller tilt angle has to be found. Asαt < 7.5◦, the rejected frequency
goes back the lens-grating system and goes out from the grating with a different angle
compared to the non-tilted frequencies. A pinhole at a distanceD of the grating allow
to spatially reject the tilted components. According to a trigonometry calculation and
considering a reasonable distance (D = 30cm), a tilt angle ofαt = 1◦ is sufficient to
reject the frequency and to produce binary amplitude shaping. More details are given
in Appendix.

Summary

The requirements from an optical point of view are summarized in Tab. IV.4. To these
requirements, we have to add some considerations. First, the device and the mirror has
to be stable in time against voltage. Second, its duty cycle has to be high (as we will
see in Sec. IV.4, it is not the case for all designs). Finally,we would like this device to
be able to operate at a repetition rate of some tens of Hertz.

IV.2.2 State of the art

In order to realize two independent mechanical degrees of freedom (piston and tilt),
several options were considered. The challenge from the requirements list is to produce
a device with an high aspect ratio, without pixel crosstalk,very good optical flatness
and having two independent degrees of freedom. As we will see, the stabilization of
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Number of Mirrors 100, 512
Mirror size,d× h [µm] 80-160×1000
Gap size,g [µm] 2-3×1000
Fill factor, η ≥ 97%
Mirror flatness [nm] < 30
Mechanical stroke,∆zmax [µm] 1-2
Tilt angle,αt [◦] 1-2
Repetition Rate, [Hz] ≥ 10

Table IV.4: Summary of the requirements for the new phase and amplitude MEMS-Device.
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Figure IV.7: Left panel: Top view of vertical comb drive.Right panel: Top: Side view.c,
d, h,H, g andw are the parameters which have to be determined.

the device in four degrees of freedom will be an important issue. The actuation of
the mirror will implies electrostatic actuators called vertical comb drives, as shown
in Fig. IV.7. Formed by two sets of static combs (inner parts in Fig. IV.7) and a
set of movable combs (outer part in Fig. IV.7), the system hastwo different heights
and is usually referred to as vertical comb drive. By applyingdifferent voltages to
the movable and to the fixed part and due to the capacity formedby the geometry,
only the vertical component of the forces resulting from thecapacity will act on the
movable part up to reach valueH/2. This way of actuation provides a very precise
displacement.

IV.2.3 Design Considerations

The combination of piston motion with tilt is not so frequentin the MEMS technology.
The first idea for the design was to structure two different wafers, one with the mirrors
and their suspension, the second with the electrode as in Fig. IV.8. This design has
the advantage to be very simple but the disadvantage to be fabricated in two different
wafers. The mirrors are produced in one wafer and the two electrodes (U1 andU2) on
another one. The assembly has to be done afterwards and the mirror actuation is very
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Figure IV.8: Left panel: Top view of the naive design.Right panel: Top: Side view. Bot-
tom: Example of actuation for piston (A), tilt (C) and a un-actuated reference (B). The black
rectangles are the mirrors.

basic. According to case B of Fig. IV.8, ifU1 = U2 = U0, the mirrors do not move.
When the voltage is set on, we can have either the piston motionif U1 = U2 6= U0 (case
A) or tilt motion if U1 6= U2 = U0 (case B). This design was not realized because of the
limited precision of the alignment of the two wafers. With this design, crosstalk can
already be present without any misalignment because of the vicinity of the i-th mirror
to the electrodes of thei− 1-th andi+ 1-th mirrors. Moreover, due to the sizes of the
mirrors and the electrodes, a small misalignment would result in crosstalk between the
mirrors, non planar or parallel motions. These two drawbacks are incompatible with
the planarity requirements.

The philosophy of the actual design is to be self-aligned to avoid the assembly
step and to use the asymmetrical vertical comb drive actuation either for the out-of-
plane motion (phase shaping) or for a rotational switch (amplitude binary shaping). A
dedicated section of symmetric combs is devoted to the piston motion, symmetric with
respect to the spring (See Fig. IV.11). The majority of the combs are asymmetric to
produce the torque motion for realizing the tilt angle. Both actuators are arranged as
shown in Fig. IV.9.

Having chosen the actuation concept, we now explain in a general way the deter-
mination of the dimension of the actuation of the device. From simulation based on
solid deformation theory [235,236] and experimental production constrains, we deter-
mine a reduced set of parameters for the spring (length, height, width), the combs (the
parametersc, d, h, H, g andw in Fig. IV.7), the gaps, the suspension of the mirror,...
On one hand, the outline of this work is to calculate the vertical force generated by the
different size of the combs and on the other hand to know the force needed for ver-
tical actuation (phase modulation) and the torque needed for rotational motion (shear
moduli, binary amplitude modulation). For each dimension of the spring, a new set
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Figure IV.9: MEMS actuation concept: the individual, rectangular mirrors (M) are held in
place by thin springs at both sides. The two degrees of freedom are obtained by two sets of
comb drives, one for tilt motion (T) and one for out-of-plane piston motion (P). The black
rectangles are the mirrors.

of parameters is defined. We summarize here the conclusions of this study. It has to
be noticed that sorting these design parameters was extremely critical because of their
large numbers.

One last parameter is the suspension of the mirror, which is important to avoid the ap-
pearing of internal stress during the release process. The suspension has to be flexible
in one direction, but very stiff in the others. If the suspension is not flexible enough,
the stress generated will bend the mirror and the optical flatness will be degraded. On
the contrary, if the suspension is too flexible, the stability of the mirrors will decrease.
Thin suspension structures were used to compensate for chip-intrinsic stress and stress
induced by packaging. All these parameters allow us to realize a first design and a first
production run.

IV.2.4 First production run and characterization (2007 - 2008)

The micromirror device is fabricated using silicon-on-insulator (SOI) substrates of
350 µm handle layer, a2 µm buried silicon dioxide, and a30 µm device layer (see
Fig. IV.10, A). The two height steps of the vertical comb drives are realized utilizing a
self-aligned, delay-mask deep reactive ion etching (DRIE) process.

After 300 nm Thermal Oxidation wafers (B), the resin (C) is deposed for a rough
definition of the first mask in oxide by photo-lithography (structuring the resin) and
buffered hydrofluoric acid (BHF, structuring the silicon dioxide) (D). The wafer is then
cleaned in plasmaO2 and the second mask process start with another resin deposition
(E). The second height (photo-lithography, not shown) and afine structuring of the
oxide (BHF, not shown) are generated. The first DRIE is performed and7− 8 microns
are etched to define the height of the lower comb (F). The resinis removed (G, plasma
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Figure IV.10: Process sequence for the fabrication of the MEMS Device. In gray silicon
(Si) is depicted, in black the silicon dioxide (SiO2) and in gray with black contour, the resin.
Explication given in text.
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Figure IV.11: Two SEM pictures illustrate the first run of production and the general parts of
the device.

O2) before the second DRIE process (H) to etch the remaining height of the wafer
(here23 microns).

The micro-structuring of the backside start with resin deposition on the backside (I)
but also on the front side for protecting it during the rest ofthe fabrication (not shown).
After photo-lithography on the backside oxide (not shown),DRIE process is used to
etch the backside (J). The resin then is removed (K, plasmaO2). A hydrofluoric (HF)
process in gas-phase performs the release of the mirrors, the combs and the chips, but
maintaining the desired structures fixed to the backside (L).

With SOI technology, we obtained the mirror thickness of28 µm which minimizes the
mirror bend in the actuated state compared devices using thin film technology. So far,
we have manufactured and characterizedN = 1, 7, and100 mirrors variants. Fig. IV.11
displays a partial scanning electron microscopy (SEM) viewof a 100 mirror device, the
spring, the piston and tilt actuators. The release of the movable parts without releasing
the fixed structures was critical, as a too long exposure releases the outer parts of the
comb drive as well. As an under-etch of the tilt-actuator voltage feedthroughs can not
be avoided, so various platforms, which are still attached to the underlying oxide after
the HF etch, were incorporated.

As results, the first devices have a very good mirror surface flatness over the whole
mirror length allowing the full surface to be used as reflective area. It changes slightly
after the aluminum coating, from a peak-to-valley deformation of 8 − 15 nm to20 −
25 nm after packaging. This is already at or even below the original requirements. The
packaging furthermore did not influence the surrounding area to a large extent due to
the decoupling of mirror and surrounding device.

The tests of the device achievable performance resulted in amaximum piston stroke
of 80 nm (Fig. IV.12) and a maximal tilt of 0.2 degree. which isnot yet within the
design specifications. The reason for the limited range of the first generation devices
was an insufficient spring stability in the lateral direction even with the precaution
we took in the conception, leading to pull-in of the verticalcomb-drives at voltages
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Figure IV.12: Demonstration of the piston actuation with a first run device. The height varia-
tion is depicted as function of the applied voltage.

above 50 V. Another issue identified was a early release of thestabilizing platforms,
causing contacts of neighboring mirrors when actuated. In Fig. IV.13 a white-light
interferometer image of the piston actuator is presented, revealing the two different
height steps in the device layer.

Before ending with the results of the first production run of a comb-based MEMS
device for femtosecond pulse shaping, we present a 1:1 comparison (Fig. IV.14) of
the fill factor of the existing device (Fraunhofer) and our device. It is then evident the
wavefront distortion of the output beam will be minimized with the new device.

IV.2.5 Second production run (2009 - 2010)

With the first run, a proof-of-principle of the piston and tilt actuation has been realized,
validating the philosophy of the actuation chosen. In the meantime, the electronic
device capable of generating the 1024 high voltage channelsneeded for the actuation
of aN = 512 linear array has been developed in our research group [237].

Based on the observations of the first run, a redesign has been done to improve
the range of motion in both direction capable of achieving the design specifications.
An important effort has been devoted to increase the stability in the lateral direction
together improving the flexibility properties of the springand preserving the excellent
mirror flatness obtained in the first run. The production of the second run has been
realized and very promising results have been obtained. Thepiston motion reaches
now the2 µm required and the tilt motion has also been improved (αt = 0.6◦ has
been obtained with a limited voltage). A strong effort has been also done for finding a
packaging solution, i.e. to rely the MEMS chip to the existing electronics, allowing an
independent actuation of each mirror.
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Figure IV.13: White light interferometer image of the piston actuator displaying the height
steps in the device layer.
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Figure IV.14: Illustration of the difference of the fill factor of the newly processed andthe
Fraunhofer devices. Both are SEM images.
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IV.3 Pulse Shaping Experimental Implementation

Actually all steps of the realization of a completely new device for pulse shaping
have been done. Several devices withN = 100 mirrors are in the packaging phase.
In April 2010, the device will be inserted at the Fourier plane of a 4-f dispersion-free
compressor and the first optical experiments will be performed. Its mirrors will either
retarded the specific laser frequencies by moving out-of-plane, or sorted out from the
optical path by tilting and the pulse will be therefore shaped by an independent phase-
and by a binary amplitude modulation.

IV.3 Pulse Shaping Experimental Implementation

In this section, the experimental implementation of a pulseshaper is presented without
any considerations on the kind of device. As we will see, there are two different
experimental approaches to coherent control:Open - andClose - Loop, which are
briefly discussed below.

IV.3.1 Open-loop approaches

In open-loopapproaches, experiments or simulation are performed by sending a set of
N pre-determined pulse shapes, i.e. the application ofN phase masks on the device.
The effects of these pulse shapes are then interpreted in terms of physical process by
sorting the experimental signal for each phase function applied. Open-loop experi-
ments are generally closely related to theoretical calculations to understand the mech-
anism involved in the physical processes. Based on multiphoton field interferences,
this methods can be applied to various nonlinear processes such as second order pro-
cess [28,29,40,49,238–241] or third order processes [242,243]. Usually this approach
is used for simple systems as atomic atoms or clusters, wherethe computation and the
theoretical simulation can be applied.

IV.3.2 Close-loop approaches

In a seminal paper of 1992, Judson and Rabitz proposed to solvethe Schrödinger
equation of a given physical problem in a close-loop experiment [38]. A feedback it-
eratively optimizes (Fig. IV.15) the laser pulse characteristics (phase, amplitude and/or
polarization) to maximize specifically the desired target.To this purpose, the computer-
controlled pulse shaper device uses a feedback from the experiment (signal(s) from the
detector(s)) and applies a learning algorithm to solve the unknown Hamiltonian of the
sample. With this method, highly complex Hamiltonian of molecules and especially of
bio-molecules can be addressed. [44,46,220,244,245] The optimal solutions are found
afterM iterations in the hyper-space formed by the system parameters. Coherent-
control performed with this iterative procedure will be referred asOptimal Control.
This method is very general and can be applied to all kind of experiments involving
sample in liquid, solid or gaseous phase.
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Figure IV.15: Scheme of an optimal control experiment.

Genetic algorithms

Even if procedures based on deterministic algorithms [246,247], gradient pressure
[248] and evolution strategy [249] have been proposed and successfully exploited,
Genetic Algorithms (GAs) [250] remain the most common approach in the field, as
demonstrated by the increasing number of GA-based applications, ranging from steer-
ing of molecular reactions in gas- [39,41] and condensed- [42] phase, to selective ex-
citation of chromophores [43], control of biophysical processes [44–47], new imaging
techniques [24,49], high harmonic generation [51,251], and lot more. [52]

Mutating their name from the similarity with biological evolution, Genetic Algorithms
(GAs) based on the procedure scheme shown in Fig. IV.16. At the beginning of an
optimization, an initial populationP0 of N individuals is randomly chosen with no
restriction of the size of the population. In our case, we choseN = 20. Each individ-
ual correspond to a pulse shape, i.e. a mask printed by the pulse shaper device, and
therefore to a possible interaction between the electromagnetic field and the system
Hamiltonian. For an objective (for example, maximizing a signal), the feedback signal
obtained by the experiment will be different for each mask. TheN signals resulting
from theN masks (individuals) can be classified according to the fulfilling of the con-
trol objective. This way a fitness function is defined and can contain many control
parameters. An ensemble of the fittest results is selected for reproduction, i.e. the
formation of the next generation (Pi+1). A crossover operatoris introduced for emu-
lating the mating process by exchanging chromosome patternbetween the individuals.
A mutation operatoris also introduced to avoid convergence to a local and not to a
global solution by inserting a modification of chromosome spontaneously and without
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Figure IV.16: Illustration of the Genetic Algorithm procedure.

any reference to the other individuals of the population. Ifthe mutation is beneficial for
the convergence process, the individual will survive and influence the next reproduc-
tion process, if not, it will be removed at the next generation. From the fittest results
of the population of thei-th generationPi and using the crossover and mutation oper-
ators, a new generation populationPi+1 is created. Thechild populationPi+1 shears
many characteristics with theparentpopulationPi, but in average the average fitness
will have to increase as only the fittest parents, i.e. the solutions fulfilling the better
the objective, were selected. ThePi+1 population is then ready to be tested again. As
the mutation and crossover parameters are set at the beginning of the optimization,
no external intervention is needed during the optimization. One limitation is related
to the absence of a convergence criterion ending the optimization. If the problem is
simple (like pulse compression), good solutions may appearafter 20 to 30 generations
only. For more complicated problems (and this is usually thecase for optimal con-
trol of biological systems), the number of generation will be higher (frequently 100
to 200 generations). The optimization is then stopped at theend of the -M-th loop.
Due to experimental considerations (integration time, instrumentation response time,
...) a generation takes typically one minute. Therefore, the time needed for a complete
optimization is of the order of hours.

Multi-objective genetic algorithm for optimal control

To adapt the GA approach to discrimination problems we extended its scope to include
the optimization of multiple target simultaneously. Our study shows the advantages
that this approach can offer to experiments based on adaptive shaping of femtosecond
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pulses. The algorithm outperforms single-objective standard optimizations, being to-
tally independent from the bias of user defined parameters, and giving simultaneous
access to a large set of feasible solutions. The global inspection of their ensemble
represents a powerful support to unravel the connections between pulse spectral field
features and excitation dynamics of the sample.

This well recognized versatility of the GA approach for the control of photo-
induced processes [252, 253], is accompanied by a few drawbacks. The principal
ones concern the robustness of the solution and the difficulty to identify the global
maximum. The goal of the optimization is often hindered or inconflict with other
experimental aspects. The maximization of multi-photon vibronic transitions falls in
this category of problems, as the dominant solution, likelycorresponding to transform
limited excitation, prevents the retrieval of the subtle pulse features matching the tar-
get molecule dynamics. [254] To cope with this limitation, the original optimization
goal is usually modified insertingad hoccost functions, meant to avoid the conver-
gence towards unsuitable or meaningless solutions. On the other hand, this procedure
may entail undesirable consequences, as the relative weights adopted for the cost func-
tions inevitably bias the algorithm evolution, and may divert the system to converge to
valuable solutions.

Optimal discrimination experiments [42, 43, 63] share similar difficulties. The opti-
mization goal is the selective enhancement of the signal from a specific chromophore
in competition with a second one, characterized by similar or overlapping absorption
bands. The target objective is typically defined as the ratiobetween the signals simulta-
neously generated by the two systems. Obviously to avoid numerical artifacts (division
by zero), or convergence to solutions yielding very small signal intensities, it is com-
pelling to add an offset (ε) to the denominator and include a term (α) proportional to
the quantity to maximize.

Procedures based on the parametrization of the GA target have been developed also
to strengthen [255] the identification of the essential features of optimal pulses, and
unravel their connections to the sample photodynamics. [256, 257] More recently, the
issue of continuity of solution hypersurfaces has been experimentally addressed with
a technique based on the introduction of a scalar variable inthe GA objective. [258]

Here we apply an optimal control algorithm capable of handling simultaneously
multiple target objectives. [259] The results demonstratethat it increases the versatility
and the robustness of the GA approach, avoiding the artificial limitations dictated by
user defined scalar cost-function parameters.

To evaluate the performance of this new approach, we set up a benchmark experi-
ment based on the two-photon excitation of a molecule of biological interest: Flavin
Mononucleotide (FMN), one of the main source of autofluorescence in living organ-
isms. [260] A typical application of optimal dynamic discrimination [63] could for
instance be the efficient detection of bacteria among background aerosols that exhibit
similar fluorescence emission. [62, 261] Given the nonlinearity of the excitation pro-
cess, the maximization of the fluorescence intensity (Ifluo) is expected to have a trivial
solution corresponding to Fourier transformed pulses. Following Brixner et al., this
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Figure IV.17: The NGSAII procedure [259].

dominant intensity dependence can be lifted by normalizingFMN fluorescence by the
second harmonic (SHG) signal (ISHG) generated by the same shaped pulse in a non-
linear crystal. [254] In the following, we discuss the results of a systematic series of
optimizations that we performed using both single (two scalar parametersα andε),
and multiple targets, expressed respectively in the form:

Single objective:
[

Ifluo
(ε+ISHG)

+ α · Ifluo
]

Multi-objective:
[
Ifluo
ISHG

; Ifluo]

NSGA-II algorithm
We adapted to our experimental needs the Elitist Nondominated Sorted GA (NSGA-II)
developed by the group of K. Deb. [259]. Let us summarize its main differences with
respect to GAs typically employed for coherent control of photodynamics. [253, 262]
NSGA-II varies from single-objective GAs substantially inthe way the selection op-
erator acts. The key concept is associated to the notion ofdomination: a solution is
said to dominate another solution, if it is not worse in any ofthe objectives, and it is
strictly better in at least one. Conversely, a solution isnondominatedif no solution
can be found that dominates it. After random initialization, at theith iteration, the
populationPi of sizeN generates an offspring populationQi of N new individuals
by standard tournament selection, recombination, and mutation operators. The com-
bined populationRi = Pi

⋃
Qi is successively sorted according to nondomination:

the solutions fulfilling the definition of nondomination areranked in the first nondom-
inated front,F 1

i . If the size ofF 1
i is smaller thanN , all its members are retained in

the next parent populationPi+1. The remaining individuals ofPi+1 are selected in
the next nondominated frontF 2

i , computed after eliminatingF 1
i from Ri. The same

procedure is continued until a set, sayF n
i , cannot be entirely accommodated inPi+1.

The elements ofF n
i are then sorted according to the crowding distance operator, which

is introduced for preserving the population diversity. Thedifference among the indi-
viduals is calculated in the multi-dimensional target space, from the signals generated
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on each objective. [259] The NSGA-II procedure is also graphically depicted in Fig.
IV.17.

This naive description of the algorithm is sufficient to clarify the concept ofPareto
optimal set, extensively used in the forthcoming discussion, which simply corresponds
to the final set of nondominated solutions. The latter are assumed to balance the ob-
jectives in a unique and optimal way.

Population size 20
Real variables 128

Crossover probability 8·10−1

Mutation probability 1·10−2

Distr. index crossover 10
Distr. index mutation 20

Table IV.5: Algorithm parameters used for all optimizations described in this section.

For this study a real-codification of the NSGA-II algorithm is used. The optimiza-
tions were restricted to a maximum of two objectives, even ifthere is no computational
limitation regarding this point. The parameters used for the measurements are sum-
marized in Tab. IV.5. No systematic study on these values forimproving convergence
speed and/or quality of the outcome were performed. The interest being limited to a
straight comparison between single- and multi-objective approaches.

Figure IV.18 displays the comparison between the evolutionof a single objective
optimization of[Ifluo/(ISHG + ε) + α · Ifluo] (a), and that of a run of the NSGA-II
algorithm simultaneously maximizing[Ifluo/ISHG ; Ifluo] (panels (b) and (c)).

In (a), we observe the monotonous growth of the discrimination ratioIfluo/ISHG gen-
erated by the best individual of each generation. Notice that the plotted quantity differs
from the actual feedback signal. At the beginning of the optimization, we identify a
transient phase of 10-20 generations characterized byIfluo/ISHG < 1. This regime is
associated to larger efficiency of the SHG process with pulses with random amplitudes
and spectral phases. Since we carefully verified the linearity and the balance between
the two optical arms, this finding does not constitute a majorlimitation for the opti-
mization. After this short phase, the discrimination ratiosteadily increases with values
constantly above one. After∼120 generations, it converges to a final value of 1.25.

The evolution driven by the multi-objective algorithm depicted in Fig. IV.18(b) and (c)
is somehow less straightforward. During the first generations, the algorithm output is
associated to a single solution per iteration, evidencing the existence of an individual
exhibiting simultaneously the greatest discrimination ratio and fluorescence intensity.
Once the system has exited this region (dashed vertical line), the number of feasible
solutions suddenly inflates, eventually saturating the number of individuals in the pop-
ulation (dim(F 1

i>40) > N ). This behavior is representative of conflicting targets. In
fact, consistently with the nondomination ranking performed by the algorithm, each
individual yielding high values on one target is bound to be weak on the other one.
If this was not the case, there would be an individual dominating all the others, and
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Figure IV.18: Comparison between the evolution of a single objective optimization of
[Ifluo/(ε + ISHG) + α · Ifluo] with α = 0; ε = 0.3, and that of a run of the NSGA-II
algorithm maximizing simultaneously[Ifluo/ISHG ; Ifluo]. Evolution of the discrimination
ratio Ifluo/ISHG in the single-objective(a), and in the multi-objective(b) case.(c) Evolution
of Ifluo in the multi-objective run.
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Figure IV.19: Global output of the multi-objective optimization of Fig. 1. Dots: individu-
als tested during the evolution. Circles: final feasible population (Paretofront). Dashed line:
undiscriminating solutionIfluo = ISHG, retrieved by an unmodulated pulse at different inten-
sities, as demonstrated by the experimental data points lying along the diagonal.

dim(F 1
i ) = 1. We observe that the NSGA-II algorithm keeps on increasing both tar-

gets during the whole optimization. At each step, the feasible solutions represent the
best compromise found between the two conflicting goals. Thelarge distribution of
the solutions is preserved by the crowding distance operator, which retains for the next
optimization step the pulses characterized by maximal distance in the two-dimensional
signal space. After 120 generations, as in the case of the single objective optimization,
the signals converge to steady values. [259]

The result of the evolution can be more easily appreciated whenIfluo is plotted against
the control variable(ISHG) [254], as in Fig. IV.19. As bothIfluo andISHG are nor-
malized with respect to the signal generated with a reference unmodulated pulse, the
dashed diagonal line corresponds to the undiscriminating situationIfluo = ISHG. This
condition was systematically verified at different intensities, as indicated by the ex-
perimental data points along the diagonal. The global output of the optimization is
represented by the dots above this line, whereIfluo > ISHG. They correspond to all
the individuals tested during the optimization, while the circles highlight the final fea-
sible population constituting the Pareto front of optimal solutions. For comparison, the
filled square indicates the final solution obtained with the single-objective optimization
reported in Fig. IV.18(a).

The convergence of two opposite multi-objective optimizations are illustrated in Fig. IV.20.
Above the dashed line (Ifluo = ISHG) are depicted Pareto fronts of the[Ifluo/ISHG ; Ifluo]
optimization from the beginning (2nd generation,H) to the final results (•) with the in-
termediates Pareto fronts at the 40th (�), 80th (∆) and 120th (♦) generation. Below
theIfluo = ISHG line, we show the convergence of the optimization with the opposite
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Figure IV.20: Illustration of the convergence of two opposite multi-objective optimizations
[Ifluo/ISHG ; Ifluo] and [ISHG/Ifluo ; ISHG]. Filled shapes denotes the beginning and the
end of the optimization while open shapes are intermediate Pareto fronts. Dashed line: undis-
criminating solutionIfluo = ISHG, as in Fig. IV.19. More details in text.

objective[ISHG/Ifluo ; ISHG] (2nd, H; 20th, �; 60th, ∆; 80th, ♦; last generation,•).
For both optimizations, the trend of the successive Pareto fronts follows clearly the
directions pointed by the arrows: maximization of the ratioand increase of the target
signal.

The discrimination ratios of all solutions belonging to thePareto front and their cor-
responding fluorescence intensities, are illustrated Fig.IV.21. The plot contains the
results of various multi-objective (opened shapes) and single-objective (filled shapes)
optimizations associated to different[α; ε] parameters pairs, together with the outcome
of the optimizations presented above (filled square and opencircles, respectively).
The dotted line is an upper estimate of the experimental error in Ifluo/ISHG, calcu-
lated from the dispersion of the fluorescence and SHG measurements generated by
unshaped pulses at different intensities.

From this general comparison it is evident that the Pareto front is a common solution
for all the optimizations, and that single-target outcomesfit well in the general trend.
Greaterα andε values give more weight to signal intensity leading to solution char-
acterized by stronger signals and weaker fluorescence/SHG discrimination. Smaller
or vanishingα andε values privilege the ratio at the expense of fluorescence inten-
sity. Notice that, for all theIfluo values associated to solutions of the single-objective
optimizations, the discrimination ratio retrieved by the multi-objective algorithm is
slightly but systematically higher. It is remarkable that the same computational effort
(the number of individuals tested in the various optimizations is roughly the same),
gives access in the case of multi-objective optimization toa much richer ensemble of
solutions without affecting, even improving, their quality. The pulse best adapted for
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Figure IV.21: Comparison between the results of several independent multi- (open shapes)
and single- (filled shapes) objective optimizations. The single objective GAsresults are ob-
tained using different[α ; ε] parameter pairs. The crosses correspond to maximizing the
opposite goal with NSGA-II, namely[ISHG/Ifluo ; ISHG]. The dotted curve indicates the
experimental error at different signal intensities.

a specific application can be readily selected within this collection.

The discriminating capacity and the signal magnitude associated to the different final
pulses were tested several days after the optimization, yielding results well inside the
error estimate given in the plot. As additional check, we also performed the opposite
optimization, i.e. the simultaneous maximization of[ISHG/Ifluo ; ISHG]. The crosses
in Fig. IV.21 with ratio below unity represent the feasible solutions obtained this way.
We observe a remarkable symmetry of this ensemble with respect to that obtained by
maximizing the fluorescence.

This finding is consistent with the physical explanation that can be formulated af-
ter inspection of Fig. IV.22(a), showing a comparison between the SHG non-collinear
FROG traces of two pulses respectively maximizing (left) and minimizing (right) the
Ifluo/ISHG ratio, and that of a reference unmodulated pulse (center). The optimiza-
tions principally act suppressing one or the other edge component of the pulse spec-
trum, in order to enhance or reduce the nonlinear excitationof FMN (two-photon ab-
sorption maximum at 760 nm, Fig. II.9, [144]). This strategymodulates theIfluo/ISHG
ratio, taking into consideration that the SHG process for a 150µm crystal is insensitive
to wavelength within the excitation pulse bandwidth (<15 nm).

As a consequence, the FROG spectral slices taken at zero time-delay in Fig. IV.22(b),
indicate an overall bandwidth reduction of∼ 25% for both the SHG (Ifluo/ISHG =
0.7) and fluorescence (Ifluo/ISHG = 1.77) enhancing pulses with respect to reference
pulse. Similar trends have already reported for Coumarin [263] and results that the
two-photon absorption is governed by the SHG spectrum. [264] Beside this major
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Figure IV.22: (a) FROG traces corresponding to pulses maximizing FMN fluorescence (left),
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pulses retrieved by the algorithm.
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effect on the amplitude of the spectral components, we also observe a reduction of the
pulse duration for both optimal pulses with respect to the reference one.

In Fig. IV.22(c), we analyze the relationship between the two targets of the multi-
objective optimization presented in Fig. V.3, and the position of the first spectral mo-
ment (See Sec.V.4) of the pulses belonging to the final Paretofront. One clearly rec-
ognizes the competition between the two targets: discrimination decreases as the pulse
spectral edge shifts to the red, towards the laser output maximum (800 nm). At the
same time,Ifluo increases, as the incident pulse intensity augments, enhancing nonlin-
ear excitation. Similar trends were found for all the optimizations shown in Fig. IV.21,
and a complementary behavior at the blue side of the spectrumwas observed for the
SHG maximization.

The NSGA-II algorithm is applicable to a vast ensemble of control problems. It
allows acquiring the complete Pareto front of feasible solutions with a computational
effort comparable to traditional GAs. Picking a single solution from this set is an
a posteriori judgment, which can be done in terms of concrete experimental needs.
Moreover, we observed a slight improvement in the quality ofthe individual solu-
tions retrieved by the multi-objective algorithm in comparison to the ones indicated by
single-target approach. Eliminating all scalar parameters in the objective expression
(and in the crowding distance procedure [259]), assures an unbiased convergence.

The distribution of solutions in the target space, gives access to primary information
for unraveling the relationship between pulse spectral field features and sample pho-
todynamics. In particular, any global trend in the final ensemble of solutions, may
help associating specific pulse characters to different outcomes of the photo-process.
In this respect, the unambiguous understanding of the strategy underlaying the opti-
mizations presented in this work, facilitates the comparison between the single and the
multi-objective approaches.

IV.4 Characterization of a MEMS-Based Pulse Shap-
ing Device in the Deep Ultraviolet

An introduction on the MEMS devices and properties is given in Sec. IV.1.2 and
Sec. IV.2. In this section, the implementation and characterization of a MEMS-based
set-up for femtosecond pulse shaping in the deep UV is presented. At the beginning
of this work, this was the unique available device capable tomodify directly the pulse
shape of UV femtosecond laser pulses. The capability of thisdevice to spectrally
re-compress broadened UV pulses with a closed-loop approach based on a genetic al-
gorithm is demonstrated. A single-shot synchronization scheme, taking advantage of
the limited duty cycle of the device and allowing on-line correction of the signal, is
described. The second dimension of the MEMS chip can be used to partially reduce
the spatial chirp of the beam.

The development of a MEMS-based custom design for broadbandfemtosecond pulse
shaping in the deeper UV around 266 nm is reported. The deviceis characterized
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in this wavelength region, a series of technical details related to its operation are ad-
dressed, and its capability of re-compressing self-phase modulation (SPM) broadened
UV pulses with a closed-loop approach based on a genetic algorithm is demonstrated.

According to Eq. IV.4 and Fig. IV.5, at this wavelength, the device allows≃ 6π un-
wrapped phase modulations. The actuation of the micro-mirrors is done by a21 × 30
cm electronic driving board on which is attached the chip, asshown in Fig. IV.23.
Given the increasing interest shown by various research groups for this device - which
was originally intended for wavefront correction and not for temporal pulse shap-
ing [217] - we will describe in some details the issues related to its efficient addressing
in combination with an amplified femtosecond laser system. Adedicated synchro-
nization was developed to adapt the detection to the limitedduty cycle of the MEMS
shaper. According to its specifications, the MEMS chip can set a deflection pattern
in 50 µs and successively maintain it for a periodτON ranging from100 µs to 1 s,
followed by an idle periodτOFF lasting at least17 × τON . Normally, to minimize
the idle timeτOFF , the best approach would be to trigger externally the deviceand
use the shortest possibleτON , so that an operation cycle is completed in 1.8 ms and
every second pulse at kHz rate can be shaped. Unfortunately,we found out that even
for τON of the order of100 µs the shortest idle time isτOFF > 3 ms. Therefore, the
settings used for the measurements presented here correspond toτON = 320 µs, cho-
sen to maximize the active shaping time window without reducing the most efficient
exploitation of the device as compared to the kHz laser output. The signal detected
during theτOFF period was used to record a running reference associated to the ‘flat’
mask, corresponding to no deflection applied to the micromirrors. Note that, even if
we were warned by the supplier that theτOFF period could be associated to a quasi-
random pattern, we only noticed a minor and constant difference, of the order of5%,
between the signal intensities detected duringτOFF and those measured with a flat pat-
tern imposed. We decided therefore to take advantage of the idle period for recording
a reference signal of the laser intensity.

Detection is based on a single-shot approach according to the following scheme: the
pattern-ready synchronization signal from the MEMS deviceis used as principal trig-
ger to start an acquisition cycle ofN consecutive samples of four independent analog
channels (UV and DFM intensity, chopper status (UV blocked or not), and MEMS
device status (pattern applied or not)). The acquisition ofeach sample series is syn-
chronized with the repetition rate of the laser system. At the end of the acquisition the
driving software sorts the DFM and the UV signal shots according to their respective
MEMS device status (pattern ON or OFF) and chopper status (UVpulse present on
the BBO crystal or not), calculating the UV fluctuation-corrected DFM signal as:

IDFM(IR,UV)ON(OFF)− IDFM(IR)ON(OFF)

IOFF
UV

.

This approach enables performing a series of statistical checks on the signal noise, al-
lowing the rejection of isolated bad laser shots or correct for long term laser drifts [265].

As technical remarks, we consider useful reporting here three main drawbacks

109



IV Progresses towards label-free coherent identification

y

x
z

Figure IV.23: Picture of the shaper set-up. We recognize the MEMS chip, placed in the
middle right of the driving board. The axes are equivalent to those in Fig.II.5.

Figure IV.24: Picture of the diffraction pattern created after reflection on the MEMS chip
(left: hole for the incident beam; right: diffraction pattern). The reflectedbeam intensity in the
zeroth order amounts to10% of the incident beam intensity.
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associated to the use of this device in the context of femtosecond pulse shaping. 1) A
strong diffraction of the beam (Fig.IV.24), even though this effect is inherent to any
pixellated device, which limits the actualIout/Iin throughput to0.1. We also observed
a dependence of the diffraction efficiency on the mask pattern applied, leading to a
complex phase/amplitude coupling. In some cases, the relative amplitude of the shaped
pulses (nominally phase-only) could be as low as70% of the unshaped ones. 2) A long
thermalization time (of the order of a few tens of minutes) after powering on of the
device, which influences the relative time delay between theUV and the IR pulse. 3)
WhenτON > 1 ms, we systematically remarked a variation of the optical signal over
successive shots in the pulse train, suggesting a change in the deflection pattern during
long mask application (longer than a few ms).

In the present study our attention was exclusively focused on a closed-loop ap-
proach, to verify the aptness of the device to perform long term feedback-driven opti-
mizations. In Fig.IV.25 the results obtained by closed-loop optimizing the DFM signal
with UV pulses of different characteristics impinging on the BBO crystal are summa-
rized. The time-resolution of the measurement is given by the independently measured
IR autocorrelation (thick line in Fig.IV.25.(b) and (e)) yielding 120 fs. The duration
of the unshaped and not spectrally broadened UV, strongly chirped by the presence of
4 mm of fused silica, clearly dominates the UV/IR cross-correlation in Fig.IV.25.(b)
(dots). When the shaping mask found for maximizing the DFM signal is applied on
the UV, on the other hand, the UV/IR crosscorrelation (open circles) results practically
coincident with the IR autocorrelation, evidencing the shorting of the UV pulse, which
should now present a duration of the order of 100 fs. For emphasizing the control
possibilities on the ultrafast molecular dynamics of biological systems, we are inter-
ested in shaping UV pulses of larger bandwidth [63, 266]. Consequently the shaping
capability of the set-up on a nonlinearly broadened spectrum were tested. The insets
(a) and (d) in Fig.IV.25 compare original and SPM broadened spectra, indicating an
increase from 5 nm to 10 nm at1/e2. The crosscorrelation trace of the unshaped
pulse in Fig.IV.25.(e) indicates a significant increase of the UV pulse duration, and
a change in the overall shape of its time envelope. It is noteworthy to point out that
masks based on chirp compression calculations cannot work effectively on such a pe-
culiar pulse-shape, and the closed-loop approach pursued here emerges as the most
natural approach. Not surprisingly, the signal intensity fluctuations in the broadened
case are stronger, due to the highly nonlinear interactionsat the basis of the spectral
broadening, and the correction of the DFM signal byIOFF

UV becomes essential for the op-
timization procedure. The latter is performed using the nonelitist genetic approach first
developed by Deb [259], more recently modified and adopted for pulse-shaping appli-
cations [267] and presented in the previous section. For themeasurements presented,
typically convergence was obtained after∼ 60 generations, with a population of 16
individuals. The final outcome shows a sensible decrease in pulse duration and a clear
symmetrization of the temporal profile. However, the resulting trace remains longer
than the IR autocorrelation. A possible reason justifying the diminished outcome of
the optimization can be ascribed to the worsening of the spatial chirp as a consequence
of the broadening mechanism [268], as evidenced by the plotsin Fig.IV.25.(c) and (f),
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Figure IV.26: UV/IR crosscorrelation for 1D- (dots) and 2D-shaped (open squares) pulses in
the case of a broadened spectrum. Assuming Gaussian pulse-shapes, the 266 nm duration at
FWHM is 115 fs for the 1D optimization and 104 fs for the 2D optimization. Inset: evolution
of the shaped UV pulse intensity during the 2D optimization.

which report the shift of the first moment of a series of spectra sampled with a 50µm
fiber at different positions of the UV beam profile.

One can expect that, by taking advantage of the second dimension of the MEMS chip,
this effect can be partially corrected. Thus, we proceeded in further optimizing the re-
sult of striped-pattern optimizations by lifting the constrain of equal deflection for all
the micromirrors of a given line alongx. In doing so, we generally obtained a system-
atic increase of the shaped signal amplitudeIDFM of the order of 10-15%, which was
accompanied by a very slight decrease of pulse duration, andonly a limited improve-
ment on the wings of the crosscorrelation traces (Fig.IV.26). Interestingly, the increase
of IDFM was not associated to any augmentation ofIUV (inset of Fig.IV.26), ruling
out the trivial explanation of this intensity increment as adiffraction-driven effect. We
therefore ascribe these observations to the partial re-phasing of the spatial frequencies
alongx which, not being sustained by a similar correction along they axis, determines
only a small improvement of the temporal traces.

In conclusion, we have described the implementation of a reflective 2D-MEMS
chip for direct broadband UV pulse shaping. We demonstratedhere that with a proper
synchronization scheme the drawbacks of a limited duty-cycle can be greatly reduced,
allowing an efficient addressing of the device with a kHz system. This way, we realized
the temporal pulse compression of both a narrow and a spectrally broadened pulse. In
the former case only one dimension of the MEMS mask is independently addressed,
in the second case, for partially reducing the effect of the spatial chirp, both dimen-
sions can be kept independently active. Among the differentpulse-shaping techniques,
MEMS-based devices present clear advantages in terms of wavelength and bandwidth
flexibility. On the other hand, the strong diffraction inherent to the pixellated nature
of the device should be taken into account because it resultsthe principal factor at the
origin of the low optical throughput of the set-up.
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IV.5 Conclusions and Perspectives

In this chapter, various technical advances with application to optimal control, espe-
cially for applications with biomolecules, have been reported.

The development of a new 1-D MEMS-based pulse shaper is reported. This project
has pushed the limits of micro-mirrors technology by setting a highly challenging tech-
nological problems. By an innovative design the actuation inboth out-of-plane and
tilting direction of high aspect ratio micromirrors has been demonstrated. The pulse
shaping capabilities of the device will be tested in April 2010 as the second production
run has just been finished. The next step of development of this project is to increase
the number of pixels up toN = 512 and even more, allowing the production of more
complex pulse shapes and augmentation of phase-coherent control independent pa-
rameters. As illustrated in Fig. IV.27, at the beginning of this work, the unique device
able to directly work in the UV and the deep-UV for femtosecond pulse shaping was
the Fraunhofer MEMS. With the actual specification of the newMEMS device, the
spectral shaping possibilities have been more than doubled. The drawback due to the
2D pixelisation has been removed while preserving the number of pixels and adding
the binary amplitude modulation (Fig. IV.27). As potentialities of this new device
and in addition to experiments on coherent control on bio-molecules, topics as direct
modulation of high harmonics or attosecond pulses are on thetop of the list of envis-
aged applications. The limitation in the UV will be given by the optical flatness of the
mirrors (the peak-to-valley) and the resolution of the electronics to be able to generate
very precise phase-shifts. In the infrared region, the limitation will come from the ma-
ximum stroke allowed, but with the present status of the development,∆zmax = 1 µm,
corresponding to a modulation potentiality up to2µm, are performed. Increasing the
stroke up to∆zmax = 5 µm should not be too complicated if applications at larger
wavelength are considered but will demand some additional efforts. Obviously, under
the validation of the promises of this device, as its wavelength flexibility and with a
strong interest in its applications, its commercialization should be considered.

The application of a new generation of genetic algorithm (GAs) to the field of
optimal control has been presented in Sec. IV.3. We observedthat multi-objective
optimization may improve the performances of the so-calledcontrol pulse cleaning
procedure described by Lindingeret al. [256]. In that case, the optimization target is
modified including a one-parameter cost function elaborated to suppress all unessen-
tial field components to facilitate the deciphering of the optimal pulse. A sensible
combination of the two approaches, by introducing genetic pressure against appear-
ance of unnecessary pulse features as a parameter-free objective, may bring fruitful
results. Since our experimental demonstration, the multi-objective optimization has
been reported experimentally [269] and theoretically [270,271] in the field of optimal
control by other research groups. For future improvement inthe field of the learn-
ing algorithms, attention may be payed to various interesting developments, such as
the application of evolution strategies (see for example Covariance Matrix Adapta-
tion [272, 273]). This approach improves the convergence time by a factor four [249]
with respect to the standard genetic algorithms [252,253].Experimentally this is very
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Figure IV.27: Graphical representation of the spectral properties of the various pulse shaping
devices existing at the beginning of this work (black rectangles) and in February 2010 (gray
rectangles).

interesting because the total duration of the experiment will be reduced by the same
factor and will be of around20 − 30 minutes only, contrary to the actual80 − 120
minutes needed. From an experimental point of view, this improvement is crucial
as longer the experiment harder maintaining stable experimental conditions. The same
study study [249] reports also the improvement of the robustness of the convergence to
external noise. An algorithm which combines the advantagesof the evolution strategy
and the multi-observable tool already exists [274], and waits only to be implemented
on an optimal control experiment to demonstrate its advantages.

Interest on the physical processes occurring during an optimization has been reported
theoretically and experimentally in several works. [258,275–277] Based on the diver-
sity of the Pareto front solutions of multi-objective optimizations, a natural perspective
is to study carefully the underlaying physics of each solution and to extract the differ-
ences between each quantum path. Such approach can be correlated withab initio
calculation to have a better physical understanding of the considered sample.

Several technological breakthrough have been realized in parallel and indepen-
dently in the LCD, AOM and MEMS technology during the last fouryears. The exis-
tence of devices working in the UV (AOM [53–55,230], MEMS [59] and LCD [223])
will allow their application to perform direct quantum control on biomolecules. The
first results have just been reported [278, 279]. In additionto our work and even with
its limitations the Fraunhofer device is used by different groups and one result has also
been reported [280]. Optimal control experiments on biomolecules with this device
are under progress. Finally the implementation of the newlydeveloped 1-D MEMS
device should open new ways to the dream of the quantum control of biomolecules,
bacteria and living organisms.
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CHAPTER V

Linear propagation of
femtosecond laser pulses through

atmospheric turbulence

A series of applications of ultrashort laser for remote sensing have been recently pro-
posed. [281–284] In this context, we have been interested tothe propagation of fem-
tosecond laser pulses through atmospheric turbulence and the modifications induced by
the laser-turbulence interaction on the pulse characteristics. In this chapter we inves-
tigate both experimentally and numerically the linear propagation through turbulence
and extract how it affects the properties of femtosecond laser pulses. The underlaying
question is the possibility of performing remote control under turbulent conditions.

With the rise of femtosecond lasers, coherent white light source for Lidar (Light
Detection and Ranging) detection of atmospheric species hasproven as a very attrac-
tive method [281]. Recently, time-resolved and coherent control schemes have been
used to efficiently discriminate between aerosol particlesthat exhibit identical spectral
signatures. [62, 261] There is now a particular interest to apply control schemes, such
as fluorescence depletion and multi-pulse impulsive Raman spectroscopy [64, 65], di-
rectly in the atmosphere, especially since first field applications were demonstrated
within the Teramobile project. [281,285]

However, transmitting an optimally shaped pulse over long distance through the
atmosphere is not fully straightforward. Although it has been demonstrated that op-
timal control can be used to control filamentation remotely [286], no demonstration
of the applicability of quantum control of molecular species at distance has been re-
ported yet. Among the processes that may affect the propagation of an ultrashort laser
pulse, thermal turbulence is likely the most effective in preventing remote application
of phase-coherent techniques. In fact, contrary to dispersion and Kerr-related effects,
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V Linear propagation of femtosecond laser pulses through atmospheric turbulence

distortions induced by turbulence cannot be avoided by a sensible choice of the pulse
characteristics, or pre-compensated [287, 288], due to their random nature. Pointing
variation but also static and dynamic wavefront distortions (speckles) of nanosecond
or CW laser beams induced by atmospheric turbulence have beenextensively stud-
ied. [289] This chapter is the first steps towards the extension of this study to fem-
tosecond laser pulses.

V.1 Theoretical concepts

We first describe some basic concepts in atmospheric turbulence followed then by its
numerical implementation.

V.1.1 Atmospheric turbulence

In fluid dynamics and contrary to laminar flow, a turbulent flowis characterized by
irregularities in velocity flow, variations of temperature, humidity and pressure in the
spatial and the temporal coordinates. Turbulence is also highly dissipative process
and require a continuous kinetic energy input. The formation of eddies at various
length scales are consequence of turbulence. At a large eddyscale (calledOuter scale,
L0), the kinetic energy injected by friction or convection generates and maintains the
turbulence. An energy cascading process occurs up to the smallest scale (calledInner
scale, l0) where the viscous dissipation of the kinetic energy occurs. The spatial and
temporal distribution of these structures are irregular and interfere between each other.
In nature, lots of outflow phenomena are turbulent such as thecigarette smoke, the
air flow over an airplane wing or the atmospheric mixing of warm and cold air by the
wind.

The dynamic of an incompressible fluid is governed by the Navier-Stokes equations
(expressing momentum conservation and continuity) [290]:

∂~v

∂t
+ [~v∇]~v = −∇P

ρ
+ ν∇2~v

∇~v = 0

(V.1)

where~v is the velocity,P the pressure,ν the viscosity andρ the density. Due to
the high degree of nonlinearity and the sensitivity to the initial conditions of these
equations, no solution for turbulent dynamics can generally be found. The description
of such stochastic process has therefore to be based on a statistical approach.

In 1941, Kolmogorov proposed the first statistical theory ofturbulence [291,292],
using the concept of energy cascade from the outer to the inner scale. Based on en-
ergy conservation, this theory allows to define a structure parameterC2

n of the velocity
fluctuations (for a derivation see: [132] and references therein). For optical turbulence,
the turbulence cells modify locally the refraction index via a local gradient of tempera-
ture, humidity and/or pressure. Experimentally it resultsthat for the same experimental
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Figure V.1: Principle of the simulation scheme. Transverse beam profiles at (A) the beginning
, (B) an intermediate distance (d1) and (C) & (E) the end of the propagation (d1+ d2). For non
turbulent regime, profiles are not distorted at the propagation distance (C). When the medium
of propagation is turbulent (spatial phase mask (D)), distortions of the beam profile appear at
the end of the propagation (E).

conditions (in our case the propagation of laser pulses), each measurement in the spa-
tial domain (i.e. the transverse spatial intensity) gives adifferent result, because the
completely randomized modulation of the refraction index by C2

n affects each trans-
verse portion of the beam. When the beam is larger thanl0, several parts of the beam
will propagate through an atmosphere with slightly different refraction index and can
interfere after a propagation distanced. The wavefront of laser pulse is perturbed or
distorted and speckle features are generated.

In the atmosphere and according to climatic conditions (pressure, humidity, tem-
perature,...), the variations of the structure parameter span fromC2

n < 10−16 m−2/3

(weak turbulence) toC2
n ≃ 10−13 m−2/3 (strong turbulence).

V.1.2 Propagation through atmospheric turbulence

We studied the propagation of a linearly polarized Gaussianpulse (Fig. V.1 (A)) cen-
tered atλ0 = 800 nm with wavefront curvature and radii matching the experimental
values. Every spectral component is first propagated in freespace (H1, according to
the expressions reported in Sec. I.2), supposed to be linearand homogeneous, along
a distanced1 (Fig. V.1 (B)). When the propagation occurs in a non-turbulentmedium,
the pulse propagate over an additional distanced2 in free-space (H2). The resulting
transverse beam profile is shown in Fig. V.1 (C). To simulate the propagation through
turbulence, we apply a spatial phase screen (Fig. V.1 (D)) generated according to the
Kolmogorov theory [293] for the differentC2

n values. Finally, the pulse spectral com-
ponents are propagated again in free space for an additionaldistanced2 (Fig. V.1 (E)).

Assumingd1 andd2 small enough to neglect turbulence variations on temporal
scale(d1+d2)

c
, the pulses propagates through a static turbulence, modeled as a spatial

phase maskφM(x, y) in Cartesian coordinates and following the Kolmogorov statis-
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Figure V.2: Experimental (A) and simulated (B) beam profile. Arrows indicate the strong
(1) and a weak (2) intensity spots discussed in the text. C) Pulse duration normalized to that
of a pulse propagating the same distance in absence of turbulence as a function of turbulence
strength, from experiment (�) and simulation (•). Relative pulse duration as a function of
pulse intensity at fixedC2

n = 9.6× 10−10 m−2/3 from experiment (D) and simulation (E).

tics. Formally, the final electric fieldEf at a distancez = d1 + d2 can be expressed
as:

Ef (x, y, z, t) = F−1
S

{
FS

[
F−1
S (FS{E(x, y, z = 0, t)} × H1)× ΦM

]
×H2

}
(V.2)

whereFS (resp. F−1
S ) is the Fourier transform (resp. the inverse Fourier transform)

with respect to the spatial coordinates,ΦM ≡ ei·φM = ei·φM (x,y) andHj the free space
propagator for a distancez = dj (j = 1, 2) (See Sec. I.2).

V.2 Experimental and Simulation

As shown in Figures V.2.A (experiment) and V.2.B (simulation), the beam profile is
spatially distorted in a typical speckle pattern as a resultof the propagation through
turbulence. The experimental and simulated wavefront beara strong resemblance, es-
pecially considering that the former is the superposition of 10 successive laser shots.
The strongly inhomogeneous distribution of intensity, ranging from 10−3 to 2 times
that of the unperturbed wavefront, results from the superposition of the multiple inter-
ferences among beam portions experiencing different phase-shifts through turbulence
repeated at each wavelength in the bandwidth. [294] Beside spatial distortions, we
investigated also global temporal modifications, as reported in Fig. V.2.C. Pulse au-
tocorrelation widths averaged over 50 independent laser shots show a clear increase
with turbulence strength. The experimental datapoints (squares) are normalized by
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the duration of a pulse propagating the same distance in the unperturbed laboratory
atmosphere,∆τunp. Note that this duration does not correspond to that of a Fourier
limited pulse. We derived from the simulation a comparable quantity by calculating
the average of the temporal second moment of different beam portions normalized by
the unperturbed value (circles). Note that, even in presence of strong perturbations, the
average relative variation∆τ/∆τunp does not exceed 15%. The quantitative agreement
between experiment and calculations over the whole range ofturbulence strengths in-
vestigated, authorizes to extend the simulation to theC2

n = 2− 7× 10−9 m−2/3 range,
which was not accessible in the experiment.

Figure V.2.D and E compare the results of experiment and simulation by plotting
the relative distortion of pulse duration as a function of the local wavefront intensity.
The observed temporal distortions are strongly correlatedwith intensity, evidencing
that the major deviations from the unperturbed case are concentrated in weak intensity
regions. Pulse duration converges to the unperturbed one (∆τ/∆τunp = 1) as intensity
increases.

We can gather more insight by investigating locally the spectral and temporal char-
acteristics of regions of different intensity on the beam profile. As mentioned above,
these measurements required the use of a random phase plate,which entails a much
higher distortion than that generated by the hot air blow. InFig. V.3 we report two
illustrative experimental temporal (I(t)) and spectral (I(λ)) profiles retrieved by in-
verting multi-shots FROG measurements from regions of different intensities: high
(A and C) and low (B and D). Similarly, Fig. V.4 displays characteristic examples of
simulatedI(t), I(λ), and Wigner plot of a strong (A, C, and E) and of a weak (B,
D, and F) intensity region. The inspection of these traces further confirms the strong
correlation between local intensity and pulse distortions. In low-intensity regions, the
existence of substructures in the temporal profiles and major spectral alterations is
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clearly apparent from the plots. Conversely, for high intensities, little or no distortions
are present and the traces almost perfectly overlap with those calculated for a pulse
propagating in absence of turbulence (dotted lines). Simulation allowed us to deter-
mine that in the intense spots, the effect of multiple interferences account for minor
amplitude deviations in bothI(t) andI(λ), not exceeding a few percent fraction of the
relative intensity. These observations altogether are consistent with a scenario where
interferences act similarly at all wavelengths: in a definedportion of the beam pro-
file, the spectral components experience a similar phase-shift when passing through
turbulence. Such a condition holds exclusively because of the narrow bandwidth of
the femtosecond laser pulse (∆λ = 35 nm aroundλ = 790 nm) as compared with the
wavelength dependence of the index of refraction of air,nair.

By integratingI(t) across the beam profile, we conclude that theoverallpulse du-
ration is only slightly affected by turbulence: 6% on the temporal second moment with
respect to the unperturbed situation forC2

n = 9.6× 10−10 m−2/3. ThisC2
n value is four

orders of magnitude higher than typical atmospheric conditions (a strong atmospheric
turbulence structure parameter isC2

n = 2.5× 10−13 m−2/3 [131]).
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V.3 Compensation of atmospheric speckle by spa-
tial beam shaping

We present now the first results of a study to assess the capability of compensating the
effect of atmospheric turbulence on a femtosecond pulse by spatial phase modulation.
Existing 2-D LCD phase modulators [202–205] can be used to compensate the phase
distortions resulting from atmospheric turbulence. Clearly the dynamic character of
turbulence implies a real-time correction with a correction speed faster than the veloc-
ity of atmospheric variations. Such approach is already used in astronomy [295] and
needs a feedback. In astronomy, artificial star generated bylaser are used. For remote
control detection, a laser induced feedback has to be used.

In this preliminary study, we will limit ourselves to the compensation of static tur-
bulence. It can be seen as an analogy to the work of Vellekoop and Mosk [296, 297]
in opaque strongly scattering media and the work of Finck on time-reversed acous-
tics [298, 299]. This works propose an extension to broadband laser spectrum and
atmospheric-turbulence-induced distortions.

V.3.1 Monochromatic compensation

By an adequate spatial precompensation, temporal and spatial distortions induced by
atmospheric turbulence can be compensated. Hence, applying this spatial compen-
sating maskΦc ≡ e−i·φC = e−i·φC(x,y) to E would allow remote coherent control
experiments, even in adverse conditions.

The compensation scheme is added into the numerical procedure described by Fig. V.1
in the following way. We back-propagate along a distanced1 the modulated pulse
spatial profile (in Fig. V.1, after the addition of the spatial phase mask (panel (D)) and
before the second propagation).

Translating this in a formal way, we have the modulated electric field EM after a
propagation along a distancez = d1 (represented byH1) and the application of the
phase maskΦM that can be written as:

EM(x, y, ω, d1) = F−1
S (FS [E(x, y, ω, 0)]×H1)× ΦM (V.3)

Therefore, the initial (z = 0) pre-compensated electric fieldEpre-compensatedreads:

Epre-compensated(x, y, ω, 0) = F−1
S

[FS [EM(x, y, ω, d1)× (ΦM)−1]

H1

]

(V.4)

Experimentally, the compensation mask applied on the device may be done for one
and unique wavelength. Even though compensation might be different for different
wavelengths within the pulse bandwidth. Therefore and under the assumption of the
symmetry of the spectrum with respect to the central wavelength, we compute a com-
pensation mask for one precise wavelength, corresponding at the central wavelength
and evaluate the global effect on the pulse.
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Figure V.5: Illustration of the method. The final spatial transverse profile (C) of the pulse
is distorted when no compensation is applied to the initial profile (A).A contrarioand for an
adequate precompensation (B), the final profile is less distorted (D).

As experiment such as two color pump-probe scheme are envisaged for remote
sensing [62, 64, 300], wavefront distortions including thewavelength dependence of
the refraction index of air have to be studied. The wavelength dependence of the real
part of the index of refraction of air is implemented as follows [301]:

n(λ) = 1 + 10−8

[

8340.78 +

(
2405640

130− λ−2

)

+

(
15994

38.9− λ−2

)]

(V.5)

V.3.2 Results

Fig. V.5 depicts the success of the application of a pre-compensating mask to an initial
pulse transverse profile. The simulation are performed withstandard pulses parame-
ters: central wavelengthλ0 = 800 nm, pulse duration∆tFWHM = 30 fs and a fixed
structure parameter ofC2

n = 10−9 m−2/3. The other parameters of the pulse (radii,
divergence,...) are the same used in the previous section. In Fig. V.5, an initial non
compensated pulse profile (A) is strongly modified by the atmospheric turbulence (C),
while from the application of a pre-compensation mask to theinitial beam profile (C),
a quasi-unaffected profile is obtained (D). The remaining modulations result from the
monochromatic compensation.

Again for a fixed structure parameter ofC2
n = 10−9 m−2/3 and a fixed pulse width

∆tFWHM = 30 fs, the illustration of the wavelength-dependency of the influence of
the atmospheric turbulence on the transverse beam profile ofthe pulse is reported in

124



V.3 Compensation of atmospheric speckle by spatial beam shaping

λ 0 
=

 4
00

 [n
m

]
λ 0 

=
 8

00
 [n

m
]

λ 0 
=

 2
66

 [n
m

]

No compensation Compensation

A B

DC

FE
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lent distortions.

Fig. V.6. Not surprisingly, more the central wavelength in the UV more important the
wavefront distortions.

V.3.3 Binning effect

Experimental devices able to perform wavefront distortions of laser pulses, i.e. spatial
beam shaping, have a number limited of parameters/pixels. Therefore the experimen-
tal mask printed on the device can be an approximated compensation. To this purpose,
Fig. V.7 illustrate this effect. The pulse parameters are∆tFWHM = 30 fs and the pertur-
bation structure parameter isC2

n = 10−9 m−2/3. For two different central wavelength
λ0 = 266 nm andλ0 = 800 nm and a numerical grid ofNx × Ny = 256 × 256
points in the transverse direction, the effect of the numberof independent parameters
is important and gets worse more the central wavelength of the pulse is short.

We did not consider the effect of gap between the pixels whichwould result in addi-
tional periodic 2-D diffraction patterns. This is out of thescope of this study, but it
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V Linear propagation of femtosecond laser pulses through atmospheric turbulence

B
in

ni
ng

 =
 2

56

λ0 = 266 [nm]

B
in

ni
ng

 =
 1

λ0 = 800 [nm]

B
in

ni
ng

 =
 3

2
B

in
ni

ng
 =

 1
28

A B

DC

FE

HG

Figure V.7: For two different central wavelengths, the effect of the number of independent
parameters is depicted.
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V.4 Conclusions and Perspectives

cannot be overlooked for experimental implementations.

V.4 Conclusions and Perspectives

The effect of atmospheric turbulence on linearly propagating femtosecond laser pulses
can be simply treated as the superposition of interferencesindependently acting on
the components of the pulse spectrum. Bright spots on the wavefront correspond to
weakly perturbed regions, which essentially maintain the spectral and temporal prop-
erties of the original pulse. The degree of alteration anticipated for actual atmospheric
propagation 6% does not constitute an overwhelming limitation but it is a factor to
take into account to design robust remote control applications. A partial compensation
to the effects of turbulence can be achieved by adopting control strategies based on
multiple photon interactions, as nonlinear power dependence limits higher order inter-
actions within intense beam regions, where the original spectral and temporal pulse
features are conserved.

In analogy with what is currently done in astronomy [295], wehave proposed and
numerically demonstrate the effect of an adaptive wavefront correction on the spatial
beam profile, but also on the temporal shape of the femtosecond laser pulse. We also
numerically investigated the spectral dependence over thepulse bandwidth over the in-
dex of refraction of air and the binning effect one the compensation. Experiments have
to be performed to support our theoretical predictions withpulses at different central
wavelengths, but also the monochromatic spatial precompensation by 2-D devices.

As perspective, we first have to estimate the effect of the residual variations remain-
ing after the compensation and resulting from a monochromatic correction. Attention
has also to be payed to the effect of these variations on the temporal profile of the
laser pulses at different central wavelength. Moreover, the possibility to perform a
real-time correction with available devices has to be studied to evaluate the application
of adaptive wavefront correction to remote control detection.

In addition, theory and experiment of femtosecond laser pulses propagation have
to be performed in parallel to maintain a direct understanding of the involved physical
processes. Different orientations can be explored theoretically, numerically and ex-
perimentally, such as introducing a complex refractive index to account for absorption
during pulse propagation. Further numerical developmentscan include the propaga-
tion of femtosecond laser pulses in biological tissues and to join the effort presented in
Sec. III.3.
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Conclusion

The development of rapid and selective tools for detection,imaging, localization and/or
identification of bio-agents by optical methods is a challenging but fascinating field of
research to respond to a need of our society. This thesis proposed and developed a
contribution to three different specific applications: cell labeling, optical identification
of bio-molecule and application of phase-coherent schemesto remote sensing.

In the quest of the new generation of exogenous cell markers,we present the first re-
sults obtained with nonlinear nanoparticles. As second harmonic generation (SHG)
does not involve real states, no bleaching nor blinking is observed, contrary to fluores-
cent molecules or quantum dots. This property combined withtheir high contrast with
respect to endogenous biological response, makes nonlinear nanocrystals very attrac-
tive candidates to be used as markers for biology. In this work, we show the retrieval
of the orientation for different nanocrystals, in a standard microscope configuration as
well as on a waveguide by evanescent excitation. These demonstrations open the door
to use them as local probes of the surrounding electric field and for example to monitor
cell membranes or neurons potentials. Among the various nonlinear nanocrystals, we
point out the advantages of Fe(IO3)3 in regards to its low toxicity for futurein vivo
application. Due to the small size of the nanocrystals and the non resonant proper-
ties of the SHG, we exploited the absence of phase-matching constrains to point out
the wavelength-flexibility of the nonlinear nanocrystals compared to the existing flu-
orescent probes, which permit to avoid autofluorescence background signals and to
increase the depth penetration. Exploiting the coherence properties of the harmonic
radiation, we demonstrate thein situ pulse characterization inside the focus of a high
NA objective with nanometric spatial resolution. Finally,and taking advantage of the
broad spatial excitation generated at the surface of a waveguide, we observed interfer-
ences of the second harmonic radiation of distinct dipolar nanocrystals.

On the way to an all-optical identification of biomolecules by means of phase-coherent
schemes, we report first the conception and the realization of a new MEMS-based lin-
ear array specially developed for femtosecond pulse shaping applications in the ultra-
violet region, in order to deal with the absorption bands of biomolecules. After its suc-
cessful design concept validation, the device is actually characterized and will be used
in an proof-of-principle optical experiment in April 2010.In the meanwhile, for close-
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loop control experiments, we demonstrated that a novel multi-objective discrimination
approach that we developed overcomes the results of standard genetic algorithms min-
imizing the bias related to the choice of optimization parameters. In addition, we show
that based on ana posteriori judgment resulting from experimental needs, the user
can pick a single solution from the Pareto front. We also characterized the first pulse
shaper device operating in the deep ultraviolet and demonstrate its capacity to tailor
the electric field by producing desired phase modulation.

Finally, we evidenced that the effect of atmospheric turbulence on linearly propagat-
ing femtosecond laser pulses can be simply treated as the superposition of interfer-
ences independently acting on the components of the pulse spectrum. Bright spots
on the wavefront correspond to weakly perturbed regions, which essentially maintain
the spectral and temporal properties of the original pulse.We also proposed and sup-
ported by a numerical study the use of adaptive techniques tocorrect the wavefront
distortions.

To sum up, I worked on three different topics, and for each I tried to answer a
series of precise questions by an intense experimental works punctually supported by
numerical studies. The results presented in this work open several possibilities of
future developments within each topics, but also by mixing different parts of the work.

In the field of exogenous markers, the possibility of functionalizing the surface of
nonlinear nanocrystals to embed them into biological samples is currently in progress.
Once achieved, it can be envisaged to use them either as localprobes of the electric
field potentials of the surrounding medium, either as local probe of the laser electric
field to evaluate the modifications resulting from the light-matter interaction. This
duality is a direct consequence of the intrinsic propertiesof the second harmonic, and
will encourage the applications of phase-coherent schemesto microscopy allowing the
in situ characterization of the field properties.

For identification of biomolecules by means of endogenous signal, the development of
an appropriate all-reflective pulse shaper will provide a decisive tool to the application
of coherent schemes to biomolecules. In case of encouragingresults, its commer-
cialization should be envisaged thanks to the growing interest for a device capable of
modifying the pulse spectrum from less than 200 nm up to 2µ m.

In addition to the case of atmospheric turbulence, the application of spatial wavefront
correction has recently (March 2010) been bridged with success to exploit disordered
materials for achieving perfect focusing of optical fields [302]. Exploiting these re-
sults, we can imagine several attractive experiments. Whilethese experiments are
performed with monochromatic optical fields, we use femtosecond laser pulses who
have much smaller coherence length. In order to apply these results to our field, the
first experiment to realize is to apply wavefront correctionof femtosecond laser pulses
to compensate the temporal delay of the first snake photons [164] with respect to the
ballistic photons, and to increase the efficiency of the excitation. This can be shown as
a spatial counterparts of the temporal coherent control of the decoherence [48]. After-
wards, in nonlinear microscopy, in combination with nonlinear nanocrystals, one can
imagine to reveal spatial, spectral and phase-related properties of disordered materials.
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In parallel a very recent reported result (March 2010) on themeasure and the control
of transmission matrix in disordered media [303], opens thedoor to the very exciting
field of coherent control experiments in disordered media mixing spatial and temporal
pulse shaping.
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Appendix: Statistical Moments

Ultrashort laser pulses are very sensitive in both temporalor spatial domain. As distor-
tions are present in every beam path (due to absorption, dispersion, scattering, diffrac-
tion or reflection), analyzing tools are needed to characterize the laser pulses. Statis-
tical moments can provide these tools. In this appendix, we present the application of
statistical moments to the spectral characteristics of ultrashort laser pulses.

In general, the spectral distribution are assumed to be homogeneous, while the in-
homogeneities are ignored. In this case, the characterization of the pulses is usually
restricted to full-width at half-maximum considerations (See Section I.1). The restric-
tion is strong as the FWHM can be applied only to spectral distributions which are
continuous, symmetric, Gaussian like and with an unique maxima (do not present any
minima). This analysis is not anymore sufficient when several peaks, dips, asymme-
tries or edges are present within the spectrum. The first fourmoments give in a simple
computing way the characteristics of highly complex spectra, but can also provide
useful 2D spatio-spectral cartography of laser beams. In this work, we use statistical
moments in Sec. IV.3 but further promising applications canalso be envisages in the
field of laser beam propagation through turbulent atmosphere or turbid media.

Thefirst spectral moment,M1, also called the weighted arithmetic average function,
extract the weighting of the wavelengthλ by its related spectral intensityI(λ). This
represent the wavelength barycenter (λB), or center of gravity of the wavelength. It
match exactly with the maximal wavelength only in the case ofsymmetric spectra that
exhibit only one maximum. The first spectral moment is definedby:

M1 =

∫ +∞

−∞
λI(λ)dλ

∫ +∞

−∞
I(λ)dλ

≡ λB
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To extract more information from complex shape of spectral distributions, it is neces-
sary to work out higher statistical moments. Thesecond spectral moment, M2, is
obtained replacing the wavelength by squaring the deviation of the wavelength to the
barycentreλB:

M2 =

∫ +∞

−∞
(λ− λB)

2I(λ)dλ
∫ +∞

−∞
I(λ)dλ

= σ2 = λ2RMS

Extracting the root of the second spectral moment, we obtainthe standard deviation,
which describes the statistical spread of the spectral distribution as a function of the
wavelength. The second moment includes also the shape of thespectrum. One has to
note its reduction to Eq. I.12 occurs for pure Gaussian spectra, modulo the multiplica-
tion by an adequate factor.

The third spectral moment, M3 also called skewness, allows to break the symmetry
of the spectral distribution and is defined by:

M3 =

∫ +∞

−∞
(λ− λB)

3I(λ)dλ
(√

M2

)3 ∫ +∞

−∞
I(λ)dλ

≡ S

Finally, the fourth spectral moment, M4, describe the flatness ora contrario the
peakness of the spectral distribution and is defined by:

M4 =

∫ +∞

−∞
(λ− λB)

4I(λ)dλ
(√

M2

)4 ∫ +∞

−∞
I(λ)dλ

As for a Gaussian spectral profileM4 = 3, permit the definition of the Kurtosis coeffi-
cient:

K =M4 − 3

Both skewness and kurtosis are relative quantities and dimensionless.

By the mean of only four coefficient, it is possible to describecomplex spectra and it
makes such analysis very promising for ultrashort pulse laser characterization. Statisti-
cal moments analysis provide powerful tools also for spatio-spectral analysis. Indeed,
intensity beam profile (see for example Chapter V) are represented as (x, y, I(x, y)),
wherex andy are the two transverse dimensions of the beam andI(x, y) its transverse
intensity distribution. The use of statistical moments canprovide additional informa-
tion by depicting the the spatial distribution of the moments as (x, y,Mi(λ, I)), where
Mi depicts the four moments withi = 1, 2, 3, 4. It could also be interesting to look to
the correlation between intensity and moment through plotslike (I,Mi(λ, I)). These
analysis can give useful information for example for beam propagation through turbu-
lent atmosphere or turbid media.
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