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ABSTRACT (English) 
 

Acoustic communication is a fundamental aspect of animal behavior, shaping 

interactions across a wide range of species. While human speech relies heavily on 

rhythmic structures for comprehension, the role of rhythm in animal vocalizations and 

its evolutionary origins remain largely unexplored. This thesis therefore investigates 

rhythm in animal communication and its potential neural and evolutionary 

underpinnings. By analyzing vocalizations from 98 species, spanning mammals, birds, 

amphibians, insects, reptiles, and fish, we uncover a conserved rhythmic structure in 

animal acoustic communication around 2.9 Hz, within the delta frequency range of 

brain oscillations. This challenges the notion that rhythm is primarily influenced by 

biomechanical constraints and suggests an ancient evolutionary pressure shaping 

communication rhythms across species, likely related to the neural processing of 

sound. To explore the neural basis of rhythm perception, we then developed a 

non-invasive auditory passive listening EEG protocol using light propofol anesthesia in 

non-human primates. Our findings reveal that olive baboons, like humans, exhibit 

neural entrainment to rhythmic vocalizations, supporting the idea that brain 

oscillations play a crucial role in structuring acoustic communication. Moreover, we 

provide evidence that as humans do for speech, baboon auditory processing operates 

on three timescales, delta (1–4 Hz), theta (4–8 Hz), and low-gamma (25–55 Hz), despite 

baboon rarely using theta oscillations in conspecific vocalizations. This therefore  

suggests that the capacity for theta-based processing was already present but not yet 

fully integrated into their natural vocal communication system, implying that the 

emergence of a three-timescale hierarchical organization, essential for speech 

processing, might be an evolutionary development of the primate lineage. Finally, we 

investigated the conservation of roughness, characterized by fast amplitude 

modulations between 30 and 150 Hz, particularly in distress calls of bird offspring. We 

reported a wide conservation of the use of roughness is these calls, suggesting that 

roughness is an ancestral mechanism for grabbing attention, playing a key role in 

high-arousal contexts. Taken together, our results suggest that the processing of 

rhythmic structures in vocal communication is a deeply conserved trait, predating the 
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emergence of complex language in humans. By linking universal rhythms in animal 

vocalizations to neural entrainment mechanisms and attention-grabbing features like 

roughness, this work provides new insights into the neurobiological foundations of 

acoustic communication and the evolutionary roots of speech, suggesting that the 

rhythmic characteristics of speech were inherited from ancient and conserved acoustic 

processing mechanisms. 
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ABSTRACT (French) 
 

 

La communication acoustique est un élément clé du comportement animal, 

influençant les interactions entre de nombreuses espèces. Alors que la compréhension 

de  parole humaine repose largement sur des structures rythmiques, le rôle du rythme 

dans les vocalisations animales et ses origines évolutives restent encore incertaines. 

C’est pourquoi cette thèse explore  le rythme dans la communication animale et ses 

potentielles bases évolutives. En étudiant les vocalisations de 98 espèces, allant des 

mammifères aux poissons, nous avons identifié un rythme universel de la 

communication animale autour de 2,9 Hz, dans la plage de fréquence des oscillations 

cérébrales delta. Ces résultats remettent en question l'idée selon laquelle le rythme 

serait  influencé par des contraintes biomécaniques et suggèrent qu'une pression 

évolutive ancienne pourrait avoir façonné ces rythmes de communication, 

probablement liée au traitement du son par le cerveau. Afin de mieux comprendre les 

bases neuronales de la perception du rythme, nous avons mis au point un protocole 

EEG non invasif d’écoute passive sous légère sédation au propofol chez des primates 

non humains. Nos résultats montrent que les babouins olive, comme les humains, 

présentent une synchronisation neuronale avec les signaux rythmiques, ce qui soutient 

l'idée que les oscillations cérébrales jouent un rôle important dans le traitement de la 

communication acoustique. De plus, nous avons observé que comme les humains, les 

babouins traitent les vocalizations sur trois échelles temporelles, delta (1-4 Hz), thêta 

(4-8 Hz) et gamma (25-55 Hz), bien qu’ils n’utilisent pas ou très peu de rythme thêta 

dans leurs vocalisations. Cela suggère donc que la capacité à traiter des rythmes thêta 

était déjà présente chez les babouins, ce qui laisse penser que l’apparition d’une 

organisation à trois échelles temporelles pourrait être un développement évolutif 

propre aux primates. Enfin, nous avons exploré la conservation de la rugosité, 

caractérisée par des modulations rapides de l’amplitude entre 30 et 150 Hz, en 

particulier dans les appels de détresse des oisillons. Nous avons constaté que cette 

rugosité est largement utilisée dans ces appels, suggérant qu’elle pourrait être un 

mécanisme ancestral de capture de l’attention. En résumé, nos résultats suggèrent que 

10 



 

le traitement des structures acoustiques rythmiques  par les oscillations cérébrales est 

un trait largement conservé, bien avant l’apparition du langage chez les humains. En 

mettant en lien la découverte d'un rythme universel de la communication acoustique 

animale avec les mécanismes neuronaux d'entraînement et des éléments tels que la 

rugosité, cette recherche propose une nouvelle perspective sur les bases 

neurobiologiques de la communication sonore. Elle suggère que les caractéristiques 

rythmiques de la parole pourraient être héritées de mécanismes acoustiques anciens et 

communs à la plupart des espèces animales. 
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INTRODUCTION 
 

 

THESIS FRAMEWORK 
 

Acoustic communication is a fundamental behavior in the animal kingdom, used by a 

wide variety of species to convey information crucial for survival. Through sounds, 

animals can communicate with conspecifics, even at considerable distances, without 

the need for direct visual or tactile interaction. While rhythm is known to play a key 

role in human speech comprehension, its significance in animal communication and 

the selective forces driving its evolution remain poorly understood. Rhythmic patterns 

appear in the acoustic displays of many animal species, contributing to emotional 

communication, urgency, or mating rituals. Certain vocal-learning species, such as 

parrots, pinnipeds, and some primates, have demonstrated the ability to synchronize 

body movements with external acoustic rhythms which provides direct evidence of 

their capacity to process rhythm. Partly due to this ability, the study of rhythm in 

animal communication has largely focused on primates and songbirds, leaving gaps in 

our understanding of how rhythm evolved. However, many other species use rhythm in 

their vocalizations without displaying such motor entrainment, suggesting that rhythm 

perception may be a widespread and ancient ability.  

The evolutionary significance of rhythm processing may lie in the role of brain 

oscillations, cyclical patterns of neural activity that structure how the brain detect and 

interpret salient stimuli in the environment. In humans, these oscillations are deeply 

integrated into speech perception, with slow oscillations underlying syllables and word 

processing, while fast oscillations are believed to be involved in the processing of 

phonemic information. The interaction between brain oscillations and acoustic stimuli 

has been underexplored in animals, partly due to the assumption that complex, 

hierarchical vocal structures are uniquely human. Quite interestingly, brain 

oscillations, particularly slow rhythms, are conserved across animal species and might 

therefore represent the evolutionary backbone of auditory processing. Investigating 
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neural oscillations in the context of rhythm processing provides a valuable framework 

for tracing the roots of acoustic communication and understanding the shared 

evolutionary pathways that may connect human speech with other forms of animal 

communication.  

By integrating perspectives from neurobiology, evolutionary theory, and cognitive 

science, this thesis provides a multidimensional understanding of rhythm as a crucial 

element of communication. It explores how rhythmic structures may have influenced 

the evolution of language and auditory processing, revealing shared principles that 

transcend species boundaries. Ultimately, these findings offer a novel perspective on 

the foundational aspects of animal communication, providing critical insights into the 

neural and evolutionary origins of rhythm. This work not only sheds light on the 

ancient roots of speech and language but also contributes to a broader understanding 

of how rhythmicity has shaped the development of complex communication systems 

throughout the animal kingdom. 
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COMMUNICATION 
 

2.1 An Overview of Communication 

If one were to explore the literature on animal communication, she would quickly 

realise that biologists have debated its definition for decades. In his book « The 

Evolution of Communication », Marc Hauser tells us that communication is defined as 

« the transfer of information from a signaler to a receiver » (1) . As simplistic as this 

definition might seem, it does encompass the three major aspects of communication 

that most biologists agree upon. 

First, there has to be a sender, and at least one receiver for communication to happen. 

Krebs and Dawkins (1984) went as far as describing communication as a game of 

« manipulation » from the sender, which is trying to make the receiver perform an 

action that would grant him benefit, and «mind-reading» from the receiver that is 

trying to use communication to predict the behaviour of the sender (2). This view of 

communication directly relates to the second point of agreement, that, communication 

involves a signal carrying information. Robert Seyfart (2010) stated that « the concept 

of information plays a central role in studies of animal communication ». Animals' 

responses to different types of signals suggest their ability to extract information and 

use them to enhance their fitness, putting the receiver on the same level of importance 

as the sender in communicative interactions (3). Finally, these signals must have been 

shaped for communication purposes by natural selection (4, 5). Let’s take the example 

of a pack of wolves finding deer’s tracks in the snow. These tracks would give the wolves 

vital information on their prey's presence, their number, and the direction they took. 

Still, no one would argue that deers were communicating this information to wolves. 

These tracks in the snow are cues, elements that are by-products of an animal's 

behavior, carrying information, but unlike signals, have not been selected for 

communication purposes. 

By its definition, communication is universal and present in every aspect of animals' 

daily lives. It allows for the exchange of relevant information between individuals and 

groups and is the core of every social organization. 
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2.2 Modalities in Animal Communication 

Communication being ubiquitous, with research even claiming its existence in plants 

and fungi (6–8), it can take many forms depending on the species, situation and 

information that needs to be carried. Animals communicate using an amazing diversity 

of signals, that can be tactile (9–11), chemical (12, 13), visual (14, 15), acoustic (16, 17) or 

even electrical (18). 

While all modalities of communication are equally important and finely tuned to the 

ecological and social needs of each species, this thesis will primarily focus on acoustic 

communication. Acoustic signals are widespread in our daily environment and  present 

in the communication systems of most vertebrates (19–21). By using sound, an 

undulation that propagates in every environment, it allows for the instantaneous 

exchange of information between individuals who cannot see, smell or touch each 

other, even at considerable distances. Sounds can also be quickly modulated, allowing 

for dynamic variation of information, making it a perfect tool for communication and 

adaptive response. In humans, spoken language plays a central role in shaping social 

interactions, culture, and cognition. Similarly, many vertebrates rely heavily on 

acoustics for essential  and vital functions. This universality makes acoustic 

communication a valuable lens through which to explore broader questions about the 

evolution and function of communicative systems. 

 

 

2.3 Chapter Summary 

Communication is the foundation of interaction in the animal world, shaping 

relationships between organisms through the exchange of information. By focusing on 

the versatility and ubiquity of acoustic signals, we could gain insight into how 

communication systems evolve to meet the ecological and social needs of species. 
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ACOUSTIC COMMUNICATION 

 

3.1 Sound Production 

 

Sound being produced by almost every tetrapod, from fishes to mammals and birds, as 

well as some insects, there is an incredible diversity of production mechanisms. The 

signals produced by these mechanisms are often placed in two main categories, as vocal 

and non-vocal. 

Vocal signals are generated by the movement of air from the lungs through the vocal 

tract. In mammals and amphibians, this airflow passes through the larynx, causing the 

vocal cords to vibrate and produce sound waves (22). In birds, sound is produced in the 

syrinx, a complex, muscle-controlled cartilaginous structure located at the base of the 

trachea (23). As air flows through the syrinx, the muscles adjust their tension and 

shape, creating sound waves (Fig 1a). These waves travel through the vocal tract, where 

they are modified by the anatomy of the species, resulting in a vast range of vocal 

signals. Human speech, whale songs, bird chirps, and amphibian courtship calls are 

just a few examples of these. Reptiles, on the other hand, typically have simpler vocal 

tracts and often rely on rapid air expulsion, resulting in hissing, or growling sounds 

(24). Some fishes also produce sound by vibrating their swim bladders using 

specialized drumming muscles (Fig 2c), which are believed to share an evolutionary 

origin with the lungs and breathing muscles of the tetrapods (25) . 

Non-vocal sounds encompass all acoustic signals not generated by the passage of air 

through the vocal tract. These signals are categorized based on their production 

methods into three types. Stridulation, for sounds produced by rubbing one body part, 

known as the scrapper, against a series of ridges or files, as seen in crickets' chirps. 

Percussion, by striking a body part against another object, like woodpeckers drumming 

or gorillas’ chest-beating display, and tymballic, specific to some insect species like 

cicadas, who produce sounds through a specialised organ called a tymbal. 
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Figure 1: Comparative anatomy of the sound production apparatus in birds, 
amphibians, and fish. The swim bladder in fish, thought to be the precursor of 

terrestrial vertebrate lungs, is highlighted, alongside the complex muscular 
organization of the bird syrinx and the simpler vocal tract of amphibians. Adapted 

from (19). 

 

 

3.2 Frequency Modulation in Animal Acoustic Communication 

To be functional, signals must convey adaptive information that helps animals adjust to 

their environment or interact in ways that enhance their fitness. Acoustic signals, being 
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sound waves, often rely on frequency modulation to encode and transmit important 

information. While non-vocal signals typically consist of simple, pure tones with a 

single fundamental frequency, vocal signals are generally more complex. 

The source-filter theory tells us that the sound produced by the larynx or syrinx (the 

source) is modified as it travels through the vocal tract. This tract can alter the sound 

based on the anatomical properties of vocal parts such as the teeth, lips, or tongue (the 

filters). The placement of these organs changes the originally produced frequency, 

adding what are known as formants to the sounds. By introducing  these additional 

frequency components, animals produce a richer and wider repertoire of sounds (26, 

27). In human speech, for example, the first and second formants help distinguish one 

phoneme from another (28) . Similarly, formants in meerkat (Suricata suricatta) barks 

convey information about the caller's identity and the presence of predators (29). In 

non-human primates, such as guinea baboons (Papio papio),  grunts’ formants serve to 

encode individual identity or emotional state. 

Formants can also provide information about the size and sex of vocalizing animals 

due to a consistent allometric relationship between formant frequencies and body 

weight, observed both within and across species. This relationship. shaped by 

anatomical constraints is mainly linked to the length and structure of the vocal tract. 

(30–33). Larger animals have longer vocal tract, allowing them to produce sounds with 

lower formants, and vice versa. While formants are the best index of body size due to 

their direct link to vocal tract length, they tend to be difficult to measure, and are even 

absent in species using tonal sound (made of one single frequency) to communicate. 

Therefore, Fundamental frequency (F0), the original frequency produced by the vocal 

folds, and dominant frequency (dF), the frequency of highest amplitude in a call, are 

often used in comparative study, and show inter-species allometric relationship with 

weight (34, 35) (Fig 2). Despite this relationship being less reliable, these frequencies 

remain valuable in animal communication. For example, Australian frogs (Uperoleia 

rugosa) use the dominant frequency of other males' calls to assess their fighting ability 

and decide whether to enter their territory (36). Similarly, male scops owls (37) and 

other bird species (38) use these frequencies to honestly communicate their size and 

fighting ability to defend or invade territory. In some species, the fundamental 
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frequency plays a role in female mating choices. For instance, female red deer (Cervus 

elaphus) tend to prefer males with higher pitched roars (39) , and male scop owls (Otus 

scops) with lower hoots have higher reproductive success (40). 

Variations in the fundamental frequency of calls in a single individual can also give 

information on his emotional state. In mammals, increases in Fo have been correlated 

with the caller’s increased arousal , a characteristic particularly present in human 

speech, in which alerting screams tend to present higher fundamental frequency than 

neutral speech (41). 

 

 

 

 

 

Figure 2 : Phylomorphospace showing the covariation between the body weight and 
dominant frequency of mammals (red, left), birds (blue, centre) and frogs (yellow, 
right). The estimated PGLS line for each clade is depicted as a solid-coloured line. 
For reference, the general tetrapod acoustic is depicted as a dashed black line in 

each panel. Adapted from (34) 

 

 

3.3 Rhythm in Animal Acoustic Communication 

Acoustic signals are not only spectrally but also temporally structured, with rhythm 

having communicative functions at least as important as spectral features. This is 

particularly well exemplified by human speech, whereby speech rate plays a key role in 
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comprehension. In most languages, syllable production rate ranges between 4 to 9 

syllables per second (42). Going above or below this range negatively impacts speech 

intelligibility by reducing the amount and quality of information extracted from the 

speech stream (43). 

In animal calls, temporal features are no less important; for instance, rhesus monkeys 

(Macaca mulatta) often produce complex vocalizations consisting of short calls 

separated by silent pauses, known as inter-pulse intervals. Altering these intervals can 

disrupt the normal responses of other animals, eliminating the usual right ear 

orientation bias, and highlighting the importance of temporal patterns in vocal 

recognition (44). In certain species, temporal cues are also crucial for mating. Female 

canaries (Serinus canaria) show a strong preference for males with a faster syllabic rate 

(45). Similarly, female zebra finches (Taeniopygia guttata) remember the timing of male 

songs and may reject a male if there is a timing error during song production (46). 

Like fundamental frequency, rhythm is closely linked to the emotional state of the 

signaler. When frightened, humans often speak more rapidly, a pattern observed across 

most mammals, in which increased calling rates are associated with higher arousal 

(47). In primates, individuals under attack may increase their call rate in an attempt to 

attract attention from others. This increase in call rate is also a common strategy for 

predator avoidance; in marmots and meerkats, the faster the rhythm of alarm calls, the 

closer the predator is (48, 49). In addition to regular rhythm, nonlinear temporal 

phenomena can enhance the urgency of alarm calls. Among these, roughness, rapid 

amplitude modulation between 30 to 150Hz, have been described in human screams, 

enhancing salience and making it more likely to attract attention and trigger a rapid 

response (50, 51) . 

 

3.4 Combination, Compositionality and Human Speech 

While frequency and rhythm play essential roles in acoustic communication, some 

animals also organize their calls into sequences, creating the potential for more 
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complex patterns of information, enhancing the communicative richness of their vocal 

systems.  

Some species can combine meaningless units into larger meaningful ones. This ability 

known as combinatoriality is the base for more complex auditory communication 

systems. Some animals, such as birds or whales, combine individual syllables or notes 

into unique songs and sequences (52, 53). Combination is also at the heart of human 

language. The smallest acoustic units and building blocks of spoken language are 

phonemes, which allow for the differentiation of meaning. For instance, phonemes like 

/d/ /ɒ/ and /ɡ/  can be combined to form the word “dog”, and the difference between 

the words « beau » and « peau » in French only comes from one phoneme. 

Even more complex, some species can build up sequences of meaningful units, in 

which the meaning of the sequence is derived from the meaning of its part. This ability, 

known as compositionality, is also at the core of human speech. Often set apart for its 

complexity and compositional nature, the hierarchical structure of language, which 

allows for the generation of an infinite variety of meanings from a finite set of 

elements, is a prime example of compositionality. When combined together, phonemes 

form syllables that typically contain a vowel and one or several surrounding 

consonants. Syllables are then combined into words, which will then be organized in 

sentences, following grammatical rules specific to each language. This hierarchical 

structure of language allows for incredible versatility. By rearranging and composing 

basic units together, speakers can generate an endless array of new meaningful ones, 

each conveying unique meanings (fig 3).  
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Figure 3 :  Hierarchical structure showing how an english sentence is built by 

associating smaller subparts into bigger ones. 

 

While compositionality was once thought to be unique to human language, recent 

studies have revealed its occurrence in primates and certain bird species. A well-known 

example is seen in male Campbell’s monkeys (Cercopithecus campbelli), which produce 

distinct alarm calls such as ‘krak’ for leopards and ‘hok’ for eagles. These calls can be 

modified by adding an ‘-oo’ suffix, resulting in ‘krak-oo,’ which indicates a broader 

range of disturbances, and ‘hok-oo,’ which signals non-ground-based threats (54). 

Similarly, in birds, Pied babblers (Turdoides bicolor) combine their typical alert and 

recruitment calls into a specific vocalization when faced with a terrestrial threat that 

requires mobbing (55). 

 

3.5 Chapter Summary 

Sound production across the animal kingdom, while varied in mechanisms, is unified 

by shared principles that enhance communication. Whether through vocal or 

non-vocal means, the modulation of frequency, rhythm, and compositional structures 

reflects common strategies animals use to convey critical information. 
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EVOLUTION OF ACOUSTIC COMMUNICATION 
 

« There is grandeur in this view of life, with its several powers, having been originally 

breathed into a few forms or into one; and that, whilst this planet has gone cycling on 

according to the fixed law of gravity, from so simple a beginning endless forms most 

beautiful and most wonderful have been, and are being, evolved. » 

 

Charles Darwin, On the Origin of Species. 

 

4.1 Brief History of Evolution Theory 

At the origin of evolution lies a fundamental question that philosophers have debated 

for centuries and continue to do so today: 'Where do humans come from?'. Despite 

being present quite early in the history of science, the evolutionary idea always faced 

strong resistance, opposed to the religious belief of mankind's godly creation. 

Influential philosophers from ancient Greece like Plato or Aristotle defended this idea 

of humans' divine origin and their special role in the cosmos, distinguishing them from 

other animals. These ideas were also strongly put forward by the rise of monotheist 

religion in the Middle Ages, often linked to the concept of vitalism or « breath of life».  

It was only in the 18th century, during the Enlightenment, that they started to be 

challenged. The classification of species, done by Carl von Linnaeus in his book 

« Systema Naturae » (1735), as well as his binomial nomenclature of species, would be 

the start of a revolution in the century to come (56). Even though Linée was considered 

a fixist, who believed that species were created as such and could not be modified, his 

classification, surprisingly still widely accurate three centuries later, and his work on 

plant hybridization inspired the mind of his contemporary.  

A few decades later, at the beginning of the 19th century, Jean-Baptiste Lamarck 

proposed the first theory of evolution, known as transformism or Lamarckism. 

Lamarck believed in the inheritance of acquired characteristics, meaning that 

characteristics acquired by an individual during his lifetime could be passed on to the 
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next generation, pushed by an inherent drive to become more complex or perfect. He 

exemplified his theory using the giraffe’s neck, which would have become longer over 

generations due to ancestors stretching their necks to reach higher leaves (Fig 4). 

Despite not endorsing the idea of a common lineage between species, Lamarck's work 

was highly influential in developing the modern view of evolution. 

 

 

 

Figure 4 : Drawing of Lamarck Giraffe’s theory,  suggesting that giraffes gain long 

necks by stretching them trying to get to higher leaves. Adapted from (57) 

 

Finally, in the middle of the 19th century the development of evolution theory reached 

its biggest milestones, carried by Alfred Wallace and Charles Darwin. Both travelers 

and in close contact during their entire careers, Darwin co-jointly presented their 

theory at the Linnean Society in London in 1858. Later, with the first publication of his 

famous book «On the Origin of Species » in 1959 Darwin established his now 

well-accepted theory of natural selection. For Darwin, the environment exerts selective 

pressures on species, favoring the survival and reproduction of individuals with 

advantageous traits. Building on Lamarck's idea, Darwin’s theory suggests that giraffes 

born with longer necks would have better access to food, enhancing their fitness and 

reproductive success. Over time, this would result in a new generation of giraffes with 

even longer necks. These longer-necked individuals would breed with one another, 
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progressively leading to giraffes with increasingly longer necks. Darwin postulates for a 

common lineage to all species, pictured through the « Tree of Life » in which each 

branch represents a lineage that splits into new species. In doing so, he implies the 

existence of a common ancestor for all species (58). 

The discovery of Deoxyribonucleic Acid (DNA) by James Watson and Francis Crick a 

century later supported Darwin's theory of evolution by providing a concrete 

mechanism for how traits are inherited and passed on through generations (59). While 

Darwin's theory explained how natural selection favors individuals with beneficial 

traits, DNA revealed the genetic basis of these traits and their transmission from 

parents to offspring (60). This genetic understanding reinforced Darwin's ideas and 

allowed for the updating of Lineaus' classification, by comparing species' DNA to 

establish their lineage through the science of genetics instead of empirical observation 

and arbitrary decisions, giving birth to the phylogenetic classification of living 

organisms (Fig 5). 

 

 

 

 

Figure 5 : Phylogenetic tree of life representing all living organisms and their last universal 

common ancestor (LUCA). Adapted from (61) 
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4.2 Phylogeny 

In the phylogenetic classification of life, all species are organized into three domains: 

Archaea, Bacteria, and Eukarya, each of which is further divided into kingdoms (Fig 5). 

In biology, animals are defined as multicellular eukaryotic organisms belonging to the 

Animalia kingdom within the Eukarya domain. The Animalia kingdom is subdivided 

into 36 phyla (Arthropoda, Chordata …), which are further divided into approximately 

110 classes (Mammalia, Reptilia, …). These classes are divided into around 1,200 orders 

(Carnivora, Anura,  Squamata …) and then into 5,000 to 6,000 families (Canidae, 

Alytidae, Gekkonidae …), encompassing a total of about 1.5 to 2 million discovered 

species. To represent the relationships between species, we use tree-like representation, 

where each species is connected by branches. The length of these branches represents 

the phylogenetic distance between the species, and the nodes where branches meet 

represent the common ancestors of two or more species. 

Phylogeny can be used to study the origins of specific traits. Let's consider 

echolocation, the ability to navigate the environment using sound, found in both 

dolphins and bats. There are two possible evolutionary scenarios for this trait. First, 

echolocation may have appeared once in the common ancestor of both dolphins and 

bats. Alternatively, echolocation could have evolved independently twice, once in the 

ancestor of all dolphins and once in the ancestor of all bats. By examining the presence 

or absence of echolocation across species that are positioned between dolphins and 

bats on the phylogenetic tree, researchers can determine the most likely scenario. If 

most of these intermediate species possess echolocation, it likely appeared in the 

common ancestor of dolphins and bats. On the other hand, if most of these species 

lack echolocation, as is the case here (62), it suggests that echolocation evolved 

independently in both lineages. 

 

4.3 Phylogenetic Models 

In cases of continuous traits, more complex phylogenetic models can help understand 

how these traits evolved over time, revealing patterns of conservation, diversification, 

or drift. Conservation indicates that a trait has remained relatively unchanged through 
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evolutionary history, suggesting its fundamental importance. Diversification shows 

how a trait has varied, possibly adapting to different environments or ecological niches, 

highlighting the dynamic nature of evolutionary processes. Drift, on the other hand, 

refers to random changes in trait frequency, which can lead to traits that are neither 

strictly conserved nor diversified, but fluctuate unpredictably over generations. 

To represent these evolutionary processes, mathematical models are often employed to 

simulate the evolution of traits under various assumptions. One of the most widely 

used and foundational models is based on Brownian motion (BM) processes. This 

model assumes that the evolutionary changes in a trait over time are driven by a series 

of small, independent, and normally distributed random steps, without any long-term 

directional trends or tendencies to revert to a specific state (59). As such, the BM 

model is particularly well-suited for representing processes like diversification or 

genetic drift. For example, the evolution of body mass in some primates lineage has 

been shown to follow a Brownian motion process, suggesting that changes in body size 

occur randomly across species without a clear, consistent directional trend (63) 

However, a limitation of the BM process is that it is not well-suited to model 

conservation scenarios in which the evolutionary pressure persists over time and 

affects different branches similarly. To overcome this issue, Butler et al. (2004) 

introduced the Ornstein-Uhlenbeck (OU) process. Unlike BM, the OU model assumes 

that evolution is not only random, but also stabilized by an optimal value to which the 

trait tends to return (60). This makes the OU process particularly useful for modeling 

scenarios where traits tend to return to an evolutionary optimum due to stabilizing 

selection or other consistent environmental pressures. For example, The evolution of 

size and tooth morphology in canines can be modeled by an Ornstein-Uhlenbeck (OU) 

process, with phenotypic evolution being directed toward adaptively optimal 

morphologies, such as larger body size and broader molars (64). 

4.4 Evolution of Acoustic Communication and Language 

Acoustic communication being an essential trait for animal fitness and survival, it is no 

surprise to find it widespread across the phylogeny. It is present in insects, but also in 
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every class of vertebrates, and believed to have evolved separately in these two 

branches.  

In vertebrates, vocal communication was believed to have evolved separately in the 

different classes. However recent developments, notably establishing the use of 

vocalizations in most turtles and caecilians, have traced back its origin to the common 

ancestor of all choanate vertebrates 405 Million Years Ago (65).  

While acoustic communication is widespread among species and exhibits remarkable 

diversity and complexity, it serves as a foundation upon which more intricate systems 

like human language may have evolved. As previously mentioned, the impressive 

combinatorial mechanism of language has led to debates about its origin and whether 

it is unique to humans. Historically, philosopher René Descartes stated that "language 

distinguishes us from other animals that cannot arrange their thoughts by which to 

make their thoughts known." 

This view of language's uniqueness, strongly supported by Noam Chomsky's work, is 

still defended today but faces challenges from researchers like Tecumseh Fitch and 

others. Chomsky theorized that the ability to learn language is innate to humans, and 

humans alone, proposing a universal grammar, present from birth, that facilitates the 

acquisition of languages. He argues for a cognitive gap between humans and 

non-human animals, enabling the human brain to process complex and organized 

communication, while non-human animals cannot (66). 

Fitch and colleagues, on the other hand, propose a gradual model of language 

evolution, where language traits would have emerged over time across various species 

(67). Vocal learning, as observed in species like California sea lions, is one such trait, 

where individuals modify their vocalizations based on auditory experience (68). This 

ability is considered a precursor to more advanced language skills, as language is not an 

innate communication but acquired through learning. Likewise, combinatoriality, seen 

in birds and primates, involves combining smaller vocal units, pointing to an 

incremental development toward language. For example, baboons produce syllable-like 

sounds, which could indicate early stages of speech-like production (69). 
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Behavioral and genetic studies, including the discovery of the FoxP2 gene and 

experiments attempting to teach language to chimpanzees and parrots, show that 

non-human animals cannot learn and use language with its complex rules, reinforcing 

the uniqueness of human language. However, acoustical and neuroscientific studies 

reveal a continuum of communication perception and production between humans 

and non-human animals. Evidence of brain asymmetry, such as the hypertrophy of the 

left planum temporale and the depth of the central sulcus, has been found in primates, 

suggesting shared neurological features (70–72) . Volitional control over vocalizations 

in crows (73), referential alarm calls in vervet monkeys (74), and the cultural 

transmission of songs in humpback whales (75) further strengthen the idea of this 

continuum. Instead of viewing these theories as opposing, recent research proposes a 

synthesis of both perspectives, incorporating elements of each. 

In this context, rhythm being a key feature of speech comprehension in speech, its 

study in animal communication becomes crucial for understanding language evolution. 

While most research focuses on vocal learning species, those able to detect and 

synchronize motor actions to external rhythms, rhythmic abilities are also observed in 

non-vocal learning species like primates (76), marmots (77), and even non-vocal 

animals. This ability to perceive and produce rhythm may have been a key precursor to 

the development of more complex language systems in humans,  further supporting 

the idea of a gradual evolution of language across species. Studying the evolution of 

rhythmic capabilities could therefore provide valuable insights into how language may 

have emerged in humans. 

 

4.5 Chapter Summary 

While the origin of acoustic communication remains unclear, the origin of vocal 

communication, crucial for survival and fitness, can be traced back to the common 

ancestor of all choanate vertebrates and later diversified across species. Although the 

gradual evolution of language from these vocalizations is still a theory, studying the  

development of rhythmic abilities and vocal learning in animals could provide valuable 

insights into how complex language may have gradually emerged in humans. 
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NEUROANATOMY OF ACOUSTIC COMMUNICATION 

 

5.1 Anatomy of Ascending Auditory System Pathway 

In mammals, despite some specialization in species using echolocation, the anatomy of 

the auditory system is quite conserved. The journey of sound starts after the cochlea, in 

which sounds will be transformed into an electrical signal that will travel through the 

auditory nerve. The auditory nerve will carry this signal toward the brain stem, in the 

Superior Olivary Complex (SOC) or the Cochlear Nuclear Complex (CNC) which will 

perform spatial analysis of sound sources. Afference from both CNC and SOC will then 

converge to the Inferior Colliculus (IC) in the midbrain, in which information carried 

by the sound will be further processed. From there, the signal will travel through the 

Medial Geniculate Nucleus (MGN) of the thalamus, which will serve as a relay station 

toward the Primary Auditory Cortex (A1) that will analyze the sound in terms of pitch, 

volume and rhythm (Fig 6). Finally, information can be sent to higher parts of the 

auditory cortex and associative areas for integration of more complex sensory 

information and cognitive functions (78).  

The anatomy of the bird and reptiles' auditory pathway is quite similar. The auditory 

nerves travel through the same brainstem and midbrain nucleus toward the thalamus. 

From there, information will be sent to Field L, the bird equivalent of the primary 

auditory cortex (A1), which is further divided into five subregions, or in the auditory 

pallium in reptiles and amphibians. Finally, as it is the case in mammals, information 

can be sent to higher auditory and associative areas, that coordinate more complex 

functions such as vocal learning, song memory or species-specific call recognition 

(79–81). 
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Figure 6 : Human ascending auditory pathway from the cochlea to the primary auditory 

cortex. Adapted from (82). 

 

 

 

Due to the vast diversity of insect species, describing a single auditory pathway is 

challenging. However, the sound processing steps in insects are generally similar to 

those in reptiles and amphibians. The key difference is that while large nuclei of 

neurons handle these computations in other species, in insects, these tasks are often 

performed by one or small groups of neurons, likely due to size limitations (83) . 

31 

https://www.zotero.org/google-docs/?CgyHIz
https://www.zotero.org/google-docs/?QdAVDc


 

5.2 Brain Anatomy of Speech Processing 

Historical research on the neural pathways underlying speech processing has 

emphasized the lateralization of language functions, particularly through the Wada 

test. In this procedure, researchers temporarily anesthetize one side of the brain to 

observe the specific contributions of each hemisphere to language processing. In most 

patients, anesthetizing the left hemisphere results in a loss of language production, a 

condition known as aphasia. In 1861, through studies of aphasic patients, French 

neuroscientist Paul Broca proposed the existence of a brain region responsible for 

speech production, located in the left Brodmann areas 44 and 45, which he named 

Broca’s area (84). A few years later, in 1874, German neurologist Carl Wernicke, through 

studies of patients with impaired speech comprehension, identified a speech 

comprehension center in the left parietal lobe, later named Wernicke’s area (85). Over 

the years, numerous functional and anatomical asymmetries related to language 

function have been described, such as the leftward asymmetry of the planum 

temporale (86) and the central sulcus (87).  

While research on the left asymmetry of language and the roles of Broca's and 

Wernicke's areas dominated the field, studies like Robin et al.'s 1990 paper, which 

showed impairment of spectral information processing in patients with right auditory 

cortex lesions (88), or Belin et al.'s work showing bilateral activation during 

slow-changing acoustic transitions (89), contributed to the proposal of a dual-stream 

model of speech processing by Hickok and Poeppel. In this widely accepted model, 

speech is processed through two pathways. The dorsal pathway, primarily 

left-lateralized, encompasses key regions involved in transforming acoustic signals into 

articulatory representations for speech production. This pathway includes an 

articulatory network, such as the posterior inferior frontal gyrus and premotor cortex, 

and a sensorimotor interface, notably in planum temporale, which facilitates the 

mapping of auditory input onto motor plans. In contrast, the ventral pathway, 

organized bilaterally, supports speech comprehension. It includes a combinatorial 

network in the anterior temporal lobe (ATL), which integrates syntactic and semantic 

elements, and a lexical interface in the  superior temporal sulcus (STS), linking sound 
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to meaning. A core component of the ventral pathway is the superior temporal gyrus 

(STG), which processes incoming auditory information and plays a critical role in 

extracting phonetic and semantic content from speech (Fig. 8). Together, these 

pathways form a dynamic system for producing and understanding speech (90). 

 

 

 

Figure 8 : (A) The dual-stream model of Hickok and Poeppel in schematic form and the neural 

correlates of each node (B). Blue areas represent the dorsal stream, while pink areas the 

ventral one. Adapted from (91) 

 

5.3 Brain Anatomy of Vocal Processing in Animals 

Studies on vocal processing in animals have primarily focused on non-human primates 

(NHP) because of their close phylogenetic relationship to humans, and on songbirds 

due to the intricate complexity of their vocal displays. 

Anatomical studies in non-human primates have revealed conserved brain asymmetry 

related to conspecific vocal processing, shared between NHP and humans. Notably, 

leftward asymmetry of the planum temporale has been observed in chimpanzees, olive 
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baboons, and rhesus monkeys, echoing the leftward asymmetry of Wernicke’s area in 

humans (72). Similarly, research on sulcal depth in olive baboons has demonstrated a 

conserved leftward asymmetry in the depth of the superior temporal sulcus (STS) (70). 

Functional brain research in NHP, particularly in rhesus monkeys, has highlighted 

similarities in species-specific sound processing between human and NHP brains. 

When exposed to conspecific vocalizations, macaque brains exhibit increased activity 

in the anterior superior temporal gyrus (STG) and superior temporal sulcus (STS), 

analogous to the human temporal voice area (92) . Additionally, conserved mechanisms 

for processing vocal sequences have been identified. For instance, several frontal cortex 

regions, including the ventral frontal and opercular cortex (vFOC), insula, and 

Brodmann areas 44/45, show heightened activity in response to sequences that violate 

previously learned grammatical rules in both humans and macaques (93). 

Interestingly, these similarities are not limited to primates but extend across a diverse 

range of species, highlighting a potential evolutionary convergence in neural 

mechanisms for processing vocal communication. In mammals, mustached bats 

(Pteronotus parnellii) and mice (Mus musculus) demonstrate pronounced 

left-hemisphere dominance when responding to conspecific vocalizations (94, 95), 

suggesting that temporal and spectral features of these calls are preferentially 

processed by specialized neural circuits in that hemisphere.  

Similarly, in birds, species like zebra finches (Taeniopygia guttata) exhibit a striking 

left-hemisphere preference for vocal processing in the Field L region, in a structure 

analogous to Broca's area in humans (96). Interestingly, this left-hemisphere 

dominance for vocal processing extends beyond zebra finches to other bird species, 

such as canaries (Serinus canaria) and European starlings (Sturnus vulgaris), both of 

which also show a lateralized response to song processing in the left hemisphere (97, 

98).  
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5.4 Chapter Summary :  

Comparative neuroanatomy of acoustic communication reveals conserved neural 

mechanisms across species, such as the left hemisphere’s dominance in vocal 

processing in both mammals and birds, suggesting an evolutionary convergence in how 

complex vocalizations are processed. These findings support the idea that intricate 

vocal communication in both animals and humans relies on specialized, lateralized 

brain circuits for producing, learning, and understanding sounds. 
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OSCILLATIONS AND BRAIN FUNCTION 
 

6.1 Brain, Neurons, and Synapses 

 

To understand brain oscillations, one should first talk about the brain. In animals, 

information within the brain is encoded through electrical and chemical signals. These 

signals are produced by neurons, the fundamental units of the nervous system. Even 

though neurons exist in various forms, they share similar basic structures. Each neuron 

is made of a cell body, called the soma, dendrites, spike-shaped extensions of the soma 

receiving information from other neurons, and an axon which transmits the electrical 

signals to other cells. Inside the brain, axons from neurons make contact with the 

dendrites of other neurons, creating a zone of information exchange called the synapse 

(Fig 6). A synapse is made of the end of an axon, called the pre-synaptic component, 

and the beginning of one or several dendrites, called the post-synaptic component.  

 

 

Figure 6 : Schematic representing two human neurons connecting with each others 

through electrical signals. 

 

Fundamentally, neurons encode information through their spiking activity, 

characterized by the rate and pattern of firing. When an action potential occurs in the 

pre-synaptic neuron, it prompts the release of neurotransmitters into the synapse. 

These chemical compounds bind to specific receptors on the surface of the dendrites of 
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the post-synaptic neuron. Depending on the type of neurotransmitter, this binding will 

either depolarize the post-synaptic membrane, creating an Excitatory Post-Synaptic 

Potential (EPSP), or hyperpolarize it, resulting in an Inhibitory Post-Synaptic Potential 

(IPSP). EPSPs increase neuronal excitability, whereas IPSPs decrease it. When action 

potentials fire rhythmically and synchronously, they induce synchronous EPSPs or 

IPSPs in the receiving neurons. This synchronization leads to rhythmic alternations 

between periods of high and low excitability in the receiving cells . When happening at 

a neuron population level, these alternations create electrical waves called brain 

oscillations (99). These oscillations can be measured in single neuron activity and 

small groups of neurons using invasive local field potential techniques, or at a more 

general scale, using non-invasive techniques such as scalp electroencephalography 

(EEG) or magnetoencephalography (MEG) (100). 

 

6.2 Brain Oscillations  

Brain oscillations have first been described in the human brain by Hans Berger, the 

inventor of the electroencephalography (EEG) technique in 1925. By placing electrodes 

on the scalp of a male subject, Berger was able to measure spontaneous oscillatory 

activity in the brain when the eyes were closed, as well as their suppression when the 

eyes were open. In his paper at the time, Berger concludes « Indeed, I believe that I 

have discovered the electroencephalogram of man and that I have published it here for 

the first time ». While Hans Berger first described alpha oscillations as endogenous, 

arising spontaneously during states of rest,  Edgar Douglas Adrian  later demonstrated 

that oscillations could also be stimulus-driven, occurring in direct response to sensory 

input. This distinction between intrinsic, resting-state activity and externally evoked 

responses not only reinforced Berger’s findings but also solidified EEG as a reliable and 

versatile brain imaging technique. 

 

Later studies using frequency decomposition techniques identified spontaneous and 

stimulus-driven oscillatory activity in the human brain,  across four primary frequency 

ranges: delta (1-4 Hz), theta (4-8 Hz), alpha (8-14 Hz), beta (14-30 Hz), and low gamma 
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(25-55 Hz). As oscillation bands reflect synchronous neuronal activities, their 

functional roles are closely tied to their region of origin in the brain, and can represent 

the physical and molecular constraints that shape brain function. 

Delta oscillations or slow oscillations are preeminent during the deep sleep stage. Delta 

oscillations are linked to basic homeostatic and motivational processes, including 

hunger, sexual arousal, and attention (101). In the motor cortex, delta oscillations 

interact dynamically with beta rhythms and contribute to movement planning and 

execution (102). Moreover, delta oscillations are actively involved in sensory input 

processing and integration (103). 

Theta oscillations are present in a consortium of mechanisms. Preeminent in the 

hippocampus, they  have been linked to visual memory (104), auditory processing (105) 

,sustained attention (106), spatial coding (107), anxiety behavior (108) and 

decision-making (109). Theta oscillations in the human brain are also related to 

language and music processing (110). 

Gamma oscillations are involved in higher cognitive functions, including attention and 

consciousness (111). They are crucial for the binding of sensory inputs, enabling the 

brain to create a cohesive perception of the environment (112). Gamma rhythms are also 

associated with the processing of complex stimuli, such as tasks requiring high levels of 

concentration, playing a role in memory formation, learning, and the synchronization 

of activity across different brain regions (113, 114)  . 

 

6.3 Evolution of Brain Oscillations in Animals 

 

Even though oscillations quickly became a human-oriented subject of interest, mainly 

due to how easy and non-invasive it is to record them, they were first described in 

animal brains, and are ubiquitous across the animal realm.  In mammals, oscillations 

have been extensively studied. Data from humans, chimpanzees, cats, dogs, mice, 

guinea pigs, and many others show clear conservation of rhythmic patterns across most 

38 

https://www.zotero.org/google-docs/?28IF1e
https://www.zotero.org/google-docs/?SGUVWJ
https://www.zotero.org/google-docs/?G6YPXh
https://www.zotero.org/google-docs/?U6XiYs
https://www.zotero.org/google-docs/?AkMnRf
https://www.zotero.org/google-docs/?YSWozD
https://www.zotero.org/google-docs/?7rvgVu
https://www.zotero.org/google-docs/?sjtZo4
https://www.zotero.org/google-docs/?8zYVth
https://www.zotero.org/google-docs/?U9uTHH
https://www.zotero.org/google-docs/?OnC48L
https://www.zotero.org/google-docs/?rbfGOA
https://www.zotero.org/google-docs/?ftPcpd


 

mammals (115). Among the four primary bands, only theta oscillations, recorded in the 

hippocampus, vary between species, slowing down as brain weight increases (Fig 7). 

Research on oscillations in birds are less common. Beta (13-19 Hz) and gamma (33-48 

Hz) oscillations have been identified in crows’ brains. Gamma oscillations (36Hz) were 

also induced in the hippocampal formation of domestic chicks through cholinergic 

activation. 

 

 

 

 

Figure 7 : Relationship between brain weight and frequency of the various rhythm 

classes on a log-log scale. Note the small variation of frequency changes despite 

increases in brain weight of several orders of magnitude. Adapted from (115). 

 

In reptiles, delta oscillations (0.5-4 Hz) dominate brain activity and are primarily 

associated with ancient, evolutionarily conserved processes like selective attention and 
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the detection of salient stimuli in the environment (101). In turtles, visual stimuli have 

been shown to induce oscillatory activity in the alpha (10 Hz) and beta (20 Hz) bands 

(116). 

In insects, most research on oscillations has focused on Drosophila. Delta oscillations 

(0.5-2Hz) have been observed during sleep (117), stimulus-dependent gamma 

oscillations can be recorded from the optic lobes, and beta oscillations (20-30 Hz) in 

the central complex are linked to visual attention, specifically locking onto the 

temporal features of attended objects (118). 

 

6.4 Neural Substrates of Speech Processing 

While fMRI studies have highlighted the lateralization of language function, research 

has also emphasized the role of neural oscillations in speech decoding. This focus 

stemmed from the discovery of a correlation between syllabic rate (2-8 syllables/s) and 

the frequency of theta oscillations. Temporal variation at different timescales is a 

specific feature of speech that directly relates to its hierarchical structure. Indeed, as 

units combine together to form the higher one, phonemic information occurs in the 

low gamma range (25-35Hz), syllabic in the theta range (4-8Hz) and word in the delta 

range (1-4Hz). 

There is evidence that in human listeners, theta oscillations entrain to the syllabic 

rhythm by resetting their phase at syllabic boundaries. As speech, which is 

hierarchically organized, theta oscillations also work in close relation with slow-gamma 

oscillations that serve to process segmental cues. Theta oscillations regulate the 

amplitude of slow-gamma oscillations through a mechanism of phase-amplitude 

coupling. While the phase of theta oscillations goes up, the amplitude of gamma 

oscillations goes down and vice-versa (Fig 9). This creates an alignment of neuronal 

excitability with speech acoustic structure, supporting speech decoding through 

syllables parsing and identification (119). Quite importantly, this processing of speech 

by brain oscillations has been shown to rely mostly upon rhythm, and not unit length, 
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as intelligibility of three-time compress speech can be regained by enlarging the silence 

gap between the compressed syllables (120). 

 

 

 

Figure 9 :  Giraud and Poeppel model of speech processing by the brain through theta 

and gamma oscillations. The model involves five key operations: resetting theta 

oscillations with speech onset, tracking the speech envelope, coupling theta and 

gamma oscillations, using gamma power to regulate neuronal excitability, and 

aligning neuronal activity with speech modulations to optimize signal processing.  

Adapted from (119).  

 

 

6.5 Neural Substrates of Animal Acoustic Communication Processing 

The model of speech processing through brain oscillations was initially developed on 

the work of Peter Lakatos and Charles Schroeder, who demonstrated that oscillations 

in the auditory cortex of rhesus monkeys are hierarchically organized (121). Yet, 
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research on rhythmic stimulus processing in non-human animal brains remains 

limited. Recent studies from Sonja Kotz's lab have shown that slow oscillations in the 

rhesus monkey brain entrain to rhythmic environmental sounds (122), suggesting that 

the fundamental mechanisms for neural entrainment were likely present in our 

common ancestors. Additionally, the discovery of neuronal entrainment to syllables in 

canary songs (123) implies that these mechanisms may have originated even earlier, in 

the common ancestor of birds and mammals. 

Despite the similarities in sequence production and processing between humans and 

animals, there is still a significant gap in our understanding of how vocal sequences 

relate to brain oscillations in general and how brain oscillations respond to rhythmic 

sounds across different species. 

 

6.6 Chapter summary 

Brain oscillations, especially delta, theta and gamma rhythms, play a crucial role in 

speech processing by synchronizing neuronal activity to decode syllabic structures and 

acoustic patterns. While their role in animal acoustic processing remains unclear, the 

conservation of these oscillatory mechanisms across species, alongside evidence of 

their similar organisation, suggests an evolutionary continuity of acoustic processing in 

animal species. 

 

 

THESIS OBJECTIVES 
 

Despite the importance of rhythm in animal vocalization, and its tight link to brain 

oscillation, especially in human speech, the mechanism underlying rhythm perception, 

as well as the implication of brain oscillation in its processing in animals remain largely 

unknown. 
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To address this gap, this thesis employs a comprehensive approach. First, acoustic 

rhythms were quantified across a diverse range of animal species from various taxa, 

investigating the factors that may have influenced the evolution of rhythm and 

constructing models of its most plausible evolutionary scenarios.  This research aims to 

reconstruct the origins of rhythm, provide a foundational understanding of its 

emergence and offer insights into the potential neural mechanisms underlying rhythm 

processing. 

Next, to investigate auditory processing in non-human animals, we developed a 

sedation protocol for non-human primates. This protocol allows for EEG recordings on 

sedated subjects while preserving auditory processing in the brain. Using this protocol, 

we examined the relationship between brain oscillations and vocalization rhythm in 

Olive baboons (Papio anubis) and humans. By comparing how rhythm is processed in 

conspecific vocalizations between the two species, we aimed to uncover the 

fundamental auditory processing mechanisms that support the complex hierarchical 

structure of speech in the human brain, as well as enhancing our understanding of 

animal communication. 

Finally, to investigate the prevalence and functional significance of non-linear rhythmic 

patterns in animal vocalizations, we analyzed the calls of nesting offspring from 33 bird 

species across 11 orders, focusing on the presence or absence of roughness in their 

vocalizations. 

This work, by uncovering a conserved rhythm in animal vocalizations, points to ancient 

mechanisms underlying acoustic communication. By exploring the neural and 

evolutionary roots of rhythm processing, this thesis reveals connections between 

animal vocalizations and the origins of human speech. Highlighting the potential 

adaptive roles of nonlinear phenomena, it raises questions about how acoustic signals 

evolved to meet diverse environmental needs. Overall, these findings suggest a deeper, 

shared framework for communication that transcends species, offering new insights 

into the relationship between rhythm, brain function, and the evolution of language. 
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EXPERIMENTAL PART 
 

 

CHAPTER 1 

 

A universal rhythm in animal acoustic communication 
 

T. Piette†, C. Cathcart†, C. Barbieri, K. M. Ming, D. Grandjean, B. Bickel, E. C. Déaux*, 
A-L. Giraud* 

† Joint first authors 

* Joint last authors 

 

Summary Of Results 

 

Although rhythm is recognized as a critical component of speech comprehension, little 

is known about its role in animal acoustic communication, as well as its origin and 

evolutionary history. Consequently, this chapter delves into its evolution, from its 

production to neural processing, and examines how these factors may have influenced 

its use across time and phylogeny. First, we quantified rhythm in acoustic sequences 

from 98 species including birds, mammals, amphibians, insects, reptiles, and fish. We 

investigated whether physiological and morphological factors, such as breathing rate, 

heart rate, biomechanical constraints, environmental influences, and social complexity, 

constrain communication rhythms across species. Phylogenetic modeling did not 

support an influence of these species-specific selective forces, instead, suggesting a 

phylogeny-wide evolutionary pressure towards an optimum of 2.9 Hz, in the neuronal 

delta range (1-4Hz). 
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CHAPTER 2 

 

Light propofol anaesthesia for non-invasive auditory EEG 
recording in unrestrained non-human primates. 
 

  
T. Piette, C. Lacaux, M. Scheltienne, V. Sterpenich, Marie (vétérinaire), Valérie (assistante 
véto), D. Grandjean, A. Meguerditchian,  E.C Déaux, A-L.Giraud. 
 
 

 

Summary Of Results 

  
While studying rhythm through a bioacoustic lens has provided valuable insights into 

its evolution, confirming the link between brain oscillations and acoustic rhythm in 

animals requires recording brain signals across diverse species. Developing a simple, 

adaptable passive listening experiment could enable tracing the origins and evolution 

of rhythm processing in the brain. However, conducting EEG research in awake animals 

presents significant challenges. EEG is highly sensitive to motion artifacts, and the 

overall fragility of the recording equipment further complicates data acquisition in 

active and moving animals. While some studies rely on invasive intracranial, or 

contention protocols, these set-ups greatly limit the scope and generalizability of the 

experiments, and raise serious ethical questions.  We, therefore, explored the use of 

light propofol anesthesia for auditory-related tasks in non-human animals. We show 

that light propofol anesthesia injected at 0.1 mg/kg/h induces light sleep in female olive 

baboons (Papio anubis) while conserving basic auditory processing, as shown by the 

presence of classical N100 and P200 auditory ERP components. These findings thus 

validate the use of light propofol anesthesia for auditory-related tasks in non-human 

animals. 
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CHAPTER 3 

 

Hierarchical coupling of slow and low-gamma oscillations for 
vocal processing in humans and non-human primates. 

 

T. Piette,D. Grandjean, A. Meguerditchian,  E.C Déaux, A-L.Giraud. 
 
 
 

Summary Of Results 

 

Theta/gamma oscillation coupling is a hallmark of speech processing that reflects the 

hierarchical encoding of phoneme-level acoustic cues by the low-gamma rhythm 

within syllable boundaries flexibly tracked by theta oscillations. While theta and 

gamma oscillations are relatively conserved across species, whether their coupling is 

also a fixed conserved trait or a functional adaptation linked to human speech is 

unknown. In this study, we compared EEG responses to speech, grunt calls and 

matched rhythmic noises in humans and baboons. The stimuli were selected to 

examine the neural processing of different types of acoustic signals, ranging from those 

that are biologically relevant (conspecific calls) to more complex human-generated 

sounds (speech). The results indicate tracking of grunt via delta and theta oscillations 

(2-6Hz) in the baboon’s brain during listening, as well as theta-low gamma 

phase-amplitude coupling while listening to conspecific vocal sequences. Interestingly,  

we also observed tracking of syllables by theta oscillations (4-8 Hz) in the baboons' 

brain when listening to human speech, and phase-amplitude coupling between theta 

and low gamma oscillations when exposed to familiar words.  
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DISCUSSION 
 

THE EVOLUTION OF ACOUSTIC PROCESSING  
 

1.1 A Universal Rhythm in Animal Acoustic Communication 

Our finding of an animal-wide optimum rhythm around 2.9 Hz for acoustic 

communication challenges the current main idea that rhythm is shaped by 

biomechanical constraints, such as masticatory movements (jaws, tongue, teeth) in 

mammals or beak morphology in birds. Indeed, since body weight is a reliable proxy 

for organ size and mastication speed, the latter would predict a strong negative 

allometric relationship between rhythm and weight, at least in masticating species. 

Instead, the weak effect of weight on acoustic rhythms observed in masticatory species, 

and the absence of effect of beak morphology (depth, length and width) in birds both 

indicates that biomechanical constraints only exert a marginal influence on acoustic 

rhythm in animals. 

This stands in clear contrast to the evolution of dominant frequency (DF). Unlike 

rhythm, DF is strongly influenced by the size of the sound-producing organs, showing 

a well-documented negative allometric relationship with body weight. Rhythm, on the 

other hand, exhibits a distinct and independent pattern, further highlighting its unique 

evolutionary trajectory. 

In addition to showing that the emitter’s anatomical characteristics only have a 

marginal effect, our analyses also demonstrated that rhythm evolution cannot be 

explained by neither environmental pressures nor social complexity. Likewise, given 

the diversity of hearing structures and production modes, it seems unlikely that this 

common rhythm would be constrained by similarities in receivers’ anatomical traits. In 

fact, the early emergence of this conserved rhythm, as indicated by its conservation 

among birds, mammals and more remote species (insect, reptiles, fish), indicates a 

common, ancient and endogenous constraint on rhythm that predates the divergence 

of these lineages. 
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1.2 The Challenges Of Acoustic Processing 

When investigating acoustic communication, it is crucial to understand the 

fundamental principles underlying basic acoustic processing in the animal brain. While 

the origin of acoustic communication remains uncertain and may have evolved 

independently across different evolutionary branches, the origin of hearing in 

vertebrates can be traced back to their common ancestor (65). Early vertebrates 

possessed a lateral line system with sensory hair cells adapted for detecting waterborne 

vibrations (124). These hair cells provided the mechanosensory foundation for the 

evolution of the inner ear, enabling the detection of more complex acoustic signals. 

This shared evolutionary origin suggests that vertebrates likely rely on conserved 

mechanisms for basic acoustic processing, which may have significantly influenced the 

development and diversification of acoustic communication systems over time.  

Interestingly basic neural mechanisms are remarkably conserved, and could therefore 

well explain a widespread optimum rhythm. Vertebrates share a common location for 

motor neurons controlling vocalizations in the caudal hindbrain, where central pattern 

generators (CPGs) produce rhythmic outputs (125). Some of these CPGs regulate vital 

motor activities, while others are believed to control vocal production, influencing call 

duration and timing through motor neurons projecting to vocal muscles, supporting 

conserved mechanisms of acoustic rhythmic production. In terms of auditory 

reception, this conserved rhythm around 2.9 Hz (85% interval 1.1Hz-4.2Hz) best 

matches delta brain oscillations (1–4 Hz), which have been observed across species, 

including mammals, reptiles, and insects (101, 115, 117).   

When developing the ability to hear, our common ancestor most likely faced two major 

challenges. First, sounds need to be detected as quickly as possible. Any delay in 

detection could reduce the time available to respond to a potential danger, significantly 

decreasing the individual’s fitness. Second, it is equally important to distinguish and 

identify one sound from another. An individual should not respond the same way to 

the approach of a conspecific, a predator, or a natural danger.  While discrimination,  

identifying that sound A is different from sound B, does not necessarily require 

fine-grain frequency resolution, identification, on the other hand, involves associating 
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a sound with a specific meaning or source. This requires the resolution of detailed 

frequency information by the auditory system, enabling the accurate recognition of 

specific sound features. These two challenges, detectability and identification, most 

likely played a key role in shaping how we process natural sounds in our environment. 

Importantly, one role of the vertebrate inner ear is to process acoustic information 

through frequency decomposition (126), sharing similar limitations to the well-known 

mathematical Fourier transform used in signal processing. Using a short time window 

would result in good temporal resolution (i.e., good detectability) but poor frequency 

resolution (i.e., poor discrimination). Conversely, using a long time window would 

result in poor temporal resolution (i.e., poor detectability) but good frequency 

resolution (i.e., good discrimination) (127), a limitation known as acoustical uncertainty 

principle 

 

1.3 A Two Timescale Processing Of Sound 

To resolve this trade-off, one possible strategy would be to analyse sound 

simultaneously at two different time-scales, ensuring both good detectability and 

discrimination. As such, brain oscillations offer an effective tool providing a rhythmic 

framework that can align with the temporal structure of natural acoustic signals (119). 

Interestingly, delta oscillations have been shown to play a key role in structuring 

sniffing behaviors in mice (128) and eye-gaze patterns in humans (129), underlining 

their importance in active sensing. These slow oscillations have also been found to 

track word and prosodic-level information during speech, with their rate aligning with 

the conserved animal rhythm. This suggests that slow oscillations integrate sensory 

information and act as a primary gate for external stimuli, making them particularly 

effective for processing slow-varying acoustic cues, such as those essential for vocal 

recognition (103). This rhythmic mechanism likely aids in the discrimination of 

acoustic signals, ensuring efficient communication. In line with this, recent research 

indicates that despite millennia of domestication, dogs still process speech at a slow 

rhythm between 1 and 4 Hz (130), such that humans naturally adjust their speech rate 
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in noisy environments to enhance intelligibility (131), reinforcing the notion of a 

conserved and effective slow communications rhythm across species. 

On the other hand, analyzing acoustic signals at faster rhythms, if occurring 

simultaneously, could help maintain good detectability. Interestingly our preliminary 

results show tracking rate or grunt in the delta range as well as phase-amplitude 

coupling between slow and low gamma oscillations during the processing of 

conspecific vocalizations in baboons, supporting the idea of multi-time scale 

processing in non-human primates. Similarly, phase-amplitude coupling between slow 

oscillations (2-8 Hz) and low gamma oscillations (25-55 Hz) has also been observed in 

the auditory cortex of bats (132). These hint at conserved neural mechanisms for 

processing sound across species, with  slow and fast oscillatory rhythms working 

together to process auditory information at different timescales. However, further 

research is needed to confirm these findings, and to extend them beyond the 

mammalian branch to better understand the evolutionary origin and significance of 

these mechanisms. 

As we consider the brain's rhythmic processing of auditory information, it’s important 

to recognize that these mechanisms likely originate from circuits that have been 

positively selected for through evolution. Given the constant exposure to auditory 

stimuli, the brain should rely on efficient processing mechanisms. Slower oscillations, 

requiring less energy to generate, strike an optimal balance between energy efficiency 

and the capacity to continuously process auditory input. In this context, the conserved 

rhythm around 2.9 Hz might reflect the default firing rate of these neurons, providing 

an energy-efficient range at which these neural circuits function. This would  ensure 

that the brain can effectively screen and respond to the auditory environment while 

minimizing energetic costs. 
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1.4 The Evolution Of Speech Three Time Scale Processing 

While this thesis proposes a two-time scale processing of acoustic communication in 

non-human animals, human speech processing involves a more complex mechanism, 

relying on  three distinct timescales, delta, theta, and gamma rhythms, respectively 

corresponding to phonemic, syllabic, and prosodic rates (119). This raises intriguing 

questions about the origin and evolution of the third theta timescale in speech 

processing, particularly in relation to how it might have developed to support the finer 

temporal aspects of human language. 

Interestingly, while our previous study showed that dogs track language in the delta 

range, our preliminary analysis of speech processing in female baboons reveals that 

their brains can track faster rhythms in the theta range, rather aligning with the 

syllabic rate of speech. Furthermore, we also observed that  theta oscillations directly 

influence gamma oscillations during speech and conspecific vocal processing. as it 

would in the human brain. Additionally, research on macaques has demonstrated a 

three-level hierarchical organization of brain oscillations in their auditory cortex, 

where delta oscillations influence theta oscillations, which in turn influence 

low-gamma oscillations (121). The ability to track theta rhythms that we found in 

baboons, and the presence of theta low-gamma PAC,  coupled with the three-tiered 

organization of brain oscillations observed in macaques, suggests that the intermediary 

theta level of acoustic processing is already latently present in non-human primates, 

though it may not yet play a functional role in their acoustic communication. 

A plausible explanation for the development of such intermediary processing level in 

speech lies in the unique complexity of human social interactions. Unlike most 

animals, which limit their social exchanges to a relatively small number of individuals, 

humans engage in intricate social networks involving more than 100 individuals (133, 

134). As these interactions grew increasingly complex over time, the volume of 

information needed to be transferred between individuals likely surpassed the capacity 

of slower oscillatory processing. This pressure could have driven the use of an already 

existing faster intermediary timescale, allowing for the transmission of more detailed 

information. Although such faster mechanisms may be less reliable in term of 

frequency resolution than slower oscillations, which could explain why other primates 
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may not rely on them, this limitation might be overcome by shifting from passive 

acoustic signal processing to a predictive framework. Recent studies on the role of 

predictive coding in human speech processing support this idea, highlighting how 

prediction enhances the efficiency and accuracy of processing faster temporal 

information in complex communication (135–137). This mechanism, while likely present 

in other animal communication systems (138), may have become particularly crucial for 

speech processing in humans. enhancing the efficiency and accuracy of processing 

faster temporal information in complex communication. 

 

1.5 Low Gamma High Gamma And The Influence Of Roughness 

While it is intuitive to see how delta oscillations, as the slowest available rhythm, 

became the primary gate for auditory processing, the role of low gamma as the faster 

timescale for ensuring detectability remains less clear. Faster rhythms would offer 

smaller time windows, enabling better temporal resolution to detect rapid acoustic 

changes. This raises a compelling question: why would low gamma (25-35hz), rather 

than higher gamma rhythms (>40Hz), be selected for communication processing? 

An intriguing perspective on this emerges from studies on human screams, which hold 

a unique place in our vocal repertoire, being rarely used in routine communication. 

Research using the modulation power spectrum has shown that screams amplify 

amplitude modulations within a specific perceptual range, between 30-150 Hz, known 

as the roughness range (50). When present, these fast amplitude modulations are 

perceived as salient and aversive, creating a acoustic niche majoritarily used to 

communicate danger and distress (51). 

Interestingly, our results reveal that these amplitude modulations are also present in 

the vocalizations of most bird offspring calls, primarily used to attract caregiver 

attention, and have been conserved since the common ancestor of all birds. 

Additionally, studies have demonstrated the presence of roughness in the vocal signals 

of animals with more limited vocal repertoires, such as frogs, crickets, and drumfish .  
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This suggests that roughness may represent a conserved mechanism for capturing 

attention in acoustic communication, inherited from ancient auditory processing 

strategies. Notably, rough acoustic characteristics are also found in sounds emitted by 

natural dangers, such as thunder or crackling fire. During the evolution of hearing, 

natural selection may have favored individuals capable of quickly identifying 

environmental dangers based on these auditory cues. As acoustic communication 

evolved, this roughness niche may have been conserved as an effective strategy to grab 

attention and signal immediate danger. With the increasing complexity of 

communication systems, low gamma oscillations (25-35 Hz) were likely selected as the 

fastest remaining rhythm for processing other forms of communication. This frequency 

range, crucially, avoids overlap with the roughness spectrum. By operating at this lower 

gamma range, auditory processing ensures sufficient temporal resolution for detecting 

non-threatening sounds, while preserving the roughness characteristic for 

high-arousal, danger-related cues.  
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LIMITATIONS 

 

While offering valuable insights into basic acoustic processing mechanisms and 

proposing a comprehensive hypothesis on the evolution of acoustic communication 

through brain oscillations, driven by novel comparative studies, this thesis, like any, is 

not without its flaws. 

First, constructing a comparative dataset of animal vocal sequences required selecting 

recordings from various public and private databases, as well as seeking collaboration 

from researchers worldwide to share their recordings. In doing so, we often faced 

challenges accessing comprehensive metadata, particularly regarding call types and 

production contexts, which are known to impact rhythm in animal vocal 

communication (47). The same applies to our analysis of roughness in bird offspring, 

for which we primarily gathered data from the public Xenocanto database. 

Although our EEG experiment with female baboons yielded promising results, the 

small sample size limited the ability to generalize these findings. A larger cohort would 

be crucial to enhance their generalisability and reproducibility. Furthermore, while 

these preliminary results offer valuable insights into the evolution of acoustic 

communication in primates, they are not applicable beyond this group, and research 

on other species remains sparse. Expanding these experiments to include more 

distantly related species is therefore vital and could significantly deepen our 

understanding of fundamental acoustic processing mechanisms, particularly in relation 

to the evolution of the three-time scale processing of speech in the human brain. 

Furthermore, while our anesthetic protocol appears to preserve basic acoustic 

processing in non-human primates, we cannot completely rule out an effect of 

anesthesia on higher cognitive processing of auditory signals, potentially limiting our 

comprehension of complex auditory signal processing by the brain. 

Another limitation arises from EEG itself. While offering impressive temporal 

resolution, ideal for studying the brain's processing of rapidly changing rhythmic 

information, it suffers from a poor spatial resolution. Although this limitation can be 

addressed in human experiments using standardized caps with an extensive number of 
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electrodes, up to over 200, this approach cannot be applied to most animal species, 

limiting the potential for source localization. 

Finally, while this thesis advocates for an ancient two-timescale processing of sound by 

the animal brain, it does not present direct proof of a conserved fast processing rhythm 

for acoustic signals across species. While we observe compelling evidence of a 

two-timescale mechanism in the acoustic processing of various species, the data 

primarily supports the hypothesis rather than confirming it through direct 

experimental proof. Similarly, although our findings on the coupling between delta and 

low gamma oscillations in the processing of conspecific vocalizations in baboons 

suggest the existence of such a mechanism, the lack of direct proof leaves room for 

alternative interpretations. 

One such alternative interpretation is the possibility that what we have considered 

distinct timescales of auditory processing might actually represent a single, slower 

timescale combining both delta and theta oscillations. This could also explain why 

most animals do not engage the higher frequencies typically associated with more 

complex auditory processing seen in humans. A shift to these higher frequencies could 

come at the cost of efficiency, with faster mechanisms potentially being more prone to 

errors or requiring greater energy expenditure. Therefore, further investigation into the 

interplay between delta and theta oscillations across species is crucial for evaluating 

these alternative hypotheses and understanding the evolutionary trade-offs involved in 

auditory processing. 
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PERSPECTIVES 
 

While this thesis offers precious advances in the comparative study of acoustic rhythm 

processing by the animal brain, further experiments are still needed to fully understand 

the mechanisms of acoustic processing, and how they evolved through time and 

species. First, to further support the claim of a preferred rhythm in acoustic production 

and processing, an adapted auditory steady-state response experiment could be 

conducted, incorporating rhythms both within and outside the conserved 

communication rhythm. If performed across various species from different classes, 

such an experiment could help confirm the existence of a preferred acoustic rhythm in 

the brain conserved throughout evolution. 

Similarly, directly investigating the existence of a conserved fast processing rate for 

acoustic signals would be crucial to confirm the presence of a two-timescale processing 

strategy across species. To achieve this, an experiment could be designed to examine 

brain activity in response to acoustic stimuli at varying time scales, including both slow 

and fast rhythms. Using techniques such as EEG or magnetoencephalography (MEG), 

researchers could analyze phase-amplitude coupling or oscillatory entrainment across 

different species, including those with limited vocal repertoires, to assess whether the 

fast processing rate observed in humans is similarly conserved in animals.  

Finally, future studies using EEG with non-human animals (NHAs) should focus on 

developing new protocols for investigating brain mechanisms in awake animals. 

Although minimal propofol was used to control the depth of anesthesia, we cannot 

entirely rule out the potential influence of anesthesia on higher cognitive functions. 

This limitation highlights the need for more advanced techniques to study brain 

activity in awake animals, particularly when examining the rapid brain rhythms 

involved in acoustic processing. Additionally, recent advancements in 

magnetoencephalography (MEG) techniques, particularly the development of portable 

MEG systems, may one day overcome the spatial resolution limitations of EEG. These 

innovations could provide a more accurate understanding of the brain's acoustic 

processing mechanisms, particularly those underlying acoustic communication. 
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CONCLUSIONS 

 

Through extensive cross-species comparative work, this thesis offers a novel 

perspective on the evolution of acoustic communication, notably identifying a 

conserved slow rhythm that transcends biomechanical constraints, environmental, and 

social pressures. By highlighting the likely constraint of ancient and conserved neural 

mechanisms, it presents a strong case for a two-timescale processing framework in 

acoustic communication, based on the simultaneous processing of sound by delta and 

low gamma oscillations. This dual system, balancing detection and discrimination, 

appears to be a foundational feature of vertebrate auditory systems, shaping the 

evolution of acoustic communication across taxa. Furthermore, this framework sets the 

stage for the appearance of a third, intermediate theta timescale, within the primate 

lineage, where it likely plays a critical role in processing complex acoustic signals, such 

as speech. While limitations in data availability, sample size, and the use of anesthesia 

necessitate further investigation, these findings open promising avenues for 

comparative research into the neural and evolutionary bases of sound processing, 

putting forward non-invasive brain recording methods, and hopefully promoting an 

evolutionary approach to the investigation of rhythm processing. 
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Short Title 

Acoustic signals share an optimum rhythm. 

 

Abstract 

Acoustic communication is crucial for survival across the animal kingdom, with 

acoustic signals being shaped by the interaction of producer and receiver selective 

pressures. While spectral features’ variation reflects species-specific selection, the 

evolutionary history of acoustic rhythm remains unknown. Using data from 98 species 

spanning mammals, birds, amphibians, reptiles, fishes, and insects, we investigate 

whether rhythm is shaped by the producer’s physical characteristics, environmental 

constraints, or social complexity. Phylogenetic modeling did not support an influence 

of these species-specific selective forces, instead, showing that most species’ rhythms 

are conserved around an evolutionary optimum of 2.9 Hz that falls within the neural 

delta range (1-4 Hz) and predates mammalian divergence. Given the known conserved 

brain oscillations across species and delta involvement in active sensing, we propose 

that, unlike spectral features, acoustic rhythm is governed by a universal neural 
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mechanism facilitating effective intra and interspecific communication through a 

shared channel that has persisted through evolutionary times. 

Teaser 

Animal sounds share a common rhythm around 2.9 Hz, suggesting a common neural 

basis for communication that spans millions of years across species. 

Introduction 

Acoustic signals allow for effective, instantaneous communication between individuals 

even at considerable distances. To be functional these signals’ structure must carry 

adaptive information with the importance of  spectral features in doing so being well 

established (1–5). Yet, acoustic signals are not only spectrally but also temporally 

structured, with rhythm having equally important communicative functions. This is 

particularly well exemplified by human speech, where speech rate is sufficient for 

comprehension (6, 7). In most languages, syllable production rate ranges between 4 to 

9 syllables per second (8). This frequency range corresponds to theta neural 

oscillations, which flexibly adapt to this rhythm during perception, such that 

modifying this flow impedes this process and decreases speech intelligibility. Rhythmic 

patterns allow the identification of syllables, words, and sentences and can help convey 

meaning, such as emphasis, intonation, and emotional state (9, 10). In animal calls, 

temporal features are no less important, for instance in vocal recognition (11), mating 

behavior (12), and predator avoidance (13).  

Thus, the temporal patterning of acoustic sequences bears significant communicative 

function(s) and is not speech-specific. Yet questions remain as to what influences the 

evolution of rhythm across the animal kingdom. In this study we quantify rhythm 

across animal clades, test the most prominent hypotheses of signal structure evolution 

and build models of the most plausible  evolutionary scenario. Four major selective 

forces may drive rhythm evolution. Firstly, the presence of theta rhythm in vocal 

productions and mouth movements of non-human primates suggests that this rhythm 

originates from the natural oscillatory movements of the articulators that are directly 

inherited from mastication (14–16). Second, in animals that vocalize, morphological 
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and physiological characteristics, such as breathing rate, heart rate, or metabolism 

could constrain rhythm range in an analogous manner to spectral features (17). Thirdly, 

to be effective, acoustic signals must reach the receiver despite constraints from the 

living environment, which could thus influence not only spectral but also temporal 

features (18). Additionally, the sociality-complexity hypothesis suggests a positive 

relationship between the complexity of the social environment and the complexity of a 

species’ vocal repertoire (19). As rhythm would bear a direct relationship with the 

amount of information that can be transmitted in a given time unit, social complexity 

may also influence acoustic rate. Finally, it may be that none of these species-specific 

selective forces have influenced rhythm and that instead it has evolved through 

phylogenetic mechanisms of conservation and diversification that are either shared or 

diverse across lineages. 

To test these different hypotheses, we quantified rhythm in acoustic sequences from 

birds, mammals, amphibians, insects, reptiles, and fish. Using Bayesian multilevel 

models for phylogenetic regression (20), we controlled for phylogenetic relationships 

and evaluated, in accordance with the previously stated hypotheses, whether weight (as 

a proxy for breathing rate, heart rate, and metabolism), mastication status, sociality 

level or ecological characteristics could account for differences in rhythm. Finally, we 

compared phylogenetic models to assess the most plausible evolutionary scenario of 

rhythm across animals.  

Main Text 

Rhythm computation 

We analyzed acoustic sequences from 98 species (58 birds, 28 mammals, 4 amphibians, 

4 insects, 1 reptile, and 1 fish) to study the evolution of rhythm in animals. We 

calculated rhythm by analyzing variation in the signal amplitude, allowing broad 

applicability across species (Fig 1a, 1b, 1c, 1d). Validation against conventional methods 

showed consistent results (Fig 1e:  F2.171=0.33, p=0.72) confirming the robustness of our 

method. Control of the impact of signal-to-noise ratio (SNR) and sequence length 

revealed no significant relationship with rhythm (Supp Fig 1a; Supp Fig 1b). Additional 

investigation of the allometric relationship between weight and dominant frequency 
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(Supp Fig 2), and of the effect of context on rhythm (Supp fig 4a) further confirmed the 

validity of our vocal database.​

 

 

 

Figure 1. Methodology a) Oscillogram of one acoustic sequence of polar skua call. b) 
Power spectrum and time frequency representation of the envelope of the previous 
sequence. c) Power spectra of the envelopes of all polar skua acoustic sequences b) 
Number of sequences per species (ordered by alphabetical order) c) Rhythm 
computation using sequences of 10 randomly selected species, employing, from left to 
right, number of elements per second (Count), inter-element intervals (IEI), and  
wavelet method (Wavelet).  

 

Species Specific Selective Pressure 

To investigate which factors influence the evolution of rhythm, we fitted two 

phylogenetic regressions in a Bayesian multilevel framework A full model investigating 

the impact of weight, mastication status, and living environment while controlling for 

phylogenetic relatedness, and a null model controlling for phylogenetic relatedness 

only. We compared models via their leave-one-out expected log pointwise density 

(ELPD) and stacking weight. Due to heteroskedasticity, distributional (scale-location) 

models better fit the data, leveraging over 90% of the stacking weights (Sup Fig 3). 

Including the predictors did not improve predictive performance (Fig 2a) and the null 
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model leveraged the highest stacking weight (Fig 2b). The posterior distribution of the 

regression coefficients of the full model revealed that none of our predictors had any 

decisive effect on rhythm, given that their 95% credible intervals (CI) all contain zero. 

We observed only very weak evidence for a negative effect of weight on rhythm in 

masticating species as zero was outside the 85% CI of their interaction coefficient (Fig 

2c, 2d).  

Taken together, these results indicate that inclusion of these predictors does not add 

decisive  explanatory value to phylogenetic history. As vocal complexity, our indicator 

of social complexity, could not be included in the phylogenetic model due to 

unavailability for all species, we additionally regressed rhythm on vocal complexity 

(Sup Fig 4d: t=-0.75, p=0.46), revealing no relationship between the two. 

 

Phylogenetic History of Rhythm 

Visual inspection of the median rhythm of our tested species shows that in every class, 

acoustic rhythm spans mainly the lower rates, in what is commonly called the delta 

range (Fig 2e). To understand if rhythm has randomly evolved in this range, favoring 

species-specific rhythm, or has been maintained around an optimum value, we fitted 

models of the evolution of vocal rhythm under Brownian Motion (BM) and 

Ornstein-Uhlenbeck (OU) processes (21), representing each evolutionary scenario 

respectively. 
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Figure 2. Bayesian multilevel model a) Leave-one-out expected log pointwise 
density difference (ELPD) between the null and the full distributional (scale-location) 
models. b) Stacking weight of the models. c) Posterior credible intervals (95% and 85%) 
of the full distributional model (W*M = Weigh*Mastication) d) Rhythm plotted as a 
function of log-transformed weight with predicted slopes from the full distributional 
model and their standard error. e) Distribution of raw median rhythm in Hz in the 
different clades. 

 

We fitted models of the evolution of vocal rhythm under BM and OU processes. 

Comparison of ELPD values and model stacking show that the OU model best fit the 

data (Fig 3a). The result is validated by models (Sup results) fitted separately for 

mammals and birds alone, with the OU model having the highest stacking weight 

(birds wOU = 1, mammals wOU = 0.925). The median posterior estimate of rhythm is 

2.9Hz, with  95% CI of [.5, 5.1] Hz and 85% credible interval of  [1.1Hz, 4.2] Hz (Fig 3b). 

This represents both the optimum to which the OU process reverts over time and the 

likely state at the root of the phylogeny. The posterior distribution of sigma represents 

the stochastic volatility  (Fig 3c) and has a median of 0.69 and a 95% CI of (0.29 1.90). 

The posterior distribution of alpha represent the strength of attraction (Fig 3d) and has 

a median of 2.79 and a 95% CI of (0.38 6.76). The proportion of posterior half-life 

estimates lower than 1 (height of the tree) is 97% (Fig 3e), supporting  strong selection 

with fast reversals to the optimum. Consistent with this, rhythm values close to the 
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optimum are also reconstructed for most interior nodes of the phylogeny (Fig 3f). In 

summary, the model suggests that there is a phylogeny-wide evolutionary pressure 

towards an optimal rhythm, to which species that deviate quickly revert to. 

 

 

Figure 3. Phylogenetic modeling a) Stacking weight of the OU and BM distributional 
models. b) Posterior distribution of rhythm in the OU distributional model. c) 
Posterior distribution of sigma, the scale of the drift process. d) Posterior distribution 
of alpha, the strength of selection. e) Posterior distribution of the phylogenetic 
half-life. f) Visualization of reconstructed median posterior values using a maximum 
clade credibility (MCC) tree. 

 

Discussion 

Our finding of an animal-wide optimum rhythm for acoustic communication 

challenges  the idea that it is shaped by biomechanical constraints. The latter would 
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predict distinct rhythms between masticating and non-masticating species, along with 

a strong negative allometric relationship between rhythm and weight in masticating 

species. Instead, the weak effect of weight on acoustic rhythms observed in masticatory 

species indicates that biomechanical constraints only exert a marginal influence. By 

contrast, our analyses of dominant frequency (Supp fig 2) reconfirmed that spectral 

characteristics primarily depend on the specifics of the production organ, which chiefly 

vary with weight (35). 

With regards to the emergence of this optimum acoustic rhythm, its widespread 

evidence among birds and mammals indicates its presence at least in their last 

common ancestor around 340 million years ago. Further, its existence in more remote 

species in our sample (insects, amphibians, fishes) speaks to even older roots (Fig. 3). 

This begs the question as to  what factors contributed to the  emergence  and 

persistence of this rhythm throughout evolutionary times. In addition to showing that 

producteur physical characteristics have only a peripheral effect, our analyses 

demonstrated that, unlike spectral features, rhythm evolution cannot be explained by 

either environmental pressures nor social complexity (Fig 2c, Sup Fig 4d). Likewise, 

given the diversity of hearing structures (cochlea, otic vesicle, tympanal organs etc.) 

and production modes (vocalization, stridulation, percussion etc.), it seems unlikely 

that this common rhythm would be constrained by similarities in receivers’ anatomical 

traits (23).  

By contrast, basic neural mechanisms are remarkably conserved, and could therefore 

better explain a widespread optimum rhythm. On the production side, vertebrates 

share a common location for motoneurons responsible for vocalizations in the caudal 

hindbrain, believed to be involved in call duration and timing, supporting the claim of 

conserved mechanisms for acoustic rhythmic production (24). In terms of auditory 

reception, this conserved rhythm around 2.9 Hz (85% interval 1.1Hz-4.2Hz) best 

matches delta brain oscillations (1–4 Hz), which have been observed across species, 

including mammals, reptiles, and insects (25–27). Interestingly, delta oscillations are 

linked to active sensing, where organisms’ perception occurs via the cyclic sampling of 

their environment (71). Slow oscillations help integrate sensory information and, being 

the primary gate for external stimuli perception, are particularly suited for integrating 
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slow-varying acoustic cues important for signal detectability and discriminability, as in 

vocal recognition (29). Recent findings even show that despite millenia of 

domestication, dogs process speech at a slower rhythm between 1Hz to 3 Hz (30), 

further strengthening this notion of a conserved and effective communication rate 

across species. In sum, this production rhythm best matches a neural rhythm that is 

important for assigning significance to acoustic signals, which would thus result in an 

effective communicative design. 

Yet, speech perception research has revealed that auditory processing relies on (at 

least) a two-timescale processing (10). Similarly, our control analyses on context show 

that different call types operate within this conserved rhythm (Sup Fig 4), requiring a 

faster analysis window to be resolved. Interestingly, calling rate is typically linked to 

arousal (31) with high vocal rhythms eliciting rapid responses, possibly by targeting 

salience-related brain networks (32, 33). As such, it is possible to envision a dual 

receptive strategy relying on slow analyses for signal identification, and fast analyses for 

within-repertoire call  discrimination (34–37). Though this report does not 

demonstrate the fast timescale's evolution, an interesting avenue would be to probe for 

an optimum that combines fast and slow scales during acoustic communication.  

Finally, these results suggest another interesting aspect. The maintenance throughout 

evolution of a slow rhythm for acoustic signal production and perception de facto 

results in a common communication channel across coexisting species. The common 

low-range (delta scale) could thus permit cross-species identification and offer 

possibilities for interspecies signaling (e.g. a common danger) and/or eavesdropping, 

conferring evolutionary advantages.  

In summary, spectral and temporal features, both key to effective communication, 

evolve following different trajectories. While spectral traits diversify along with the 

hearing organ anatomy, rhythm may be primarily shaped by basic neural factors, 

responsible for both production and perception processes and which lead to a 

conserved optimal rhythm. 
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Materials and Methods 

 

Vocal sequences  

To perform an extensive phylogenetic comparison on a balanced phylogeny, we 

collected acoustic and biological data for at least one species per infra-order of 

tetrapods, when data were available, as well as a few species of insects and fishes, to 

obtain a good representation of rhythm throughout the phylogeny. Acoustic sequences 

were gathered from public and private databases (Fonozoo, Cisro, Berlin Museum fur 

Naturkunde and Xeno-canto), online videos platform (Youtube, Dailymotion), and 

from different research groups that kindly shared audio files. 

Weight 

Weight presents an allometric relationship with morphological features and 

physiological processes involved in acoustic productions across various species. Thus 

we collected biological data on the mean weight for each species, to serve as a proxy for 

heart rate, breathing rate and metabolism. This involved calculating the average weight 

by considering both the minimum and maximum weights recorded for each species, 

irrespective of sex. These data were primarily obtained from the handbook of mammals 

of the world (38), and the handbook of birds of the world (39). When data were 

unavailable from these sources, we looked for reference articles.  

Beak Size 

Just as masticatory abilities may have influenced rhythm in mammals, a similar 

proposition could be made regarding beak morphology in birds. Unlike other animals, 

the morphological traits of a bird's beak do not consistently adhere to an allometric 

relationship with its weight (40).  Thus we collected information on beak length, width 

and depth of our species. As these measures were not available for all species, we could 

not include them in the phylogenetic model. We therefore built an additional linear 

mixed model investigating the variation of  rhythm, including group and order as 

random effects, and beak length, width, depth, and their interactions as fixed effects. 

Data are available in the study github. 
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Living environment 

As environmental conditions can impact vocal communication (18), we also collected 

data on the typical habitat of each species. We used a five level categorical 

classification, with habitats being either classified as closed (defined as habitats with 

heavy tree coverage), semi-closed (defined as habitats with light three coverage or 

human cities), open (defined as fully open habitat with no three coverage or obstacle), 

shore (for species living near a significant amount of water such as lakes, rivers or seas) 

or water (for species living below the water surface). These data were primarily 

obtained from the handbook of mammals of the world, and the handbook of birds of 

the world. When data were unavailable from these sources, we looked for reference 

articles. Data and linked references are available in the study github. 

Mastication status 

As some have proposed that rhythmic communication in vocalizing animals may be 

linked to mastication regime (14–16), we also classified each species according to their 

mastication status (yes or no). 

Social complexity 

As social complexity increases, individuals may need to communicate more 

information in a given time, and therefore speed up their communication. As 

communication signals have been linked to social complexity (19), we also gathered 

species vocal repertoire complexity (number of distinct calls in the species vocal 

repertoire) when this information was available. As this measure was not available for 

all species, we could not include it in the phylogenetic model. We therefore built an 

additional linear mixed model investigating the variation of rhythm, including group 

and order as random effects, and vocal complexity as fixed effect. These data were 

primarily obtained from the handbook of birds of the world, and reference articles. 

Data and linked references are available in the study github. 

Acoustic sequence selection and pre-processing 

Based on a cross-species literature search (41–44), we defined sequences as recordings 

of acoustic displays emitted by a single individual, containing more than two calls 
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separated by less than two seconds of silence. For computational purposes, we selected 

only recordings lasting more than one second. We included in our analysis species for 

which we had at least five different sequences from five different individuals. Species 

with fewer sequences were included if they were the only available representatives of 

their infra-order, resulting in a database of 98 species, including 58 birds, 28 mammals, 

4 amphibians, 4 insects, 1 reptile, and 1 fish. 

Rhythm analyses 

To quantify rhythm in these acoustic sequences, we decided to adapt the method 

developed by Tilsen et al to compute rhythm in human speech production (45). This 

method  uses the signal amplitude to automatically compute the rhythmic component 

of a sequence, without making any assumption on the components’ size, and is thus 

widely applicable across all species regardless of variations in unit size or spectral 

characteristics. First, we denoised the sequences using a first-order Butterworth filter, 

with a bandpass filter between a minimal frequency (minF), defined as 200 Hz below 

the minimum frequency of the animal call, and a maximum frequency (maxF), defined 

as 200 Hz above the maximum frequency of the animal acoustic signal obtained from 

reference articles. When this information was not available, we applied a large range 

filter with a 100 Hz minF  and 10000 Hz maxF. We then computed the normalized 

envelope of the denoised sequences using the Hilbert Transform. Next, we low 

pass-filtered this envelope with a fourth-order Butterworth filter with a 20 Hz cut-off 

frequency to obtain the slow changes in acoustic energy. Before further analysis, we 

downsampled the resulting signal at 150 Hz for computational purposes, and then 

applied a continuous wavelet transform using the Morlet wavelet to obtain a 

time-frequency representation of the amplitude envelope. We replaced the Fourier 

transform with a wavelet transform, to allow for more flexibility with regards to the 

variation in sequence length present in our dataset. We finally analyzed that 

representation's power spectrum to extract the five frequency peaks of highest 

amplitude in the power spectrum and used the time-frequency representation to select 

the main rhythmic component conserved across the entire sequence. 

76 

https://www.zotero.org/google-docs/?broken=HURHM7


 

To assess the validity of the proposed methodology, we conducted a comparative 

analysis between the calculated vocal rates of a subset comprising 10% of our database 

and those derived from two widely accepted conventional approaches:  1) by counting 

the number of elements per second (Count) and 2) by computing the  inter-element 

interval (IEI). The three methods gave sensibly similar results  (Figure 1d:  F2.171=0.33, 

p=0.72), hence validating our rhythm quantification method.  

Signal to noise ratio (SNR) and length 

As further control analyses, we quantified recording durations in seconds and 

signal-to-noise ratio in decibels. To control for the effect of both factors and their 

interaction on rhythm, we build a linear mixed model investigating the variation of 

rhythm including group and order as random effects, and SNR, length and their 

interaction as fixed effects. 

Dominant frequency analyses 

To determine dominant frequencies, which unlike the fundamental frequency are 

measurable in all types of communicative signals (22), we isolated the first acoustic unit 

in each denoised sequence. We then applied a single discrete Fourier transform to 

compute the power spectrum of these units, and extract the peak of highest amplitude. 

The obtained results were also visually controlled in Praat, to make sure that the 

extracted dominant frequency matched the acoustic energy present in the unit. If the 

first unit had poor signal-to-noise ratio leading to inaccurate computation of the 

dominant frequency, we selected the next unit in the sequence. 

Context effect control 

While the existing literature highlights the importance of context and its correlated 

arousal levels on acoustic signal rate (1), for most species we were not able to obtain 

these data. Nevertheless, whenever possible we selected recordings of different call 

types for each species. Further, we performed separated analysis of variance (ANOVA) 

to control for the effect of call type on rhythm in three species: one avian and two 

mammalian, from which we could obtain different call types, including contact calls, 

alarm calls, songs, agonistic and antagonistic vocal displays.  
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Phylogenetic tree sample reconstructed from genetic sequences 

To test our hypotheses of interest we used phylogenetic comparative methods (PCM), a 

broad family of methodological tools for characterizing and controlling for the 

evolutionary dynamics thought to give rise to the data under study. PCMs require a 

representation of the relatedness of the taxa under study in the form of a phylogenetic 

tree sample. To represent the tree topology of the species we performed a phylogenetic 

analysis based on comparable genetic sequences, using a Bayesian framework to infer a  

posterior tree sample. We first matched each species in the sample with their closest 

genetic proxies in GenBank (46), and extracted mitochondrial DNA for the 

corresponding species. For 54 of the 98 species, matching mitochondrial genomes were 

available from literature and deposited in GenBank. For the 44 remaining species we 

chose proxies from another closely related species. We took a species within the same 

genus when possible; if this was not available, we chose species within the family of the 

target species, after confirming that no more than one species per family was included 

in the original list. Only for four target species - Correlophus ciliates (Squamata), 

Galbula ruficauda (Aves), Leptosomus discolor (Aves), Phaethon rubricauda (Aves) - we 

did not find proxies within the family and we had to find a proxy within the order. To 

choose the best mtDNA proxy with those deposited in GenBank, we considered 

completeness of the available mitochondrial sequences and comparable average size, 

weight and environment of the target species. Maximum missing data is 100 base pairs, 

for an average size of 16706 base pairs. MtDNA genomes were aligned with MAFFT 

software (47) and standard settings. The alignment was manually screened in BioEdit 

(version 7.2, https://thalljiscience.github.io/) for spotting irregularities and potential 

outlier sequences. Sequences were then cut to keep only the coding region, which is 

more conserved across species, using the Homo sapiens sequence as a reference. The 

final alignment consisted of 21860 base pairs, which include large INDELs sections to 

accommodate alignment between the most divergent species (e.g. Apis mellifera).  

We used BEAST2 to generate the trees,  running 10’000’000 iterations of Markov chain 

Monte Carlo (MCMC) with a thinning interval of 1000. We used the following settings 

to approximate the broad evolutionary range of the species considered: assuming an 

HKY substitution model, a strict clock (Uniform rates across branches), and a 
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Birth-Death tree prior with a Yule birth rate. This resulted in 10’000 trees, of which we 

use 50 for phylogenetic comparative analyses. 

Bayesian multilevel models for phylogenetic regression 

To assess the impact of several predictors of interest on different properties of variation 

in vocal rhythm and dominant frequency, we used phylogenetic regression modeling, a 

comparative method that assesses the effect of predictors on a response while 

controlling for the phylogenetic relatedness of the taxa. Due to heterogeneity in the 

number of datapoints and individuals in each species, we employed both 

non-distributional regression models, which model the mean of the response variable 

as a function of predictors, and distributional (scale-location) regression models, which 

model both the mean and standard deviation of the response variable as a function of 

predictors. We control for species-level idiosyncrasies in both the median and (in some 

cases) standard deviation of rhythm via phylogenetic random intercepts and slopes 

(phylogenetic random effects are similar to the standard random effects used in 

hierarchical regression modeling, but are generated by a Gaussian Process with a 

covariance kernel that is a function of the phylogenetic patristic distances between 

species under study rather than independently and identically distributed with 

diagonal variance). 

We fitted four phylogenetic regression models using brms (20) for each response 

variable (vocal rhythm, dominant frequency), resulting in eight models. These 

predictors consisted of average species weight in kilograms, which was 

log-transformed, centered around zero, and standardized (48), mastication status, and 

living environment of the species. We also consider the interaction between 

mastication status and weight. 

Our distributional models have the following basic generative process (below, 

is shorthand for all model predictors, including fixed and random effects): αµ +  β𝑋
𝑖 

​  𝑦
𝑖
 ~ 𝐿𝑜𝑔𝑁𝑜𝑟𝑚𝑎𝑙(µ

𝑖
,  σ

𝑖
)

​  µ
𝑖
 =  αµ +  βµ𝑋

𝑖 
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​  σ
𝑖
 =  𝑒𝑥𝑝(ασ +  βσ𝑋

𝑖
)

Non-distributional models have the following structure: 

​  𝑦
𝑖
 ~ 𝐿𝑜𝑔𝑁𝑜𝑟𝑚𝑎𝑙(µ

𝑖
,  σ)

​  µ
𝑖
 =  αµ +  βµ𝑋

𝑖 

We employ the default priors of brms. 

The first of the four models was a full distributional one that modeled both the 

expected median and variance of the response variable as a function of these 

predictors, while controlling for species-level idiosyncrasies in both the median and 

variance of rhythm via phylogenetic random intercepts and slopes. The second was a 

full non-distributional model that treated only the expected median rhythm as a 

function of the predictor variables as well as phylogenetic random intercepts and 

slopes. The third of these was a null distributional model that included only 

phylogenetic random intercepts and slopes for the expected median and variance. The 

final model was a null non-distributional that included only phylogenetic random 

intercepts and slopes for mean rhythm. We ran each of these models for 4000 

iterations of the no U-turn sampler over 4 chains with a log-normal link function and 

discarded the first half of samples, aggregating posterior samples across the retained 

sampled trees. 

 

Models in brms have the following formulae: 

 

Full, distributional 

bf(frequency ~ weight*mastication + environment + (1 + 
weight*mastication + environment | gr(taxon, cov = 
phylo.cov)) 

sigma ~ weight*mastication + environment + (1 + 
weight*mastication + environment | gr(taxon, cov = 
phylo.cov))) 
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Full, non-distributional 

bf(frequency ~ weight*mastication + environment + (1 + 
weight*mastication + environment | gr(taxon, cov = 
phylo.cov))) 

Null, distributional 

bf(frequency ~ (1 | gr(taxon, cov = phylo.cov)), sigma ~ 
(1 | gr(taxon, cov = phylo.cov))) 

Null non-distributional 

bf(frequency ~ (1 | gr(taxon, cov = phylo.cov)) 

 

We compared fitted models via their leave-one-out expected log pointwise density 

(ELPD) values (49) and stacking (50), which average predictive distributions of 

different models to generate weights representing their relative predictive power. We 

used the function loo_compare to measure differences in ELPD across models. Finally, 

We inspected posterior distributions of regression coefficients of the full distributional 

model to assess the effects of predictors of interest. 

Evolutionary dynamics of vocal rhythm 

We further investigate the properties of rhythm across species using two Gaussian 

Process models of continuous trait evolution, asking specifically whether the evolution 

of vocal rhythm is characterized by a random process of drift (characterized by 

Brownian motion) or whether selective forces draw rhythm values toward an optimal 

value over time (a mean-reverting scenario characterized by an Ornstein-Uhlenbeck 

process). Under Brownian motion, the displacement of a continuous trait at time s has 

a variance proportional to the amount of time elapsed over the course of displacement 

(below denoted as t), where  represents the scale of the drift process: σ

 𝑋(𝑠) ~ 𝑁𝑜𝑟𝑚𝑎𝑙(𝑋(𝑠 − 𝑡), σ𝑡)

Under an OU process, the displacement of a character has the following formula: 

​  𝑑𝑋(𝑠) =  α(θ − 𝑋(𝑡))𝑑𝑡 +  σ𝑑𝑊(𝑡)
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In the first component of the sum,  represents the strength of selection to the optimal α

value . The second component represents a process of Brownian motion, with  θ σ

representing the scale of drift. Thus, the OU process allows for both selective and 

random forces in character evolution. 

An standard way to interpret  is to transform it to the phylogenetic half-life, ln 2/α  α

(50). This is interpreted as the average time for a trait to evolve halfway from an 

ancestral state toward a new optimum, indicating how long it will take before 

adaptation to a new regime is more influential than constraints from the ancestral 

state. If half-life values are greater than the height of the phylogeny (1 in our case, as 

the tree length is scaled to unit height), the process increasingly resembles Brownian 

motion and involves a slower adaptation speed. 

As above, we employ a distributional approach, allowing species-level mean rhythm 

values and species-level standard deviations of rhythm values to evolve over the 

phylogeny according to BM or OU processes. 

The distributional BM process has the following generative process: 

 𝑦
𝑖

∼ 𝐿𝑜𝑔𝑁𝑜𝑟𝑚𝑎𝑙(µ[𝑠𝑝𝑒𝑐𝑖𝑒𝑠
𝑖
], σ[𝑠𝑝𝑒𝑐𝑖𝑒𝑠

𝑖
])

 µ ∼ 𝑀𝑉𝑁𝑜𝑟𝑚𝑎𝑙(θ
0
µ, τµΨ)

 σ ∼ 𝑀𝑉𝑁𝑜𝑟𝑚𝑎𝑙(θ
0
σ, τσΨ)

 
 represents the trait value at the root of the tree, while  is a matrix of the shared θ

0
Ψ

history (the time between the root age of the tree and the most recent common 

ancestor) of each pair of nodes in the tree and  is the positive scale of drift. τ

Conventions are as above. 

 
The distributional OU process has the following generative process: 
 

 𝑦
𝑖

∼ 𝐿𝑜𝑔𝑁𝑜𝑟𝑚𝑎𝑙(µ[𝑠𝑝𝑒𝑐𝑖𝑒𝑠
𝑖
], σ[𝑠𝑝𝑒𝑐𝑖𝑒𝑠

𝑖
])

 µ ∼ 𝑀𝑉𝑁𝑜𝑟𝑚𝑎𝑙(θ
0
µ, τµ𝑒𝑥𝑝(− αµ∆))

 σ ∼ 𝑀𝑉𝑁𝑜𝑟𝑚𝑎𝑙(θ
0
σ, τσ𝑒𝑥𝑝(− ασ∆))
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 represents the trait value at the root of the tree,  is the positive scale of drift, α is θ
0

τ

the positive strength of selection, and Δ is a matrix of pairwise cophenetic distances 

between species in the phylogeny, scaled to a maximum distance of 1. Conventions are 

as above. We place Normal(0,1) priors over unconstrained parameters and Gamma(1,1) 

priors over positive parameters. In addition to running these models on all species in 

our sample, we validate results by running models on bird and mammal species alone. 

 
Phylogenetic reconstruction of rhythm values 
 

Rhythm values were reconstructed to internal nodes of the maximum clade credibility 

(MCC) tree of the phylogeny, using ggtree package (51) by drawing ten draws from each 

of the posterior distributions inferred from the 50 different trees in the tree sample and 

sampling values at internal nodes of the tree from the normal distribution 

parameterized by the OU process, conditioned at the expected tip values (fig 3f). 

 
Software: 

All analyses and visualization were done using Stan and R version 4.1.2 (2021-11-01) with 

the following packages Seewave (52), Soundgen (53) , DoBy (54) , Lme4 (55), MuMYn 

(56), brms (20), ggplot2 (57). 
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Supplementary Text 

Phylogenetic regression of Dominant Frequency (DF) 

As our acoustic data were gathered from both supervised and unsupervised dataset, we 

decided, as a validation procedure,  to check for the presence of the well established 

allometric relationship between weight and dominant frequency in our dataset. To do 
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so, we fitted two phylogenetic regressions using Bayesian multilevel models. A full 

model investigating the impact of weight, mastication status, and living environment 

while controlling for phylogenetic relatedness, and a null model controlling for 

phylogenetic relatedness only.  Due to heterogeneity in the number of datapoints and 

individuals in each species, we employed both non-distributional and distributional 

regression models. The full distributional model with predictors included has the 

highest ELPD value (Sup Figure 2a). In terms of stacking weight, we see that the full  

distributional models with predictors has the majority of the stacking weight, but the 

null distributional model still has a substantial amount of stacking weight (Sup Figure 

2b). We inspect the credible intervals (CIs) of posterior distributions of model 

coefficients of the the full distributional model to determine which predictors have an 

effect on dominant frequency, the response value. 95% and 85% CIs for model 

coefficients are found below, along with the proportion of posterior samples for which 

the coefficient value is greater or less than zero. We take coefficients whose 95% CIs 

exclude zero to represent decisive evidence for an effect, and coefficients whose 85% 

CIs exclude zero to represent strong evidence for an effect. As is clear, there is a 

decisive negative effect of weight on dominant frequency, and strong evidence for a 

negative interactive effect between mastication and weight on dominant frequency 

(Sup Figure 2c, 2d), thus validating the accuracy of our database. 

Phylogenetic History of Rhythm in birds and mammals 

Independent analyses of the evolution of rhythm in birds and mammals confirm the 

results on the entire dataset, with the OU model having the highest stacking weight 

(birds = 1, mammals = 0.925). This indicates that evolutionary history of rhythm is 

consistent across clades, showing conservation of rhythm and its constraints across the 

different groups. 

Context 

As the existing literature highlights the importance of context and its correlated 

arousal levels on acoustic signal rate, we investigated the effect of context on acoustic 

rhythm in three distinct species. Analysis of variance (ANOVA)  of the effect of call type 

on rhythm in baboons (Papio anubis) revealed significant effect of call type on rhythm 
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(F2,27 = 14.99, p=0.0004) with post-hoc tukey tests showing significant differences in 

rhythm between scream and affiliative grunt, as well as between threat grunt and 

affiliative grunt (Sup fig 4a). Similar analysis in European stone-curlews (Burhinus 

oedicnemus) and dogs (Canis lupus familiaris) showed comparable results (F2,21=4.546, 

p=0.02; F4,136=3.632, p=0.007) , with call type having a significant impact on rhythm. 

However, the median rhythm for each call types are contained between Hz around ± 1

the median rhythm of the species (Sup fig 4a,4b,4c). This illustrates that, even though 

context bears a significant influence on vocal rate, this influence is limited to a narrow 

and constrained range around the median vocal rate of the species.  

Vocal complexity 

As vocal complexity is linked to social complexity, we build a linear regression model 

between rhythm and vocal complexity, to investigate the effect of social complexity on 

rhythm in animals. Vocal complexity did not show any significant relationship with 

rhythm (t=-0.748, p=0.46). The model failed to account for a significant proportion of 

variance in rhythmic behavior (R²=-0.01, p=0.46), suggesting that other factors beyond 

social complexity may influence rhythmic behavior (Sup Figure 4d). 

Beak size 

To investigate the effect of beak morphology on rhythm in birds, we build a linear 

regression model examining the relationship between rhythm, beak length, width, 

depth, and their interactions. Beak length (t=-1.4, p= 0.17), beak width (t=-0.98, p= 

0.33), and beak depth (t=0.35, p=0.73) did not show any significant relationship with 

rhythm (Sup Figure 4e,4f,4g). Similarly, interactions between these variables were not 

significant predictors of rhythmic behavior (t=-0.41, p=0.68). The model failed to 

account for a significant proportion of variance in rhythmic behavior (R²=-0.01, p=0.5), 

suggesting that other factors beyond morphological traits may influence bird rhythmic 

behavior. 
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Supplementary Figure 1 : Signal to Noise Ratio and sequence length effect on 
rhythm a) Rhythm (Hz) as a function of signal-to-noise ratio (SNR) showing the 
absence of relationship between SNR and Rhythm (t=-0.21, p=0.84, R²=0.02) b) Rhythm 
(Hz) as a function of recording length showing the absence of relationship between 
sequence length and rhythm (t=-1.45, p=0.15, R²=0.02). 

 

 

Supplementary Figure 2. Dominant Frequency Phylogenetic Regression a) 
Leave-one-out expected log pointwise density difference (ELPD) between the full and 
the null distributional models. b) Stacking weight of the models. c) Posterior credible 
interval (95% and 85%) of the full  model d) Dominant frequency plotted on a 
logarithmic scale as a function of log-transformed weight with predicted slopes from 
the full distributional model and their standard error. 
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Supplementary Figure 3. Rhythm Phylogenetic Regression a) Leave-one-out 
expected log pointwise density difference (ELPD) between the null distributional 
(“dist”) model and the others (“ndist” for “non-distributional, modeling only the 
mean”) . b) Stacking weight of the models 

 

Supplementary figure 4 Additional Analysis on Rhythm a) Rhythm in sequences of 
different call types (1=affiliative grunt, 2=scream, 3=threat grunt) in olive baboons 
(Papio anubis). b) Rhythm in sequences of different call types (1=bark, 2=growl, 3=howl, 
4=snarl, 5= whine) in dogs (Canis lupus familiaris). c) Rhythm in sequences of different 
call types (1=alarm call, 2=flight call, 3=song) in Eurasian stone-curlews (Burhinus 
oedicnemus)  d) Rhythm plotted as a function of vocal repertoire size. e) Rhythm 
plotted as a function of beak length in birds. f) Rhythm plotted as a function of beak 
depth in birds. g) Rhythm plotted as a function of beak width in birds. 
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Abstract 
  
Non-invasive electroencephalographic (EEG) experiments have been instrumental in 

advancing our understanding of the brain mechanisms involved in the production and 

perception of sounds and human speech. Performing similar experiments in 

non-human primates (NHPs) would help further deepen our knowledge by allowing us 

to investigate the evolutionary roots of these processes. However, performing EEG on 

NHPs is a challenge, given its sensitivity to motion artefacts, device cost and durability, 

and animal training requirements. For these reasons, most attempts have used invasive 

intracranial recordings, which led us to develop an alternative that minimises stress 

and prioritises animal welfare. By using mild propofol sedation, neurophysiological 

experimentation can easily be integrated into the routine sanitary checks of captive 

animals and allows the optimisation of both EEG quality and animal welfare. To assess 
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the influence of propofol on brain activity in NHPs, we sedated three olive baboons 

(Papio anubis), scored their sleep stages under different doses, and recorded auditory 

event-related potentials (ERP)in response to grunts. Analyses of the EEG recordings 

with regards to sleep stage and ERP components indicate that at low dose (< 

0.1mg/kg/h), propofol induces a light sleep state conducive to recording 

stimulus-elicited auditory activity. Overall, this experiment confirms the use of 

propofol sedation as an appropriate technique to study auditory processes through 

unrestrained, non-invasive EEG in NHPs. 

 

Introduction  
 
Over the past decades, neuroimaging technologies have significantly advanced 

language research, providing critical insights into acoustic and speech processing. 

Among these technologies, electroencephalography (EEG) has played a central role in 

uncovering key mechanisms underlying human communication, such as the 

organisational role of brain oscillations, and has been instrumental in language 

disorder research and hearing aid development 1–3. EEG can also be used to study the 

evolution of language and acoustic communication, in the context of comparative 

studies, when equipped on non-human primates (NHPs)4–8. However, it presents 

significant challenges; EEG is highly sensitive to motion artifacts9, and the overall 

fragility of the recording equipment further complicates data acquisition in moving 

animals.  

 

To circumvent these limitations, past studies have often relied on invasive intracranial 

recordings or used extensive training of a few individuals over several years 4,10,11. These 

studies frequently rely on primate chairs, a contention set-up that places the animals in 

stressful working conditions12. While such set-ups minimise motion artefacts and 

prevent damage to the devices, they greatly limit the scope and generalizability of the 

experiments and raise serious ethical questions.  
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An alternative approach for experiments that do not explicitly require animal 

cooperation involves the use of light anaesthesia to inhibit movement in test subjects, 

enabling high-quality data acquisition. Importantly, this method eliminates the need 

for physical restraints, reducing stress and fear in the animals. Additionally, by 

removing the requirement for animal training and ensuring device protection, this 

approach could lower costs, allowing for larger sample sizes and ultimately 

contributing to more robust scientific results. Yet, the major drawback to using 

anaesthetic drugs is the risk of inducing deep sleep stages and impairing auditory 

processing. Indeed, common veterinary anaesthetic procedures include injecting 

intramuscular ketamine combined with medetomidine or inhaled sevoflurane. 

However, these drugs have been shown to reduce auditory evoked potential responses 

and diminish oddball mismatch negativity, making them suboptimal candidates for 

neuroacoustic studies 13–16. 

 

However, while veterinary practices have favoured these anaesthetics for their 

reliability in various settings, other agents may be better suited for sensory processing 

experiments. Among them, propofol, an intravenous drug from the alkylphenol family, 

shows promising potential. Unlike ketamine and sevoflurane, which significantly 

inhibit early brainstem auditory response in humans, propofol, when administered at 

low dosage, has minimal impact on auditory response latency and negligible effects on 

response amplitude 17,18. Furthermore, while propofol induces widespread slow 

oscillations (0.5-1H) and increased alpha oscillations (8-12Hz) in the frontal cortex19,20, 

no direct effect on other oscillations their coupling in the auditory cortex has been 

reported. Information on propofol's effect on late auditory response, and especially 

ERP components N100 and P200 is however lacking. To date, only one study used 

propofol in a near-infrared spectroscopy experiment, and reported similarities in the 

processing of conspecific emotional vocalizations between humans and sedated 

baboons, highlighting propofol’s potential21. Importantly, propofol’s rapid anaesthetic 

response allows for fine-tuning anaesthesia at very low dosages22, enabling the 

induction of light sleep stages (NREM1–NREM2), where auditory processing is 

maintained, while avoiding deeper stages (NREM3-REM) that would impair auditory 

processing23,24. 
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In this study, we investigated the impact of propofol anaesthesia on auditory processing 

using non-invasive EEG recordings in olive baboons (Papio anubis). Initial pilot tests 

were conducted on two subjects anaesthetised with propofol at 0.2 mg/kg/h. These 

tests revealed conflicting results in sleep depth and auditory ERP responses between 

the two subjects, suggesting significant individual variability in the effects of propofol. 

To address these discrepancies, we performed a more detailed experiment on a third 

subject. Using continuous EEG monitoring, we assessed sleep levels under varying 

doses of propofol and compared auditory ERP responses during sevoflurane 

anaesthesia and the lowest tested dose of propofol (0.1 mg/kg/h). Our findings 

demonstrated that at low dosage, propofol (0.1 mg/kg/h) successfully induced a light 

sleep stage while preserving basic auditory processing capabilities, as evidenced by the 

presence of classical ERP components such as N100 and P200. These results confirm 

the potential of using low-dose propofol anaesthesia as a valuable tool for non-invasive 

brain recording of auditory processing in non-human primates. 

Method 
 
Subjects 
The study included three healthy female baboons of respectively 12, 16, and 6 years old 

(Table 1). Male baboons were excluded due to their larger, thicker masticatory muscles 

over the temporal cortex, which could interfere with the collection of neural activity. 

The three individuals are part of the Primatology Station (Marseille, France). The 

baboons were born in captivity and housed in social groups in enclosures with access 

to outdoor and indoor areas. Their enclosures include climbing structures of wood and 

metal, along with substrate favouring natural foraging behaviours. Water is provided ad 

libitum, and the baboons receive daily feeds of monkey pellets, seeds, fresh fruits, and 

vegetables. For each of the three females, health assessments and daily behavioural 

monitoring by veterinary and animal welfare staff confirmed that they had normal 

hearing and no structural neurological impairments. This was further validated by 

T1-weighted anatomical brain imaging acquired under anaesthesia using a 3-Tesla MRI, 

performed as part of another ongoing research25. All procedures received approval from 

the "C2EA-71 Ethical Committee of Neurosciences" (INT Marseille) and complied with 

French law, CNRS guidelines, and European Union regulations.  
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Stimuli 
ERP 
Auditory stimuli for the ERP experiment consisted of a sequence featuring a 100 ms 

grunt from an olive baboon unknown from our subjects, repeated either 50 or 100 

times. Each grunt was followed by a randomly timed silence interval lasting between 1 

and 2 seconds. 

 
 
Rhythm 
Auditory stimuli for the rhythm experiment (used in another study) consisted of a 

recording made of 5-second long sequences of human speech, baboon grunts, and 

white noise, repeated either 50 or 100 times each. Each sequence was followed by a 

randomly timed silence interval lasting between 1 and 2 seconds. 

 
General anaesthesia protocol 
For all three subjects, we started with the general anaesthesia protocol routinely as part 

of general health assessments. First, subjects were separated from their social group 

and anaesthetised with an intramuscular injection of ketamine (4.5 mg/kg, Ketamine 

1000) combined with medetomidine (45 µg/kg, Domitor). Each baboon was positioned 

in ventral decubitus with the head stabilised using foam supports, and a routine health 

check was performed. Before recordings, animals were intubated and sevoflurane 

(3–5%, Sevotek) was administered. Subjects were then prepared for the experiment, 

and sevoflurane was discontinued after installation of the EEG recording set-up. The 

following anaesthesia procedure depended on the subject, as described below. 

 
 
Subject-specific protocol 
Pilot tests (Fidji and Chet) 
Following common veterinary guidelines, propofol (Propovet®) was administered 

intravenously at 0.2 mg/kg/h following sevoflurane termination (Table 1), throughout 

the rest of the experiment. Ten minutes after propofol administration, we conducted a 

2-minute auditory ERP experiment and a 17-minute auditory rhythmic discrimination 

task (not included in this manuscript). 
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Follow-up experiment (Ozone) 
Because results (see below) from the previous two subjects suggested possible 

subject-dependent dosage effects, we aimed to better characterise this phenomenon. 

Thus, for the third subject, propofol was initiated at the lower dose of 0.15 mg/kg/h 

immediately following sevoflurane termination. After maintaining this rate for 5 

minutes, the dose was reduced to 0.10 mg/kg/h for approximately 1 hour, during which 

an auditory ERP experiment and an auditory rhythmic discrimination task were 

conducted. Following this period, the propofol infusion rate was increased to 0.20 

mg/kg/h for 5 minutes and finally elevated to 0.25 mg/kg/h for the last 5 minutes 

(Table 1). 

 
Table 1. Summary information for each female baboon. Name, age, weight, 
anaesthetic type, and dosage for each subject, associated with details (type and 
duration) of the experimental protocol. 
 

Subject 
name 

Age 
 (years) 

Weight 
(kg) 

Anaesthetic Dosage 
 

Experiment 
type 

Recording 
time (s) 

Fidji 12 16.75 Propofol 0.20 mg/kg/h ERP 120 

Chet 16 18.50 Propofol 0.20 mg/kg/h ERP 120 

Ozone 6 13.35 Sevoflurane 3% ERP 240 

Ozone 6 13.35 Propofol 0.15 mg/kg/h Rest 400 

Ozone 6 13.35 Propofol 0.10 mg/kg/h ERP 240 

Ozone 6 13.35 Propofol 0.10 mg/kg/h Rhythm 1860 

Ozone 6 13.35 Propofol 0.20 mg/kg/h Rest 120 

Ozone 6 13.35 Propofol 0.25 mg/kg/h Rest 120 
 
 
EEG recording  
All three subjects were similarly prepared for the EEG recording. First, the temporal 

areas were shaved. The scalps were then washed with soap and a scrubbing skin gel 

(Neurprep, Spes Medica), and then dried with paper towels. Eight gold cup electrodes 

were positioned on the scalp at locations Cz, Fz, Pz, Oz, C3, T3, C4, and T4, along with 

a reference electrode at FCz and a ground electrode on the nose (Supp fig. 1). The 

97 



 

electrodes were secured using conductive paste (SAC2, Spes Medica) and medical tape. 

They were then connected to a G.Nautilus amplifier (g.tec medical engineering GmbH, 

Austria), positioned on the operating table beside the baboons, with data wirelessly 

transmitted to a receiver connected to a DELL recording laptop. Electrode impedance 

was maintained below 30 kΩ, and data were recorded at 500 Hz sampling rate. After 

securing the electrodes, a wired headphone (JVC HA-S500) connected to the stimulus 

computer was placed on the ears of the anaesthetised baboon. Ten minutes after the 

start of the propofol injection, the auditory stimuli (i.e., the ERP or rhythm tasks) were 

broadcast to the baboon through the positioned headset. 

 
EEG data 
All EEG preprocessing steps were done in MATLAB using the Fieldtrip toolbox and 

custom-written scripts. EEG data were bandpass filtered between 0.1 and 150 Hz (order 

=3) and a DFT filter was applied at 50, 100, and 150 Hz, as well as a third-order 

bandstop filter between 48-52Hz to remove background electrical noise. (Table 1). 

 
 
ERP analysis 
EEG data were bandpass filtered between 0.5 and 30Hz. Recordings were epoched from 

0.5 s pre-stimulus onset to 1s post-stimulus onset. Artefact rejection was done through 

an amplitude-based rejection fieldtrip function, with a cut-off value at  A ± 100 𝑚𝑉.

final visual inspection of all trials was used to remove any remaining noisy trial that 

escaped the rejection procedure. In the case of Subject Ozone, the C3 electrode was 

shown to contain more than 80% of the artefacts and was removed from further 

analysis. For all subjects, EEG data were segmented and aligned to the onset of each 

event using the Fieldtrip Ft_timelockanalysis function26,  then averaged across trials 

and electrodes, to produce an event-related potential (ERP). To normalize the data and 

allow comparisons across individuals, a z-score transformation was applied. 

 
Sleep scoring 
EEG signals were band-pass filtered between 0.3 and 30 Hz and segmented into 

30-second epochs. Sleep scoring was performed offline by two experienced scorers (V.S. 

and C.L.), who were blind to the experimental conditions. To better assess variations in 

sleep depth in response to different anaesthetics and doses, we used an adapted version 
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of the former 4-stage Rechtschaffen and Kales (1968) classification (instead of the 

current 3-stage AASM classification)27. In our system, stage N3 was defined as the 

presence of delta waves exceeding 50% of the epoch, while stage N4 was identified by 

the predominance of large amplitude delta waves throughout the entire 30-second 

epoch. The interrater agreement was moderate (Cohen’s κ coefficient = 0.44), and any 

discrepancies between the two scorers were resolved by jointly reviewing the data and 

reaching a consensus. Central tendency (mode) was then computed for each subject 

and condition to identify the dominant sleep stage under respective anaesthetic types 

and doses. 

 
Software 
All analyses and visualisation were done using Matlab version 2023a and R version 4.1.2 

(2021-11-01) with the packages ggplot228, and tydiverse 29. 

 
 

Results 
 
We first conducted ERP recordings on two anaesthetised female baboons, aged 12 years 

(Fidji) and 16 years (Chet), while monitoring their sleep stages. The animals were 

maintained under propofol anaesthesia at 0.2 mg/kg/h, aiming to induce a light sleep 

stage. While our first subject (Fidji) displayed a light sleep stage, with a predominance 

of stage 1 sleep during the experiment (fig 1a, c), our second subject (Chet), although 

anaesthetised with the same dose of propofol exhibited a deeper sleep stage, with a 

predominance of stage 3 sleep (fig 1b,c). Interestingly, and in accordance with the sleep 

assessment, auditory ERP responses in Fidji show a mean minimum amplitude of -1.72 

at 108 ms within the 80–120 ms post-stimulus window and a mean maximum 

amplitude of 1.44 at 186 ms within the 150–250 ms window (fig 1d). This indicates that 

the classical N100 and P200 components are present under propofol anaesthesia in this 

subject. In contrast, ERP responses in Chet exhibit a mean minimum amplitude of 

-1.207 at 80 ms within the 80–120 ms window and a mean maximum amplitude of -0.21 

at 0.156 ms within the 150–250 ms window (fig 1e), indicating that the classical N100 

and P200 components are absent in her case. 
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Figure 1. Impact of propofol infusion at 0.2mg/kg/h on vigilance states and auditory 
ERP (0.2 mg/kg/h). a) Central tendency sleep stage (mode) under Propofol anaesthesia in 
Fidji and Chet. b) Auditory ERP response (n=42)  averaged across all electrodes recorded 
from the female baboon Fidji during propofol infusion, showing the presence of classical 
auditory components N100 and P200 c) Auditory ERP response (n=40) averaged across all 
electrodes recorded from the female baboon Chet during propofol infusion, showing the 
absence of classical auditory components N100 and P200. 
 
 
To investigate the discrepancy in sleep and auditory responses between Fidji and Chet 

under propofol anaesthesia, we monitored sleep stages at varying propofol doses in a 

third 6-year-old female baboon (Ozone). Additionally, we recorded auditory ERP 

responses under sevoflurane and at a minimal propofol dose (0.10 mg/kg/h). At the 

start of the experiment, Ozone was under sevoflurane anaesthesia, exhibiting deep 

sleep stages (Central tendency = stage 4). Upon transitioning to propofol at 0.15 

mg/kg/h, she remained in deep sleep stages (NREM stage 4). The first signs of sleep 

lightening appeared 6 minutes after the switch, becoming more pronounced 15 minutes 

post-transition, following propofol decrease at 0.10 mg/kg/h. During the auditory 

experiment, Ozone alternated between light and deep sleep stages, with light sleep 

predominating (75%). At the end of the experiment, following an increase in the 

propofol infusion rate, deep sleep stages reappeared 5 minutes after the adjustment, 

with a complete transition to deep sleep occurring 9 minutes later (t+14minutes;fig 2 a, 

2b).  
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Figure 2: Impact of propofol infusion rate on vigilance states and auditory ERP a) 
Experiment outline. b) Hypnogram showing the evolution of sleep stages across time under 
different Sevoflurane and Propofol infusion rates. c) Central tendency sleep stage (mode) 
under Sevoflurane and Propofol at different infusion rates. d) Auditory ERP response (n=76) 
averaged across all electrodes  recorded during Sevoflurane infusion, showing the absence of 
classical auditory components N100 and P200. e) Auditory ERP responses (n=76)  averaged 
across all electrodes recorded during Propofol infusion at 0.1mg/kg/h, showing the presence 
of classical auditory components N100 and P200. 
 
The ERP responses under Sevoflurane show a mean minimum amplitude of -0.80 at 86 

ms within the 80–120 ms post-stimulus window and a mean maximum amplitude of 

-0.44 at 250 ms within the 150–250 ms window. These findings indicate that Sevoflurane 

anaesthesia abolished the classical N100 and P200 components. In contrast, ERP 

responses under light propofol anaesthesia exhibited a mean minimum amplitude of 

-1.87 at 80 ms within the 80–120 ms window and a mean maximum amplitude of 1.16 at 

248 ms within the 150–250 ms window, confirming that light propofol anaesthesia 

preserves the classical N100 and P200 components. 
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Discussion 
 
Performing EEG in non-human primates presents significant challenges due to motion 

artefacts, the fragility of recording equipment, and ethical considerations. Despite 

these obstacles, EEG remains crucial for advancing our understanding of brain 

mechanisms, particularly regarding the evolution of cross- and conspecific vocalization 

processing. In light of these challenges, we aimed to assess the feasibility of using 

propofol anaesthesia as an alternative approach to minimise motion artefacts and 

stress, while enabling high-quality, non-invasive EEG recordings. By examining the 

effects of propofol on sleep depth and auditory processing, we sought to determine its 

suitability for conducting passive EEG experiments in NHPs. 

 

Discrepancies in sleep levels and auditory responses between Fidji and Chet, despite 

being anaesthetised with the same dose of propofol at an injection rate of 0.2 mg/kg/h, 

highlight significant individual variability in propofol response (fig 1). This variability is 

unlikely to be related to body weight, as the injection rate was adjusted accordingly. 

However, since propofol is lipophilic, body composition, a factor not typically measured 

in NHPs, could have influenced the anaesthetic response. Additionally, factors such as 

the animals' medical histories and the number of previous anaesthetic procedures they 

have undergone, which were not available to us, might also contribute to these 

differences. Consequently, such variability underscores the importance of starting with 

the lowest recommended dose of propofol anaesthesia, currently set at 0.1 mg/kg/h 

according to veterinary guidelines, to assess the subject's response and adjust the 

dosage as needed. 

In the third subject Ozone, sleep levels under propofol anaesthesia exhibited a 

dose-dependent response, with deeper sleep observed at an infusion rate of 0.25 

mg/kg/h compared to 0.1 mg/kg/h (fig. 2c). While propofol at 0.1 mg/kg/h 

predominantly triggers light sleep stages, an alternation between NREM2 and NREM3 

still occurs. This suggests that further reducing the dose could potentially favour an 

alternation between lighter sleep stages, best suited for exploring auditory processing. 

Continuous monitoring of sleep levels throughout the experiment also revealed a 

residual effect of Sevoflurane anaesthesia. Sleep levels started to decrease 6 minutes 
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after the start of propofol and stabilised around 15 minutes post-initiation, emphasising 

the need for a waiting period between anaesthesia transitions and the start of auditory 

experiments. Similarly, when the propofol infusion rate was increased from 0.1 mg/kg/h 

to 0.2 mg/kg/h, changes in sleep stages took about 5 minutes to manifest (fig. 2a, 2b). 

Importantly, in our two subjects exhibiting predominantly light sleep stages during the 

auditory ERP protocol (Fidji and Ozone), brain signals revealed the presence of the 

classical auditory components N100 and P200, indicating that basic auditory processing 

is preserved under light propofol anesthesia (Fig. 1d, 2e). This finding highlights the 

feasibility of using light propofol anesthesia for non-invasive brain recordings in 

non-human animals, preserving essential neural functions while limiting the need for 

invasive methods. 

Performed alongside routine veterinary care, light propofol anaesthesia for brain 

recording in non-human animals offers significant practical benefits from both ethical 

and experimental perspectives. The key advantages of this protocol are: 1) stress 

reduction compared with traditional restraint methods for both the experimenter and 

the animal subject, 2) the naturalness of the possible experimentations, and 3) the 

amount of data that can be acquired as more animals can be tested without harm. 

Given that propofol does not inhibit pulmonary function, it is also widely used in 

human medicine for anaesthesia without the need for artificial ventilation 30,31. 

Therefore, an adapted propofol protocol could potentially be applied to wild, untamed 

animals, facilitating EEG recordings in natural and uncontrolled environments under 

veterinary supervision. While our protocol involved shaving the scalp to improve 

electrode contact, it is worth noting that similar studies in humans have achieved 

high-quality data with the same electrodes on unshaved subjects32, suggesting the 

potential of minimising the invasiveness of the procedure in future experiments. 

Alternative methods, such as the use of spider electrodes or other innovative electrode 

types, could also be explored to minimise the procedure's invasiveness and enhance its 

applicability in field settings. 

Overall, our findings validate the use of light propofol anaesthesia for auditory-related 

tasks in non-human animals, while highlighting key considerations for its use. Starting 
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with a low dose of 0.1 mg/kg/h or even lower, and adjusting the dose based on 

individual responses is essential to preserve basic auditory processing in NHP’s brain. A 

waiting period of 15 minutes should be observed between anaesthesia initiation and the 

start of the experiment to allow sleep to stabilise. Any increase in dose or adjustment 

in infusion rate should be closely monitored, as changes in sleep stages may take 

several minutes to appear, significantly affecting auditory processing. This approach 

not only provides an ethical and practical solution for conducting brain recordings but 

also opens the door for future research that could explore more complex auditory 

processing, such as mismatch negativity (MMN) in an auditory oddball paradigm, 

local-global paradigms33, as well as long natural processing experiments. This would 

help assess whether higher-order auditory functions are also preserved under light 

propofol anaesthesia, paving the way for more advanced investigations into neural 

processes in both captive and wild non-human animals. 
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Abstract 

Brain oscillations play a fundamental role in auditory processing, particularly in speech 

perception in humans. The tracking of prosodic and syllabic speech rates by 

low-frequency oscillations, along with hierarchical coupling between theta and gamma 

bands, is essential for speech comprehension. However, the role of these oscillatory 

mechanisms in processing rhythm and vocal signals in non-human animals remains 

poorly understood. In this study, we employed a validated anesthetic protocol to 

conduct a passive listening experiment with three female olive baboons (Papio anubis), 

aiming to explore their neural responses to biologically relevant and irrelevant auditory 

stimuli. Scalp EEG recordings were obtained while the baboons were exposed to 

sequences of conspecific vocalizations (grunts), rhythmic noise, and human speech 

sentences. Our results demonstrate that delta (1-4 Hz) and theta (4-8 Hz) oscillations 

track conspecific vocalizations and rhythmic noise sequences, accompanied by 

phase-amplitude coupling (PAC) between theta and low gamma oscillations (25-45Hz). 

During speech listening, theta oscillations tracked syllabic rates, and PAC between 

theta and low gamma was observed during exposure to familiar words. This ability to 
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track higher rhythms in the theta range contrasts with previous studies in other 

mammals, which typically exhibit a two-timescale model of auditory processing. These 

findings suggest an evolutionary shift in auditory processing in primates, leading to the 

development of a third, faster processing scale within the theta range. Such an 

advancement likely facilitated more efficient information transfer and may have played 

a key role in the emergence of human language. 

 

Methods 
 
Subjects 
 
The study included three healthy female baboons of respectively 13, 13 and 6 years old 

(Table 1). Male baboons were excluded due to their larger, thicker masticatory muscles 

over the temporal cortex, which could interfere with the collection of neural activity 

data. The three individuals are part of the Primatology Station (Marseille, France). The 

baboons were born in captivity and housed in social groups in enclosures with access 

to outdoor and indoor areas. Their enclosures include climbing structures of wood and 

metal, along with substrate favoring natural foraging behaviors. Water is provided ad 

libitum, and the baboons receive daily feeds of monkey pellets, seeds, fresh fruits, and 

vegetables. For each of the three females, health assessments and daily behavioral 

monitoring by veterinary and animal welfare staff confirmed that they had normal 

hearing and no structural neurological impairments. This was further validated by 

T1-weighted anatomical brain imaging acquired under anesthesia using a 3-Tesla MRI, 

performed as part of another ongoing research. All procedures received approval from 

the "C2EA-71 Ethical Committee of Neurosciences" (INT Marseille) and complied with 

French law, CNRS guidelines, and European Union regulations.  
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Table 1 Summary information for each female baboon. Name, age, weight, 
anesthetic type and dosage for each subject. 
 

Subject 
name 

Age 
 (years) 

Weight 
(kg) 

Anesthetic Dosage 
(mg/kg/h) 

Feline 13 17.10 Propofol 0.10 

Formule 13 16.65 Propofol 0.10  

Ozone 6 13.35 Propofol 0.10  

 

 

General experimental protocol 

Each subject went through the same experimental protocol, starting with an 

anesthesia, health check, eeg set-up, oddball task to assess the depth of acoustic 

processing under anesthesia, passive listening acoustic paradigm and then waking up 

(Fig 1). Below, we describe each aspect of the session in more detail. The sessions lasted 

on average 3 hours. 

 

 

 

Figure 1. Overview of the experimental procedure, including electrode 

placement, auditory stimuli, and timeline. (Left) Example of electrode placement 

on a female subject under anesthesia. (Right) Acoustic communication paradigm 

consisting of three types of auditory stimuli: baboon grunts, human speech, and 
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rhythmic noise, each presented in pairs with interleaved silent intervals (0.5s–1.5s). 

(Bottom) Experimental timeline. The day before, subjects were isolated from their 

social group. On the day of the experiment, ketamine anesthesia was induced, followed 

by sevoflurane administration and EEG electrode placement (45–60 min). After a 

15-min stabilization period with propofol at 0.1mg/kg/h, two auditory paradigms were 

presented: an oddball paradigm (12 min) and the acoustic communication paradigm 

(38 min). In the afternoon, subjects recovered and were returned to their social group. 

 

Auditory stimulus preparation 

 

Oddball 

To validate the presence of basic auditory processing capacities under anesthesia, we 

used an oddball task. The auditory stimuli consisted of a sequence of standard tones 

(1000 Hz) presented 300 times (80%), including an initial block of 20 repetitions. Odd 

tones (500 Hz) were presented 75 times (20%), ensuring no consecutive repetitions. 

Each tone was separated by a jittered silent interval ranging from 1 to 2 seconds, 

resulting in a 12 minutes long recording.  

 

Baboon grunts 

Sequences of wild olive baboon grunts were sourced from the public acoustic database 

of the Berlin Museum für Naturkunde, ensuring that the vocalizing individuals were 

not known to our tested animals. 

 

Rhythmic white noise 

To obtain an irrelevant control condition, we engineered rhythmic white noise 

sequences from the baboon grunt sequences using Praat. The amplitude envelopes of 

each grunt sequence were extracted using the "To Intensity" function.  White noise 

sequences of the same length as the baboon grunts were then generated, and both 

signals were merged using the "Multiply" function, resulting in white noise sequences 

that preserved the rhythmic structure of the baboon grunts. 

 

 

111 



 

Human speech 

Both recordings featured French sentences, the language to which the baboons were 

regularly exposed. The first recording, spoken by a native French-speaking male, 

contained familiar words for the baboons: “Des graines dedans et si c’est bien mixé on 

pourrait le boire comme un smoothie, comme ça, ça ferait plein de fruits.” The second 

recording, extracted from a radio interview with a female French speaker, included 

vocabulary that was not contextually relevant to the subjects: “De mettre un genou à 

terre, comme le souhaiterait manifestement le ministre de l’Intérieur.” 

 

Acoustic communication paradigm 

The auditory track for the Acoustic communication experiment consisted of a 

recording comprising six sequences in total, two of olive baboon grunts, two of 

rhythmic white noise and two human speech sentences. All the sequences were first 

independently normalized at -1dB, then repeated 50 times (i.e. 300 sequences in total) 

and randomly ordered. A randomly timed silent interval of 1 to 2 seconds followed each 

sequence, resulting in a 34 minutes long recording.  

 

Rhythm computation  

Rhythms of each sequence were calculated following the protocol described in Piette et 

al, 20241, through wavelet analysis on the sequence amplitude envelope. 

 

EEG recording  

All three subjects were similarly prepared for the EEG recording. First, the temporal 

areas were shaved. The scalps were then washed with soap and a scrubbing skin gel 

(Neurprep, Spes Medica), then dried with paper towels. Eight gold cup electrodes were 

positioned on the scalp at locations Cz, Fz, Pz, Oz, C3, T3, C4, and T4, along with a 

reference electrode at FCz and a ground electrode on the nose (Fig 1). The electrodes 

were secured using conductive paste (SAC2, Spes Medica) and medical tape. They were 

then connected to a BrainVision.Vamp recorder (Brain Products GmbH, Germany), 

positioned on the operating table beside the baboons, with data wirelessly transmitted 

to a receiver connected to a DELL recording laptop. Electrode impedance was 

maintained below 30 kΩ, and data were recorded at 500 Hz sampling rate. After 
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securing the electrodes, a wired headphone (JVC HA-S500) connected to the stimulus 

computer was placed on the ears of the anesthetized baboon. As suggested in Piette et 

al 2025, the oddball task started 15 minutes after the beginning of the propofol 

injection, then followed by the rhythm experiment. 

 

EEG data processing 

All EEG preprocessing was conducted in MATLAB using the FieldTrip toolbox2 and 

custom scripts. The EEG data were bandpass filtered between 1 and 45 Hz, with a DFT 

filter applied at 50, 100, and 150 Hz. Given that the experiments took place in an open 

environment subject to electrical noise, a third-order bandpass filter was also applied 

between 48 and 52 Hz. 

 

Oddball 

Pre-processed EEG data were bandpass filtered between 1 and 30 Hz. Recordings were 

then epoched from 0.5 s before stimulus onset to 1 s after stimulus onset. Artifact 

rejection was performed using an amplitude-based rejection function from FieldTrip, 

with a cutoff value of 75 µV. A final visual inspection of all trials was conducted to 

remove any trial that had escaped the rejection procedure. EEG data were then aligned 

to the onset of each event using the FieldTrip ft_timelockanalysis function (100). The 

odd and standard tones were separated, and the resulting data were averaged across 

trials and electrodes to produce two event-related potentials (ERPs) for each stimulus. 

Finally, data were z_scored to allow comparison and averaged across subjects for each 

electrode. 

 

Acoustic communication paradigm 

Pre-processed EEG data were epoched from -0.5 s before stimulus onset to the end of 

the stimulus. Artifact rejection was performed using an amplitude-based rejection 

function from FieldTrip, with a cutoff value of 75 µV.  A final visual inspection of all 

trials was conducted to remove any trial that had escaped the rejection procedure. EEG 

data were  aligned to the onset of each event using the FieldTrip ft_timelockanalysis 

function, and then demeaned and baseline-corrected with a 500ms pre-stimulus 

window (-0.5 to 0 s) using the ft_preprocessing function. As basic auditory processing 
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mechanisms are located in both left and right temporal area, signals from temporal 

electrodes T7 and T8 were then retained for further analysis. 

 

Time frequency analysis 

Time-frequency analysis was performed through wavelet decomposition. Spectral 

power was then computed using ft_freqanalysis, covering frequencies from 1 to 45 Hz in 

0.5 Hz steps. The time window for analysis ranged from -0.5 to 4 s onset stimulus to 

normalise stimulus length across conditions, with a temporal resolution of 10 ms. 

Baseline correction was applied using ft_freqbaseline and a 500ms pre-stimulus 

interval (-0.5 to 0 s) with a relative baseline method. Time-frequency representations 

were then computed across participants using ft_freqgrandaverage, separately for each 

condition. Finally, spectral power values were averaged first across conditions, 

electrodes, and finally individuals. 

 

Cerebro-acoustic coherence (CaCoh) 

To assess cortical phase-locking to the different stimulus temporal structures, we 

employed the cerebro-acoustic coherence index. For each stimulus, we first computed 

the cross-spectral density between the neural signal and the stimulus envelope using a 

wavelet method, with frequencies ranging from 1 to 20 Hz in 0.1 Hz steps and time 

steps of 0.01 ms, from 0.6 s post-stimulus onset to 4 s. Next, we used the 

ft_connectivityanalysis function to compute the phase coherence between the stimulus 

envelope and the neural signal. Coherence values were then averaged across conditions, 

electrodes, and finally individuals.  To evaluate how the brain of baboons tracked the 

acoustic signals, we compared the actual coherence to random coherence values 

obtained from the pairings of neural data with randomised acoustic envelopes averaged 

over 100 runs. 
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Phase-amplitude coupling (PAC) 

As phase-amplitude coupling has been shown to be highly left-lateralized, signal from 

the T7 electrode was selected for PAC analysis. Phase frequencies were set between 2 

and 8 Hz with a 0.5 Hz step size, while amplitude frequencies ranged from 20 to 45 Hz, 

also in 0.5 Hz steps. For each phase frequency, the signal was filtered within a ±1 Hz 

range, and for each amplitude frequency, the signal was filtered within a ±5 Hz range 

using a Butterworth bandpass filter.  The modulation index (MI) was then computed to 

quantify the strength of phase-amplitude coupling (PAC) across trials. To generate a 

null distribution, surrogate data were created by randomly shifting the phase and 

amplitude signals relative to each other, and the MI was recalculated for each 

surrogate. Z-scores were obtained by comparing the observed MI values to this null 

distribution. Z_score were then averaged across conditions and individuals. To identify 

significant clusters of high Z-score coherence values, we performed a cluster analysis 

on data points exceeding a Z-score threshold of 1.96. A data point was included in a 

cluster if its Z-score was above 1.96, and adjacent points with Z-scores above 1.8 were 

also incorporated to account for the fine-grained frequency resolution of our analysis 

(0.5 Hz steps). This approach ensured the inclusion of contiguous high-coherence 

regions while minimizing the impact of isolated data points near the significance 

threshold. 

 

Software 

All analyses and visualization were done using Matlab version 2023a and R version 4.1.2 

(2021-11-01) with the packages ggplot23, and tydiverse4. 
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Results 

 
Sequence rhythm 
 
We first analyzed the rhythmic structure of each presented sequence. Notably, the first 

baboon grunt sequence exhibited a consistent delta rhythm at 3.6 Hz, whereas the 

second grunt sequence displayed a more complex rhythmic organization, characterized 

by a general delta rhythm at 2.1 Hz interspersed with localized segments exhibiting a 

faster theta-range rhythm at 4.85 Hz. As expected, both noise sequences exhibited 

corresponding rhythmic patterns. Additionally, the first human sentence, which 

contained familiar words, displayed a syllabic rate of 5.38 Hz, while the second 

sentence, composed of unfamiliar words, exhibited a slower syllabic rate of 4.22 Hz. 

 

Oddball Paradigm 
 
 

 

Figure 2: Oddball Paradigm (a) Schematic representation of electrode placement on 
the baboon skull. (b) Average brain activity of Feline and Formule in response to 
standard (Blue line: 1000 Hz, n = 300) and deviant (Red line: 500 Hz, n = 75) sounds at 
each electrode. 

 

First, we conducted a classical auditory oddball paradigm to evaluate the effects of 

anesthesia on auditory processing and verify subjects' hearing capabilities. Notably, we 

observed robust N100 and P200 components in both Standard and Deviant conditions 

across electrodes Oz, Pz, C3, T7, and T8. However, no mismatch negativity (MMN) 

response was detected in any subject or electrode (Fig 2). These findings suggest that 
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while our anesthetic protocol preserves basic sensory encoding and early cortical 

processing, it may impair higher-order auditory functions, which are crucial for more 

complex perceptual and cognitive processes. As basic auditory processing occurs in the 

temporal cortex, we selected electrodes T7 and T8 for further analysis. 

 

Acoustic communication paradigm 

 

 

Figure 3:  Brain activity and coherence in response to auditory stimuli (a,b,c) 
Time-frequency representation of the averaged brain activity electrodes individuals and 
electrodes T7/T8 while listening to baboon grunts, human speech, and white noise 
sequences respectively, (d,e,f) Averaged cerebro-acoustic coherence over the 0–10 Hz 
range across individuals and electrodes T7/T8 when exposed to baboon grunts, human 
speech and artificially created noise sequences respectively. The black dashed line and 
shaded area represent the mean (± SD) of permuted coherence. 
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Across subjects, neural activity exhibited a general increase in power relative to the 

pre-stimulus baseline, predominantly within the low-frequency range (<10 Hz; Fig. 3). 

However, notable differences emerged across conditions. In response to baboon 

vocalizations, neural activity varied between the two sequences. For the first sequence, 

power increased primarily in the delta range (~4 Hz), aligning with the dominant 

rhythmic component of the stimulus. In contrast, the second sequence elicited 

increased activity in the theta range (~6.5 Hz), closer to the rhythm of the localized 

segment within the sequence (Fig 3a). A similar pattern was observed for noise 

sequences. Neural activity increased in the delta range (~3 Hz) for the sequence derived 

from the first baboon vocalization, whereas the sequence derived from the second 

vocalization elicited increased activity in the theta range (~5Hz, Fig 3b). When exposed 

to human speech, neural activity exhibited a more complex pattern with increased 

power for both sequences at three distinct frequencies: delta (1.5 Hz), theta (~7.5 Hz), 

and alpha (~11.5 Hz) (Fig 3c).  

When examining higher-frequency responses, distinct patterns emerged across 

conditions. Notably, a significant power increase at 26.5 Hz in the low-gamma range, 

specific to baboon grunts, was observed in both sequences but was absent in the other 

conditions (Fig 3a,b,c). 

Given the presence of a stimulus-related and sustained neural response, we examined 

stimulus-specific neural tracking across conditions. When exposed to the first 

sequence of baboon grunts, cerebro-acoustic coherence was above the random mean 

within the delta range (2–3 Hz, Fig 3d), whereas the second sequence elicited increased 

coherence within the delta-theta range (2–6 Hz, Fig 3d). Exposure to artificially 

generated noise resulted in coherence exceeding the random mean exclusively within 

the theta range (4-8 Hz, Fig 3e) for the first sequences while the second sequence 

triggered significant coherence in both delta (1-1.5HzFig 3e) and theta range (4.5-6Hz, 

Fig 3e). When listening to human speech, coherence was above the random mean in 

the delta-theta range (2–6 Hz, Fig 3f) for both sequences. 
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Figure 4: Phase-Amplitude Coupling in Response to Auditory Stimuli. (a, b, c) 
Average PAC for electrode T7 across individuals, showing coupling between slow (0–8 
Hz) and fast (20–45 Hz) oscillations during exposure to baboon grunts, artificially 
generated noise sequences, and human speech, respectively. Black boxes highlight 
significant PAC clusters containing z-scores above 1.96. 
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We then investigated phase-amplitude coupling (PAC) between slow (1–10 Hz) and fast 

(15–45 Hz) oscillations.When exposed to the first sequence of baboon grunts, we 

identified two significant PAC clusters between theta (4–5 Hz and 7-8Hz respectively) 

and low-gamma (20-25 Hz and 25-32Hz respectively) oscillations. Similarly exposure to 

the second baboon grunt sequence primarily elicited significant PAC between theta 

(4–7 Hz) and low-gamma (32–45 Hz) oscillations. A similar pattern emerged during 

exposure to artificially generated noise sequences. The sequence derived from the first 

baboon vocalization did not exhibit significant PAC in our frequency range of interest , 

whereas the sequence derived from the second baboon vocalization showed significant 

PAC between theta (4-6 Hz) and low-gamma (34–43 Hz) oscillations. When listening to 

human speech, PAC differed between the two sequences. The sequence containing 

familiar words elicited significant PAC between delta (3–4,5 Hz) and low-gamma (20–25 

Hz) oscillations, as well as between theta (5.5–8 Hz) and low-gamma (20–25 Hz and 

33-45Hz) oscillations. However, no significant PAC was observed when participants 

were exposed to the unfamiliar speech sequence. 

 

Discussion 

 

By employing an auditory oddball paradigm, we confirmed that our anesthetic protocol 

preserves basic auditory processing, as demonstrated by the presence of robust N100 

and P200 components (Fig 2). However, the absence of a mismatch negativity (MMN) 

component across all subjects suggests an impairment in higher-order auditory 

discrimination. This limitation should be considered when interpreting subsequent 

findings, particularly regarding the extent to which higher-order auditory processes 

remain intact. 

Our stimulus presentation paradigm uncovered distinct neural responses based on the 

characteristics of the acoustic signal. When exposed to the first baboon grunts 

sequence, an increase in delta (~4 Hz) and low-gamma activity (~26.5 Hz) was found, 

along with enhanced cerebro acoustic coherence in the delta range. On the other hand, 

when exposed to the second sequences, containing chunks of faster rhythm, an 

120 



 

increase in the theta (~6.5Hz) and low-gamma range (26.5Hz) was observed. 

Interestingly, responses to artificially generated noise sequences from these grunt 

sequences also exhibited similar power in the delta  and theta range respectively. 

This increase in both delta and theta power during exposure to conspecific 

vocalizations (baboon grunt) suggests that slow oscillations play a fundamental role in  

tracking slow-varying, rhythmic features of acoustic communication. This finding 

supports the hypothesis that slow oscillations are fundamental mechanisms for 

processing species-specific vocalizations and extracting supra-segmental cues from the 

auditory stream. This is further supported by the stronger cerebro-acoustic coherence 

(CaCoh) in the delta and theta range observed under the same conditions. Current 

research on speech processing suggests that slow oscillations emerge in response to the 

rhythmic properties of vocal signals6,7. However, the sustained slow activity observed 

during noise exposure suggests that this mechanism may be more general, potentially 

reflecting an intrinsic neural constraint on auditory segmentation. The presence of 

such activity in response to rhythmic noise, together with recent evidence suggesting 

delta rhythm is a universal feature of animal acoustic communication1, indicates that 

neural processing may be inherently tuned to a slow timescale. Rather than oscillations 

adapting to the structure of communication signals, vocalizations and other rhythmic 

communicative sounds may instead be shaped to align with this pre-existing neural 

constraint. Fully supporting this hypothesis would however require further research, 

particularly on the preferred rhythmic frequency of the auditory cortex across different 

animal species, and the resting state hierarchy of their oscillations.  

Additionally, the species-specific increase in low-gamma activity suggests a unique role 

for faster oscillations in processing conspecific vocalizations. This increase is also 

accompanied by phase-amplitude coupling (PAC) between theta and low-gamma 

oscillations during conspecific listening. This hierarchical organization of brain 

oscillations supports a multi-timescale processing framework for acoustic 

communication in olive baboons. In this model, slow oscillations provide a temporal 

reference frame, enabling supra-segmental cues to be processed through 

high-frequency activity coupled with the underlying slow rhythm, similar to the 

relationship between theta and low-gamma oscillations in speech processing. 
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Interestingly, delta and theta oscillations serve distinct roles in human speech 

processing 8,9, and the consistent PAC between theta and low gamma oscillation when 

exposed to both baboon grunt sequences suggest a similar separation in the baboon 

brain. Indeed, the presence of increased activity and tracking in the delta range when 

exposed to grunts, coupled with the PAC between theta and low-gamma oscillation 

suggest a three time scale processing of sound in baboons, happening simultaneously 

at the delta, theta and low-gamma scale. Furthermore, this pattern mirrors the 

hierarchical organization observed in the auditory cortex of humans and rhesus 

monkeys, hinting at a conserved mechanism for acoustic processing in the primate 

brain. 

This is further supported by the response to human speech, where neural activity 

displayed a more complex spectral pattern, with increased power at 1.5 Hz, 7.5 Hz, and 

11.5 Hz. Notably, the significant theta-range (4–8 Hz) response suggests that baboons 

can track speech rhythms at syllabic rates, consistent with prior findings in non-human 

primates. Further investigation into cerebro-acoustic coherence supports this idea, as 

speech induced coherence above the random mean in the theta range. Furthermore the 

presence of PAC between theta and low gamma oscillations when exposed to sentences 

made of familiar words, absent when they are not, mimic the effect of language 

proficiency on PAC in humans10, reinforcing the idea that this three time-scales 

processing of acoustic stimulus  is conserved in primates. 

Interestingly, this theta–low gamma PAC is present not only during vocalization 

processing but also during noise processing, despite the absence of increased 

low-gamma activity. This suggests that the hierarchical organization of theta and 

low-gamma oscillations is not specific to communication but rather reflects a 

fundamental acoustic processing mechanism, with delta and theta oscillations 

segmenting the auditory scene. The increase in low-gamma activity during conspecific 

vocalization processing may therefore reflect the engagement of a specialized neural 

population involved in higher-order sound analysis. Alternatively, this increase could 

be driven by attentional mechanisms, where behaviorally relevant conspecific sounds 

recruit more auditory cortex neurons than environmental noise, enhancing stimulus 

processing and leading to greater low-gamma activity. However, this effect would likely 
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depend on top-down interactions, which may be suppressed under the current 

anesthetic protocol (Fig 2). 

Notably, in humans, low-gamma oscillations have been closely linked to phoneme 

processing, supporting the idea that high-frequency activity plays a role in segmenting 

the speech stream into smaller perceptually relevant units6. However, baboon grunts do 

not contain phoneme-like structures, yet still elicit a species-specific low-gamma 

increase. This suggests that low-gamma activity in baboons may serve a more 

fundamental acoustic processing function. Rather than low-gamma oscillations 

emerging to process phonemes specifically, it is possible that human phoneme rates 

evolved to align with this pre-existing neural timescale, repurposing a general auditory 

segmentation mechanism for linguistic processing. 

Remarkably, this three-timescale hierarchy of oscillations in the primate brain 

contrasts with research done on other mammal taxa. Indeed, intracranial recordings in 

bats' auditory cortex have described a two-timescale hierarchy of their oscillations, 

through PAC between slow (2-8Hz) and low-gamma oscillations (25-55Hz)11. Similarly, a 

recent study on speech processing in dogs showed that they were tracking speech 

primarily in the delta range12. This suggests that a dual-timescale framework, in which 

slow oscillations (delta-theta) provide a temporal scaffold for parsing the auditory 

scene while faster oscillations (low-gamma) enhance detectability and facilitate 

fine-grained analysis, may represent an ancestral mammalian auditory processing 

strategy. However, the emergence of theta oscillations as an independent timescale in 

primates may have provided an additional layer of temporal organization, allowing for 

more efficient extraction of structured information from complex acoustic 

environments. This expanded processing capacity could have then ultimately been 

repurposed for communication. In this view, the primate auditory system would shift 

from a two to a three-timescale organization laying the groundwork for the complex 

hierarchical structure of speech. 

Overall, our results provide compelling evidence that baboons process communication 

signals through a three-timescale mechanism, with delta and theta oscillations 

tracking and parsing slow-varying acoustic features and low-gamma oscillations 
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enhancing signal detectability. This emergence of theta-range responses in baboons 

suggests that primates possess an intermediary processing level that, while not always  

functionally integrated into communication, may represent a latent precursor to the 

hierarchical organization observed in human speech processing. The evolutionary 

development of speech processing in humans may, therefore, have built upon these 

foundational mechanisms, ultimately giving rise to the complex hierarchical structure 

of oscillations observed in human speech processing. Comparative studies across 

animal taxa, particularly in species with complex social vocalizations such as cetaceans 

or songbirds, could reveal whether this three-timescale processing is strictly 

primate-specific or a convergent adaptation in highly communicative species. 

 

References 

 
1.​Piette, T. et al. Animal acoustic communication maintains a universal optimum rhythm. 

Preprint at https://doi.org/10.1101/2024.10.07.616955 (2024). 
2.​Oostenveld, R., Fries, P., Maris, E. & Schoffelen, J.-M. FieldTrip: Open Source Software 

for Advanced Analysis of MEG, EEG, and Invasive Electrophysiological Data. 
Computational Intelligence and Neuroscience 2011, 1–9 (2011). 

3.​Wickham, H. Ggplot2: Elegant Graphics for Data Analysis. (Springer, Switzerland, 2016). 
doi:10.1007/978-3-319-24277-4. 

4.​Wickham, H. et al. Welcome to the Tidyverse. JOSS 4, 1686 (2019). 
5.​Piette, T. et al. Light propofol anaesthesia for non-invasive auditory EEG recording in 

unrestrained non-human primates. Preprint at https://doi.org/10.1101/2025.03.24.644890 
(2025). 

6.​Giraud, A.-L. & Poeppel, D. Cortical oscillations and speech processing: emerging 
computational principles and operations. Nat Neurosci 15, 511–517 (2012). 

7.​Giroud, J., Trébuchon, A., Mercier, M., Davis, M. H. & Morillon, B. The human auditory 
cortex concurrently tracks syllabic and phonemic timescales via acoustic spectral flux. Sci. 
Adv. 10, eado8915 (2024). 

8.​Poeppel, D. & Assaneo, M. F. Speech rhythms and their neural foundations. Nat Rev 
Neurosci 21, 322–334 (2020). 

9.​Mai, G. & Wang, W. S. ‐Y. Distinct roles of delta‐ and theta‐band neural tracking for 
sharpening and predictive coding of multi‐level speech features during spoken language 
processing. Human Brain Mapping 44, 6149–6172 (2023). 

10.​ Lizarazu, M., Lallier, M. & Molinaro, N. Phase-amplitude coupling between theta and 
gamma oscillations adapts to speech rate. Ann N Y Acad Sci 1453, 140–152 (2019). 

11.​ García‐Rosales, F. et al. Phase‐amplitude coupling profiles differ in frontal and 
auditory cortices of bats. Eur J of Neuroscience 55, 3483–3501 (2022). 

12.​ Déaux, E. C. et al. Dog–human vocal interactions match dogs’ sensory-motor tuning. 
PLoS Biol 22, e3002789 (2024). 

 
 

124 

https://www.zotero.org/google-docs/?broken=YfqjCY
https://www.zotero.org/google-docs/?broken=YfqjCY
https://www.zotero.org/google-docs/?broken=SuM2iz
https://www.zotero.org/google-docs/?broken=SuM2iz
https://www.zotero.org/google-docs/?broken=SuM2iz
https://www.zotero.org/google-docs/?broken=cERHzs
https://www.zotero.org/google-docs/?broken=cERHzs
https://www.zotero.org/google-docs/?broken=GRbtZA
https://www.zotero.org/google-docs/?broken=YCAqFN
https://www.zotero.org/google-docs/?broken=YCAqFN
https://www.zotero.org/google-docs/?broken=YCAqFN
https://www.zotero.org/google-docs/?broken=o65fZw
https://www.zotero.org/google-docs/?broken=o65fZw
https://www.zotero.org/google-docs/?broken=DvKQzV
https://www.zotero.org/google-docs/?broken=DvKQzV
https://www.zotero.org/google-docs/?broken=DvKQzV
https://www.zotero.org/google-docs/?broken=tSaZu4
https://www.zotero.org/google-docs/?broken=tSaZu4
https://www.zotero.org/google-docs/?broken=747jmr
https://www.zotero.org/google-docs/?broken=747jmr
https://www.zotero.org/google-docs/?broken=747jmr
https://www.zotero.org/google-docs/?broken=tTwfvN
https://www.zotero.org/google-docs/?broken=tTwfvN
https://www.zotero.org/google-docs/?broken=mxbI2h
https://www.zotero.org/google-docs/?broken=mxbI2h
https://www.zotero.org/google-docs/?broken=cwIuLh
https://www.zotero.org/google-docs/?broken=cwIuLh


 

ANNEXES 
 

 

SUPPLEMENTARY CHAPTER 

 

Grabbing attention: The role of sound roughness in acoustic 
communication. 

 

T. Piette, E. Esteves,  E.C Déaux, A-L.Giraud, L.Arnal. 

 

Summary Of Results 

 

While roughness, fast amplitude modulations of sound between 30 to 150 Hz, has been 

identified as an acoustic niche used by humans to signal danger, its prevalence and 

functional role in animal communication remain largely unexplored. Given its striking 

salience in humans, roughness may represent an ancient and conserved mechanism for 

grabbing attention in critical contexts, such as distress or survival. To investigate its 

potential function as an  attention-grabbing feature, we analyzed the vocalizations of 

nesting offspring from 33 bird species spanning 11 orders, assessing the presence or 

absence of roughness in their calls. Our findings reveal that in the majority of these 

species (n=30) roughness is present in offspring vocalizations. Notably, roughness was 

detected in at least one species within every order examined. Phylogenetic analysis 

further strengthens the idea of an evolutionary ancient feature showing that this 

characteristic rhythm is conserved across bird offspring, tracing back at least to the 

common ancestor of all birds. 
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Abstract 

 
The ability to convey extreme emotional states and arousal through salient, 

non-referential vocalizations is widespread among mammals and other animals. A 

prime example of this can be found in juveniles, such as cries or begging calls, 

instinctive vocalizations which mainly serve to attract parental attention. Effective 

attention-grabbing vocalizations often rely on nonlinear acoustic phenomena that 

produce salient, temporally patterned features capable of triggering rapid behavioral 

responses. One such feature, roughness, rapid amplitude modulations between 30 and 

150 Hz, have been identified as a key acoustic characteristic for signaling danger in 

humans, effectively capturing attention and eliciting swift reactions. While roughness 

has been well-documented in human communication and alarm sounds, its prevalence 

and functional significance in other animal groups remain largely unexplored. To 

investigate its broader evolutionary role, we analyzed its presence in  the calls of 
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nesting juveniles from 33 bird species across 11 avian orders. Our findings reveal the 

presence of roughness in 30 species, distributed across all orders studied, indicating 

deep evolutionary roots. The presence of roughness in juvenile bird calls supports its 

status as an intrinsic feature of vocal expression. Furthermore, its phylogenetic 

conservation suggests roughness functions as a shared mechanism for capturing 

attention. By highlighting its widespread occurrence in both humans and birds, we 

propose roughness as a fundamental and conserved acoustic strategy that enhances 

attentional capture and adaptive responses across diverse taxa. 

 

Methods 

Vocal sequences  

To perform an extensive phylogenetic comparison on a balanced phylogeny, we collected 

acoustic and biological data for three species per order of  birds, when data were available. 

Acoustic sequences were gathered from the public database Xeno-canto and from different 

research groups that kindly shared audio files. 

 

Call selection  

To examine the role of roughness in attention-grabbing vocal displays of young birds, we 

focused on offspring calls, as these vocalizations primarily function to attract parental 

attention. We hypothesized that if roughness plays a role in this function, it should be 

particularly prominent at the onset of a call sequence. Accordingly, we selected 10 call 

sequences from 10 different individuals per species and extracted the first call from each 

sequence. In cases where the first call exhibited a low signal-to-noise ratio, the subsequent 

call in the sequence was selected instead. 

 

Roughness 

To quantify power within the roughness range in each recording, we adapted the 

method proposed by Arnal et al. (2015)1, applying a two-dimensional Fourier transform 

to the spectrogram to obtain the modulation power spectrum (MPS). Energy in the 
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roughness range was then measured by averaging MPS values across temporal 

modulations from 30 to 150 Hz, integrating over all spectral modulations. Since 

roughness measurements are highly influenced by stimulus duration, it was essential to 

conduct this analysis on the shortest possible time window to maximize species 

inclusion, as species with call durations shorter than the selected window would 

otherwise be excluded. To determine the appropriate window length, we tested 

roughness in human screams using time windows ranging from 100 to 1000 ms in 100 

ms increments (100, 200, 300 … 1000 ms). This analysis demonstrated that a 100 ms 

window was sufficient to replicate the roughness differences observed between 

screamed and neutral speech in human data. Consequently, we applied the MPS 

analysis to a 100 ms window positioned at the midpoint of each call to ensure the 

broadest possible species representation. 

 

Artificial sounds 

To generate artificial neutral sounds that replicated the spectral characteristics of a 

neutral vocalization while eliminating roughness, we used Praat2 to extract the 

amplitude envelope of each vocalization and replaced its spectral content with either 

white noise or a tonal sound (1000 Hz). Amplitude envelopes were obtained using the 

"To Intensity" function. We then generated white noise and tonal sounds matching the 

duration of the original calls and applied the extracted envelopes using the "Multiply" 

function. This approach effectively removed amplitude modulations above 20 Hz, 

producing sounds devoid of roughness. We then tested this protocol by comparing the 

energy in the roughness range between human scream, neutral voice, and these 

artificially created sounds from human screams, showing that sounds with white noise 

best matched the roughness characteristic of neutral speech. Based on this finding, we 

used white noise to construct artificial neutral sounds for comparison in birds. 

 

Phylogenetic model 

To assess the conservation of roughness use, we examined the binary distribution of 

the roughness trait (use vs. non-use) across the phylogeny of our selected species. A 
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dated phylogeny was obtained from Hedges et al. (2015) using the R package datelife3. 

We assumed that the roughness trait evolves over time in this phylogeny according to 

an extended Mk model4 with distinct transition rates. This model allows for emergence 

of the trait once or multiple times across the phylogeny. We estimated the transition 

rates using maximum likelihood and calculated the marginal probability of roughness 

use at each internal node using phytools5. 

 

Software: 

All analyses and visualization were done using Matlab version 2023a and R version 4.1.2 
(2021-11-01) with the packages ggplot26, and tydiverse7. 

 

Results 

 
While previous studies investigating the use of roughness in human scream could 

compare the latter to human neutral speech, the same approach on animal 

vocalizations, especially when investigating juveniles, is hardly applicable. To address 

this, we created artificial sounds based on animal vocalizations, that would mimic the 

acoustic properties of neutral vocalizations. We achieved this by extracting the 

envelope of each vocalization and replacing its spectral content with white noise. To 

validate our approach, we applied it to human screams, comparing the roughness 

characteristics of our artificially generated sounds to those of human screams and 

neutral speech. Our results show that these white-noise-based artificial sounds exhibit 

less energy in the roughness range than screams (t(12) = 7.9, p < 0.005) and a 

comparable level to neutral speech (t(17) = -0.7, p = 0.49), supporting their use as 

neutral controls for assessing roughness in animal vocalizations. (Fig 1a). 

 

 

129 



 

 
Figure 1: Conservation of roughness in nesting bird vocalizations (a) Roughness levels 
across human screams, human neutral voices, artificial neutral voices generated from white 
noise, and artificial neutral voices generated from a single tone. (b) Roughness levels in one 
nesting bird species per order, compared to artificial neutral vocalizations generated from 
white noise, showing the presence of roughness in 10 species and its absence in Larus 
argentatus. (c) Phylogenetic tree illustrating the evolutionary distribution of roughness in the 
vocalizations of nesting juveniles across bird species. 
 
 
With our method validated, we examined the presence or absence of roughness in the 

vocalizations of 33 nesting bird species spanning 11 orders. Roughness was considered 

present when energy in the roughness range exceeded that of white-noise-based 

artificial sounds (Fig. 1b). Our results indicate that 30 out of 33 species exhibit 

significantly higher energy in the roughness range within their vocalizations. Notably, 

roughness was detected across all tested orders.  

 
We next plotted the binary trait Presence/Absence of Roughness on the phylogeny of 

these species (Fig 1c). Phylogenetic reconstruction further suggests a high probability 

of roughness being present in nearly all internal nodes, consistent with its widespread 
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occurrence across species. An exception can be observed at the root of the phylogeny, 

where the ancestral state is highly uncertain. Two scenarios are thus supported: either 

Roughness existed at the root, and survived into most modern species; or Roughness 

did not exist at the root, appeared independently on the two branches stemming from 

the root, and then survived into most modern species. The uncertainty at the root, and 

inability to distinguish between these scenarios, is presumably due to the uncertainty 

in the evolutionary rates, itself a consequence of the small number of leaves at which 

roughness is absent. 
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