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Abstract

The high-spin → low-spin relaxation in spin-crossover compounds can be described as non-adiabatic multi-phonon process in the strong coupling
limit, in which the low-temperature tunnelling rate increases exponentially with the zero-point energy difference between the two states. Based
on the hypothesis that the experimental bond length difference between the high-spin and the low-spin state of ∼0.2 Å is also valid for low-spin
iron(II) complexes, extrapolation of the single configurational coordinate model allows an estimate of the zero-point energy difference for low-spin
complexes from kinetic data. DFT calculations on low-spin [Fe(bpy)3]2+ support the structural assumption. However, for low-spin [Fe(terpy)2]2+

the relaxation rate constant shows an anomalous behaviour in so far as it is more in line with spin-crossover systems. This is attributed to very
anisotropic bond length changes associated with the spin state change, and the subsequent breakdown of the single mode model.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Over the past decades, complexes of transition metal ions
having a d4–d7 electronic configuration and showing the phe-
nomenon of thermal spin-crossover have received increasing
attention because of their potential applications as molecular
switches in information storage and display devices [1]. Such
complexes are characterised by two low-lying electronic states

∗ Corresponding author. Tel.: +41 22 379 6559; fax: +41 22 379 6103.
E-mail address: andreas.hauser@unige.ch (A. Hauser).

of different spin-multiplicities: the low-spin (LS) state with a
maximum number of paired up electrons in the t2g subshell as
the electronic ground state, and the high-spin (HS) state with
the electrons entering the d-orbitals according to Hund’s rule as
thermally accessible state at comparatively low temperatures.
For octahedral iron(II) complexes, these states are the low-spin
1A1(t2g

6) state and the high-spin 5T2(t2g
4eg

2) state. The thermal
spin transition is entropy driven and occurs from the low-spin
state populated at low temperatures to an almost quantitative
population of the high-spin state at elevated temperatures. The
temperature at which the fraction of complexes in the high-spin
state γHS = 1/2, generally referred to the transition tempera-

0010-8545/$ – see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.ccr.2005.12.006
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ture T1/2, is a measure for the difference in zero-point energy
�E 0

HL = E 0
HS − E 0

LS between the two states. In dilute systems,
that is in liquid or rigid solutions as well as in doped crystalline
materials, the thermal spin transition is gradual corresponding
to a Boltzmann distribution between the two vibronic mani-
folds. In neat spin-crossover compounds, transition curves tend
to be more abrupt and may occur as first order phase transitions
with a hysteresis. Such a cooperative behaviour is due to elastic
interactions between the spin-crossover complexes which result
from the comparatively large differences in molecular geometry
between the two states. For iron(II) complexes it is essentially
the metal–ligand bond lengths which are most affected by the
spin transition, with typical values of the bond length difference
�rHL = rHS − rLS ≈ 0.2 Å [2], due to the transfer of two elec-
trons to the anti-bonding eg orbitals and concurrent loss of �
back bonding from the t2g orbitals.

In addition to the thermal spin transition, an efficient light-
induced population of the high-spin state can be effected well
below the thermal spin transition by irradiating either into the
spin-allowed d–d bands or the intense metal–ligand charge trans-
fer (MLCT) band of the low-spin species. As shown in Fig. 1,
the initially excited state is extremely short-lived and decays
within less than a picosecond [3] and with a quantum efficiency
close to unity non-radiatively to the high-spin state. This effect
has been extensively used to monitor the intersystem crossing
dynamics of spin-crossover complexes not only in solution at
around ambient temperature where for iron(II) they occur on
the microsecond time scale [4,5], but also in the solid state. In
the solid state at sufficiently low temperatures, the energy bar-
rier effectively traps the complexes in the high-spin state, often
with lifetimes of several days, an effect now currently referred to
as “light-induced excited spin-state trapping” and known under
the acronym of LIESST [6,7]. The light-induced high-spin state
shows the same increase of ∼0.2 Å in metal–ligand bond length
as the thermally populated high-spin state [8].

In 1980, Buhks et al. [9], laid the theoretical foundations for
the description of the high-spin → low-spin intersystem crossing
process in spin-crossover complexes as a non-adiabatic multi-
phonon process in the strong coupling region, characterised by
a large geometrical rearrangement along the relevant reaction
coordinate together with a small driving force. Buhks et al.
predicted a temperature independent tunnelling process at low
temperatures and a thermally activated process at elevated tem-
peratures. In 1987, Xie and Hendrickson [10] presented the first
experimental evidence for the low-temperature tunnelling pro-
cess. This was followed by a series of papers by Hauser et al.
[11], which systematically explored the geometric and energetic
parameters governing the low-temperature tunnelling rate con-
stant and how this rate constant can be tuned both chemically
and physically chiefly in iron(II) spin-crossover and low-spin
systems. Chemically, of course, this can be achieved by substitu-
tions on the ligand sphere. Due to the above mentioned large dif-
ference in metal–ligand bond length and the concomitant large
difference in molecular volume �VHL = VHS − VLS ≈ 25 Å3 per
complex [12], external pressure as well as lattice effects may
likewise be used to tune both the transition temperature as well
as the high-spin → low-spin relaxation rate constant.

In the present paper we begin with a brief summary of
the theory of Buhks et al. and its application to iron(II) spin-
crossover systems. We show how the extrapolation to low-
spin systems helps locate the energy of the spectroscopically
inaccessible high-spin state of the low-spin [Fe(bpy)3]2+ com-
plex (bpy = 2,2′-bipyridine), and we discuss the reason for the
apparent breakdown of the theory for the low-spin complex
[Fe(terpy)2]2+ (terpy = 2,2′:6′,2′′-terpyridine). DFT calculations
of the geometry and the energetics of the two states for both
complexes will serve to underline the conclusions.

2. Results and discussion

2.1. The rule

Fig. 1 shows the potential wells of the high-spin and the low-
spin states of typical iron(II) spin-crossover as well as low-spin

Fig. 1. The electronic structure of iron(II) spin-crossover (ligand L1) and low-
spin complexes (ligand L2). The mechanisms for the light-induced population
of the high-spin state following excitation into ligand-field or MLCT bands of
the low-spin species are indicated by curly arrows. At low temperatures the
barrier effectively traps the complex in the high-spin state. Potential wells of the
high-spin and the low-spin state are shown along the totally symmetric normal
coordinate. At low temperatures tunnelling occurs exclusively from the lowest
vibrational state of the high-spin state. At elevated temperatures, tunnelling
occurs as an activated process from thermally populated vibrational levels of the
high-spin state. The zero-point energy difference �E0

HL can be tuned chemically
and physically.
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compounds. The reaction coordinate Q for the spin transition
is best described by a single normal mode, that is, the totally
symmetric breathing mode. In terms of metal–ligand bond length
difference, the horizontal displacement of the two potential wells
relative to each other �QHL = √

6 �rHL ≈ 0.5 Å . Classically,
complexes trapped in the high-spin state would have to acquire
enough thermal energy to pass over the top of the energy barrier.
Quantum mechanically, the rate constant for a tunnelling process
is given by [13]

kHL(T ) = 2π

h̄2ω
β2

HLFn(T ) (1)

where the thermally averaged Franck–Condon factor is given by

Fn(T ) =
∑

m|〈χm+n|χm〉|2 e−mh̄ω/kBT

∑
me−mh̄ω/kBT

(2)

The electronic coupling matrix element βHL = 〈ΦLS|HSO|ΦHS〉
∼ 150 cm−1 is given by second order spin–orbit coupling [9],
h̄ω of typically of ∼250 cm−1 is the vibrational frequency of the
active vibration, |〈χm′ |χm〉|2 is the Franck–Condon factor of the
overlap of the vibrational wavefunctions of the low-spin and the
high-spin state at the corresponding energy. If, for mathematical
simplicity, harmonic potentials with equal force constants and
vibrational frequencies are assumed for the two states, energy
conservation requires that m′ = m + n, where n = �E0

HL/h̄ω cor-
responds to the zero-point energy difference expressed in units
of vibrational quanta. This quantity, commonly referred to as the
reduced energy gap, is a dimensionless measure of the vertical
displacement of the potential wells relative to each other.

At low temperatures, where only the vibrational ground state
of the high-spin state is populated, the relaxation rate constant
is given by

kHL(T → 0) = 2π

h̄2ω
β2

HL|〈χn|χ0〉|2 (3)

In the case of the harmonic approximation with equal force con-
stants the Franck–Condon factor from the lowest vibrational
level of the high-spin state is given by [14]

|〈χn|χ0〉|2 = Sn e−S

n!
(4)

where

S =
1
2f �Q2

HL

h̄ω
(5)

The quantity S, the so-called Huang–Rhys factor [14], is a
dimensionless measure of the horizontal displacement of the
potential wells relative to each other. For an average force con-
stant of the order of 2 × 105 dyn/cm for the active vibration
and using the above model parameters for the other quanti-
ties, the Huang–Rhys factor S takes on a value of ∼45. Both,
βHL and S are not expected to vary to a great extent within the
class of iron(II) compounds having [FeN6] coordination. �E0

HL
and therefore n, however, vary quite substantially from com-
pound to compound, as borne out by the range of values of spin
transition temperature T1/2. For low-spin compounds, �E0

HL is
simply too large for a thermal population of the high-spin state

Fig. 2. The calculated relaxation rate constant kHL plotted on a logarithmic scale
as a function of 1/T and the reduced energy gap n according to Eq. (1). Model
parameters: the Huang–Rhys factor S = 45, the vibrational frequency of the active
vibration h̄ω1 ≈ 250 cm−1, and the electronic matrix element βHL = 150 cm−1.

at temperatures below the thermal decomposition, which for
organometallic compounds rarely exceeds 600 K.

Fig. 2 shows the high-spin → low-spin relaxation rate con-
stant, kHL, on a logarithmic scale versus 1/T (Arrhenius plot)
calculated according to Eq. (3) using the above standard set
of values for S, βHL and h̄ω, and with the reduced energy gap
n as variable parameter. Below ∼50 K, the theory predicts a
temperature independent process corresponding to pure tun-
nelling in which the electronic energy of the high-spin state is
spontaneously transformed into vibrational energy in the low-
spin state, followed by rapid and irreversible dispersion of this
energy into the surrounding medium. For small values of n,
the low-temperature tunnelling rate constant increases expo-
nentially with n. At somewhat larger values of n, the increase
becomes less dramatic, following the bell shaped curve of Mar-
cus theory with, in principle, a maximum value as n approaches
S [15].

2.2. The low-temperature tunnelling rate constant and
extrapolation to low-spin complexes

As mentioned above, for spin-crossover compounds the ther-
mal transition temperature T1/2 is a measure for the zero-point
energy difference �E 0

HL. The latter can approximately be set
equal to the standard enthalpy difference between the two states,
which, in turn, is related to the standard entropy difference and
T1/2 according to

�E 0
HL ≈ �H 0

HL = �S 0
HLT1/2 (6)

Even though �S 0
HL varies from compound to compound, it

does so in comparatively small range around 5 cm−1 K−1.
Fig. 3 shows the experimentally determined low-temperature
tunnelling rate constant kHL(T → 0) for a number of spin-
crossover complexes taken from reference [11] plotted on a
logarithmic scale versus �E 0

HL as determined from the exper-
imental values of T1/2 according to Eq. (6) and using the
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Fig. 3. Experimentally determined low-temperature tunnelling rate constants,
kHL(T → 0), for a number of spin-crossover complexes plotted on a logarithmic
scale vs. �E 0

HL as determined from the experimental values of T1/2 according
to Eq. (6) and setting �S 0

HL to 5 cm−1 K−1 (�,�, �). All experimental values
refer to diluted systems (doped crystalline solids, rigid solutions and diluted in
polymer matrices) and are taken from Ref. [11]. Calculated curves using Eq. (3)
and the model values as described in the text with an average value of S = 45 ( )
and the limiting values 40 and 50 (– – –). The range of experimental values for
the low-spin complex [Fe(bpy)3]2+ doped into different crystalline host lattices
[16] is indicated by the shaded area.

above model value for �S 0
HL. The range of observed rate con-

stants kHL(T → 0) goes from <10−5 s−1 (τ > 1 day) for �E 0
HL <

500 cm−1 (T1/2 < 100 K) to >103 s−1 (τ < 1 ms) for �E 0
HL >

2500 cm−1 (T1/2 > 500 K). Fig. 3 includes kHL(T → 0) calculated
according to Eq. (3) using the above model values for the various
parameters, in particular S = 45. The experimental values all fall
within the narrow band calculated around S = 45 ± 5.

The light-induced population of the high-spin state is also
possible for low-spin compounds. For example, Kirk et al.
[17] observed a transient state in the [Fe(bpy)3]2+ (bpy = 2,2′-
trisbipyridine) complex at room temperature in aqueous solu-
tion with a lifetime of 0.83 ns. Although at the time Kirk et
al. proposed a different state as metastable state, the compar-
ison of Mössbauer emission data from [57Co(bpy)3]2+ with
data from pulsed laser excitation on [Fe(bpy)3]2+ both doped
into [Mn(bpy)3](PF6)2 unambiguously proved the light-induced
metastable state to be the high-spin 5T2(t2g

4eg
2) state [18]. Fig. 4

shows the high-spin → low-spin relaxation rate constant, kHL,
on a logarithmic scale as a function of 1/T for [Fe(bpy)3]2+

doped into the series of isostructural hosts [M(bpy)3](PF6)2,
M = Co, Zn, Mn, and Cd at ambient pressure and for M = Cd
additionally at an external pressure of 1 kbar. As predicted by
Fig. 2, the larger driving force results in substantially larger low-
temperature tunnelling rate constants than for the spin-crossover
systems, and the activation energy is smaller. At room tempera-
ture, the value of kHL for the doped systems is close to the value
observed in solution and does not depend very much on the

Fig. 4. The high-spin → low-spin relaxation rate constant kHL plotted on a
logarithmic scale against 1/T (Arrhenius plot) for [Fe(bpy)3]2+ doped into
[M(bpy)3](PF6)2, M = Co (�), Zn (�), Mn (�), and Cd (�) at ambient pres-
sure, and for Cd at 1 kbar external pressure (©). Insert: the low-temperature
tunnelling rate constant kHL(T → 0) vs. the unit cell volume of the host lattice
for [Fe(bpy)3]2+ doped into [M(bpy)3](PF6)2, M = Co, Zn, Mn, Cd (adapted
from Ref. [16]).

host. However, at low temperatures the rate constant depends
very much on the host, ranging from 6 × 103 s−1 (τ = 160 �s)
for M = Cd to 1.6 × 106 s−1 (τ = 650 ns) for M = Co, that is, it
increases by a factor of almost 300 with decreasing unit cell
volume of the host. As schematically shown in Fig. 5, this range
of values is due to different lattice pressures, the smaller unit
cell volumes effectively destabilising the high-spin state of the
iron(II) complex with its larger molecular volume as compared
to the one of the low-spin state [16]. By comparison with the
effect of an external pressure of 1 kbar on the relaxation rate
constant for the Cd host, the difference in lattice pressure in the
series of hosts corresponds to the effect of an external pressure of
∼8 kbar. The above range of relaxation rate constants translates
into a range for the zero-point energy difference between the
two states. Based on the structural assumption that the reaction
coordinate is also essentially given by the breathing mode, and
that the value of �rHL of ∼0.2 Å for spin-crossover complexes
with [FeN6] coordination is also transferable to low-spin com-
plexes with the same first coordination sphere, the extrapolation
using Fig. 2 gives a value for �E 0

HL for [Fe(bpy)3]2+ in the range
2500–5000 cm−1 for the present series of host lattices.

The structural hypothesis is not easy to verify experimentally.
Density functional theory (DFT) [19–21] provides a theoretical
approach to the problem as it allows the direct characterisation
of the lowest-lying state of each spin and spatial symmetry, and
with regard to geometry optimisation DFT is known to perform
very well even for open shell systems [22]. Taking advantage of
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Fig. 5. Potential wells for an iron(II) complex doped into different host lattices, demonstrating the effect of different lattice pressures.

the fact that the low-spin and high-spin states of iron(II) com-
plexes are the lowest-lying states of their respective spin mul-
tiplicities, the geometry of [Fe(bpy)3]2+ in the two spin-states
was optimised using different exchange-correlation functionals
as implemented in the Gaussian [23] and ADF [24,25] pack-
ages. In fact, all the different functionals give very similar results
provided basis sets of high quality are used (see Ref. [26] for
computational details). Table 1 gives average values as deter-
mined from the results obtained using the different functionals
with basis sets of valence triple-ζ polarised quality, and Fig. 6
shows the overlaid structures of the two states. For the low-
spin state the agreement of the calculated geometry with the
experimental [27] geometry is remarkable. The only significant

Table 1
Selected experimental and calculated bond lengths (Å) and angles (◦) of
[Fe(bpy)3]2+ in the low-spin state, and calculated values for the complex in
the high-spin state

Experimental Calculated

1A1g(t2g
6) 5T2g(t2g

4eg
2)

Fe–N 1.967 1.981 2.192
N–C2 1.359 1.367 1.380
N–C6 1.338 1.354 1.368
C2–C′

2 1.471 1.464 1.486
C2–C3 1.377 1.401 1.411
C3–C4 1.374 1.393 1.404
C4–C5 1.380 1.397 1.407
C5–C6 1.358 1.391 1.401
β 81.8 81.3 75.7
γ 6.4 1.5 4.3
τ 53.6 53.1 46.2
θ 57.8 58.0 59.1

The atom labelling and the definition of bond angles are shown in Fig. 6. Exper-
imental values are taken from Ref. [27]. Calculated distances and angles are
average values of the very similar DFT results obtained with different function-
als and basis sets of valence triple-ζ polarised quality. For the high-spin state,
average values of the two trigonal components are given. For details see Ref.
[26].

deviation concerns the rather floppy dihedral angle between the
two rings of the bipyridine. As expected, the high-spin geometry
is first of all characterised by a metal–nitrogen bond length which
is much larger than for the low-spin state, that is �rHL = 0.21 Å.
There is no indication of a spontaneous lowering of the symme-
try in the high-spin state. Thus the basic structural assumption
that the experimental value of �rHL of ∼0.2 Å for spin-crossover
compounds is transferable to low-spin compounds is validated
by computational results from DFT. Of course, for the rather
rigid bidentate bipyridine ligand the bite angle β and twist angle
τ change quite considerably, too, in order to accommodate the
large change in metal–nitrogen bond length.

The situation is not as clear-cut with regard to electronic
energies of the two states relative to each other. In order to
compare the calculated �Eel

HL values with the experimental esti-
mate of �E 0

HL, the latter has to be corrected for the difference
in zero-point vibrational energy between the two states, �E 0

vib,
according to

�E 0
HL = ∆Eel

HL + �E 0
vib (7)

Due to a significant decrease in vibrational frequencies on going
from the low-spin to the high-spin state, the vibrational contribu-
tion to the zero-point energy is substantially smaller for the high-
spin state. �E 0

vib is typically on the order of −1000 cm−1. This
gives an experimental estimate of �Eel

HL of 3500–6000 cm−1.
Table 2 gives the electronic energy difference between the high-
spin and the low-spin state, �Eel

HL = Eel
HS − Eel

LS, calculated for
a number of different functionals using basis sets of valence
triple-ζ polarised quality [26]. The calculated values depend
very much on the functional used. In fact, most functionals
fail to approach the experimental estimate. The large spread
in calculated values of �Eel

HL was ascribed to the inability
of the exchange part of the correlation-exchange functionals
to properly account for the variation of exchange when the
spin polarisation and the metal–ligand bond length significantly
vary [26]. Thus, with the PBE, BP86, PW91 functionals which
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Fig. 6. (a) Overlaid calculated structures low-spin (grey) and high-spin (black) structures of [Fe(bpy)3]2+ projected along the molecular C3 axis (RPBE,TZP) and
(b) definition of angular parameters reported in Table 1.

are generalised gradient approximations (GGAs), the exchange
is underestimated which translates into the overestimation of
�Eel

HL. On the other hand, hybrid functionals, which incorpo-
rate Hartree–Fock exchange, tend to overestimate the exchange
and thus to overstabilise the high-spin state. As a result they
tend to underestimate �Eel

HL, some even predict [Fe(bpy)3]2+ to
be a high-spin complex. The more recent RPBE GGA corrects
for the underestimation of exchange, and gives the best results,
along with the B3LYP* hybrid functional which conversely cor-
rects for the overestimate of exchange of the other hybrids
B3LYP and PBE0. Relative spin-state energetics thus provide
a stringent criterion for assessing the performance of exchange-
correlation functionals [26,28]. The results obtained for the
spin-state energetics of [Fe(bpy)3]2+ are discussed in more detail
in Ref. [26]. For our purpose, it suffices to retain that GGA and
hybrid functionals give as expected an accurate and consistent
description of both the low-spin and high-spin geometries of
[Fe(bpy)3]2+, and that reliable results for the high-spin/low-spin
energetics were obtained only with the RPBE and B3LYP* func-
tionals, which give values for �Eel

HL of ∼6800 and ∼3400 cm−1,
respectively.

Table 2
The electronic energy difference (cm−1) between the high-spin and low-spin
states of [Fe(bpy)3]2+ calculated by DFT using Slater-type (TZP) and Gaussian-
type (TZVP) basis sets of valence triple-ζ polarised quality and a number of
different functionals available in ADF and Gaussian

�Eel
HL

5E 5A1

PBE/TZP 11022 11337
BP86/TZP 14397 15169
PW91/TZP 11699 11887
RPBE/TZP 6909 6640
PBE/TZVP 11373
B3LYP/TZVP 766
B3LYP*/TZVP 3432
PBE0/TZVP −951

For details see Ref. [26].

2.3. A notable exception to the rule

Some 5 years ago, Renz et al. [29] realised that the
low-spin [Fe(terpy)2]2+ (2,2′:6′,2′′-terpyridine) complex shows
LIESST like behaviour at low temperatures when doped into
[Mn(terpy)2](ClO4)2 with a low-temperature lifetime of the
light-induced state of several hours instead of the expected
microsecond range. As starting point for the badly needed expla-
nation of this apparent breakdown of the theory, a systematic
study of the high-spin → low-spin relaxation for this complex
doped into various crystalline hosts, as pure compound dispersed
in KBr and dissolved in the glass-forming mixture of acetoni-
trile/proprionitrile was undertaken. This is complemented with
DFT calculations on the high-spin and the low-spin state of the
complex.

Fig. 7 shows the single crystal absorption spectrum at 75 K
of [Zn(terpy)2](PF6)2 doped with [Fe(terpy)2]2+ at a level of
0.2 mol%. It is dominated by the intense MLCT absorption band
of the iron(II) complex centred at 18 000 cm−1. On lowering the
temperature down to 10 K, the light of the lamp of the spectrom-

Fig. 7. Absorption spectra [Zn:Fe(0.25%)(terpy)2](PF6)2, at 50 K before and at
10 K after irradiation.
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Fig. 8. High-spin → low-spin relaxation rate constants, kHL, plotted on a log-
arithmic scale against 1/T for [Fe(terpy)2]2+ doped into [M(terpy)2](PF6)2,
M = Cd, Mn, and Zn, for [Fe(terpy)2](PF6)2 dispersed in KBr, and dissolved
in acetonitrile/proprionitrile mixture (glass point ∼150 K).

eter provides sufficient excitation to almost completely bleach
the MLCT band within a few minutes, indicating a quantitative
light-induced population of the high-spin state in this matrix.
This is in contrast to the only partial light-induced population
for the perchlorate host investigated by Renz et al. [29].

In the present system, the bleached spectrum persists for sev-
eral hours, only when warming the sample to above 30 K does a
noticeable relaxation set in, which can be monitored by optical
spectroscopy. Corresponding relaxation curves are single expo-
nential. Fig. 8 shows the high-spin → low-spin relaxation rate
constants, kHL, plotted on a logarithmic scale against 1/T not only
for [Fe(terpy)2]2+ doped into [Zn(terpy)2](PF6)2, but also into
the isostructural [Mn(terpy)2](PF6)2 and [Cd(terpy)2](PF6)2
hosts as well as for [Fe(terpy)2](PF6)2 dispersed into KBr,
and in a acetonitrile/proprionitrile solution having a glass point
of ∼150 K. At room temperature in solution, the lifetime is
23 ns (kHL = 4 × 107 s−1) [5] which is in accordance with the
expectation for a low-spin complex, and likewise the apparent
activation energy for the relaxation process is comparatively
low. At the glass-point of the solvent mixture, the relaxation
rate constant increases abruptly with decreasing temperature
and reaches a low-temperature value of 107 s−1 (τ = 100 ns).
This is a rather high value even for a low-spin complex. The

behaviour dispersed in KBr corresponds closest to the expec-
tation for a low-spin complex, with a value approaching the
value measured in solution at room temperature, a still compara-
tively low activation energy and a plateau in the low-temperature
tunnelling region with kHL(T → 0) = 103 s−1. For the three crys-
talline hosts [M(terpy)2](PF6)2, M = Zn, Mn, Cd, the situation
is quite different. At room temperature, the relaxation rate con-
stants are not substantially smaller than in solution or for the neat
compound, but the activation energy is much larger and the low-
temperature tunnelling rate constants kHL(T → 0) < 10−5 s−1,
that is, in the range more typical for spin-crossover systems.
As for [Fe(bpy)3]2+, the variation of the relaxation rate constant
within the series of dilute mixed crystals can be attributed to the
modulation of �E 0

HL by the lattice pressure. The same holds
for the abrupt increase in rate constant upon formation of the
much more rigid glass at the glass-point of the solvent mix-
ture. But it is impossible to attribute the difference of more than
10 orders of magnitude in the relaxation rate constant between
the doped crystalline materials and for [Fe(terpy)2]2+ in rigid
solution to just a modulation of �E 0

HL by the different envi-
ronments. Indeed, if such were the case, the doped crystalline
materials would have to be in the range of spin-crossover sys-
tems, but temperature-dependent absorption spectra show no
evidence for a thermal population of the high-spin state below
450 K.

At this stage, the extraordinary behaviour of the
[Fe(terpy)2]2+ complex has to be attributed to a break-
down of the single mode model, that is, for [Fe(terpy)2]2+

there must be more than one normal mode with a significant
contribution to the reaction coordinate. In order to check this
hypothesis, DFT calculations using the RPBE functional,
which gave good results for the [Fe(bpy)3]2+ complex, were
also performed on [Fe(terpy)2]2+. Table 3 shows selected bond
lengths and bond angles for the [Fe(terpy)2]2+ complex for the
low-spin state and for the two components of the high-spin state
in the D2d point group. The relative electronic energies, �Eel

HL,
of the two components of the high-spin state with respect to
the low-spin state are also given. They remain relatively close
to the RPBE �Eel

HL value found for [Fe(bpy)3]2+, which is to
be expected for the two chemically very similar polypyridinyl
complexes. With regard to the structural parameters, the opti-
mised values obtained for the low-spin state agree well with the
experimental values [30]. It should be noted that in the low-spin
state, the tri-dentate terpyridine ligand is rather strained.
Nevertheless, both bond lengths are in the range typical for

Table 3
Selected bond lengths (Å) and angles (◦) for [Fe(terpy)2]2+: experimental data from Ref. [30], computational results using the RPBE functional and the TZP basis
set as implemented in ADF

Experimental 1A1
5B2

5E

Fe–N, Fe–N′′ 1.988 2.009 2.217 2.223
Fe–N′ 1.892 1.901 2.183 2.127
N–Fe–N′, N′–Fe–N′′ 80.6 80.6 73.4 74.6
N–C2–C′

2–N′, N′–C′
6–C′′

2–N′′ 1.8 0.0 0.0 0.0
∠(C2–C′

2, C′
6–C′′

2) 102.8 108.0 108.6
�Eel

HL 7631 8595

See Fig. 9 for the atom labelling. The values found for the electronic energy difference �Eel
HL (cm−1) between the high-spin and low-spin states are also given.
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Fig. 9. Superposition of the geometry of the high-spin (black) and the low-spin
(grey) states for [Fe(terpy)2]2+ calculated by DFT, projection perpendicular to
the C2 axis (RPBE/TZP).

low-spin complexes. As expected, the Fe–N bond lengths are
considerably larger for the high-spin state. For the equatorial
nitrogen atoms, the difference between the lower energy
component of the high-spin state, the 5B2 component, and the
low-spin state is �r

eq
HL = 0.20 Å , corresponding perfectly to

the model value. For the axial nitrogen atoms this is no longer
the case. The bond length difference �rax

HL = 0.28 Å is much
larger than the model value. Fig. 9 shows the superposition of
the two structures. One immediately notes that not only the
Fe–N bond lengths change on going from the low-spin to the
high-spin state, but that in the high-spin state the tri-dentate
ligand is much less strained. In fact, the reaction coordinate
can qualitatively be broken down into the breathing mode plus
bending modes involving the rings and exemplified by the angle
between the inter-ring bonds (C2–C′

2) and (C′′
2–C′′

6). Thus, there
are at least two normal modes with certainly quite different
vibrational frequencies contributing to the reaction coordinate
with substantial Huang–Rhys factors. This is schematically
shown in Fig. 10. Provided the Huang–Rhys factor of the
breathing mode does not significantly change from the model
value of 45 as outlined in Section 2.1, the additional bending
mode results in a substantial increase in the barrier height and
therefore effectively slows down the relaxation process.

In the two mode model the low-temperature tunnelling rate
constant is given by [31]

kHL(T → 0) = 2π

h̄2ω1
β2

HL

∑

n1,n2

|〈χn1 |χ0〉|2|〈χn2 |χ0〉|2δ(�E0
HL

− n1h̄ω − n2h̄ω2) (8)

where h̄ω1 is the larger of the two frequencies and where the
sum goes over all pairs of vibrational quanta n1 and n2 of the

Fig. 10. Two mode model, the additional bending mode effectively increases the
barrier height and thereby slows down the relaxation provided the Huang–Rhys
factor for the breathing mode is not reduced.

two modes satisfying energy conservation according to

h̄ω1n1 + h̄ω2n2 = �E 0
HL (9)

In principle, Buhks et al. [9] have shown how to evaluate Eq. (8)
even for an arbitrary number of normal modes contributing to
the reaction coordinate using saddle point integration, and Vef et
al. [32] have used it to describe the low-temperature tunnelling
behaviour of the famous [Fe(pic)3]2+ (pic = 2-picolylamine)
spin-crossover complex. A detailed normal mode decomposi-
tion of the reaction coordinate for the present system will be
presented elsewhere [33]. Suffice to mention that the largest term
in Eq. (8), given by the term with shortest pathway between the
minima of the two potential wells, accounts for more than 50%
of the sum

kHL(T → 0) ≥ 2π

h̄2ω1

e−S1 Sn1
1

n1!

e−S2 Sn2
2

n2!
(10)

where n1 and n2 not only obey Eq. (9), but depend upon the two
Huang–Rhys factors according to the relation [34]

n1h̄ω1

S1
≈ n2h̄ω2

S2
(11)

Thus, if for the breathing mode the model values of S1 ≈ 45
and h̄ω1 ≈ 250 cm−1 for the Huang–Rhys factor and the vibra-
tional frequency, respectively, are conserved, a comparatively
small contribution of the bending mode brings down the low-
temperature tunnelling rate constant by several orders of mag-
nitude.

The key question to ask at this point is, why is this bending
mode operative in the doped crystalline host matrices, much less
operative in the neat iron(II) compound, and not at all operative
in the frozen solution. Well, the calculations are performed for
complexes in the gas phase, but in condensed media they can
only deform according to the predictions of the gas phase if the
medium can accommodate the deformation. This is certainly
the case for the crystalline hosts as all three metal ions, zinc,
manganese and cadmium have much larger metal–nitrogen bond
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lengths than iron(II) in the low-spin state. In fact, the zinc com-
plex of a given ligand very often has the same metal–ligand bond
length as the corresponding iron(II) complex in the high-spin
state, and the corresponding manganese and cadmium com-
plexes have still larger bond lengths. The lattice of the neat
iron(II) complex is much more adapted to the low-spin state
and the anisotropic expansion for the high-spin state is strongly
hindered. Frozen solutions constitute a very rigid environment,
and the anisotropic and large bond length change of the axial
ligands when passing to the high-spin state is completely hin-
dered.

3. Conclusions

In conclusion, the extrapolation of the energy gap rule, as
worked out for spin-crossover complexes, to low-spin com-
plexes works for isotropic systems, that is, for systems for which
the reaction coordinate is well described by the totally symmet-
ric breathing mode. If such is the case, kinetic data allows the
determination of the energy of the spectroscopically dark high-
spin state, which is not otherwise accessible.

For the [Fe(bpy)3]2+ complex, DFT calculations validate the
structural hypothesis for �rHL ≈ 0.2 Å. Furthermore, the geom-
etry optimisation in the high-spin state indicated no spontaneous
deviation from D3, that is, the Jahn–Teller effect in the high-spin
state is negligible. With regard to the zero-point energy differ-
ence between the two states, �E 0

HL, the performance of modern
functionals puts the calculated values into the right ballpark.
But calculated values are for the gas phase, experimental values
are for the solid state, and solid state effects modulate �E 0

HL
by several thousand wavenumbers. This constitutes an inherent
difficulty with regard to the comparison of computational results
with experimental data. In a next step it is imperative to perform
calculations which take the environment into account correctly.
This is computationally demanding and not straightforward.

For the tri-dentate ligand in the low-spin complex
[Fe(terpy)2]2+ the extrapolation breaks down! DFT structure
optimisation of the two states suggests that this is due to the
anisotropic changes in the Fe–N bond lengths, with the change
for the axial nitrogen atom of 0.28 Å exceeding the model value
of 0.2 Å considerably. For such an anisotropic expansion of the
coordination sphere the single mode model is clearly inadequate.
The additional large difference in the axial Fe–N bond length
results in a significant increase in the barrier between the two
states, and thus slows down the relaxation at low temperatures
by several orders of magnitude. From a practical point of view
this opens a new avenue to search for complexes with a slow
relaxation at higher temperatures than thought possible based
on the single mode model.

Experimentally, transient EXAFS spectroscopy making use
of synchrotron radiation, constitutes a new tool, which allows
the determination of geometry differences of transient species
in dilute systems such as the mixed crystalline solids or in
amorphous media. Transient structural investigations will be
important for the development of the research field not only
to validate the DFT calculations presented here, but to actually
probe the reaction coordinates in real time.

4. Experimental methods and computational details

4.1. Experimental methods

Most of the relaxation work was performed on dilute single
crystals. In the absence of cooperative effects this results in grad-
ual spin transitions with a well defined transition temperature,
single exponential decay curves rather than the self-accelerated
curves often observed for neat crystalline materials [11] and
no interference from crystallographic phase transitions [35] nor
deviations from single exponential decay due to inhomogeneous
distributions in amorphous matrices [36].

Single crystals of [M(bpy)3](PF6)2, M = Co, Zn, Mn, Cd, and
[M(terpy)2](PF6)2, M = Zn, Mn, Cd doped with ∼0.05 mol%
[Fe(bpy)3]2+ and [Fe(terpy)2]2+, respectively, were grown by
isothermal diffusion of ether into acetonitrile/methanol solu-
tions. Elemental analysis showed that there are no solvent
molecules incorporated.

For the slow kinetics irradiation was effected using an
Argon/Krypton mixed gas laser (λ = 530 nm, I = 1 mW/mm2).
The decay was followed by recording full spectra in given time
intervals using a home-built set-up with a W-halogen lamp as
light source, a single 0.28 m monochromator for light disper-
sion (Spex 280m) and a CCD (Jobin Yvon) for detection, all
piloted by a Macintosh personal computer running a custom
built program [37]. For fast decays the excitation was effected
at 532 nm from the second harmonic of a pulsed Nd:YAG laser
(Quantel Brillant) and the transmission was followed at a single
wavelength with the same set-up as above but using a photo-
multiplier (Hamamatsu R928) with a fast preamplifier (LeCroy)
and a digital oscilloscope (Tektronix TDK) instead of the CCD.
Temperatures down to 11 K were effected with a closed cycle
cryostat (Oxford Instruments CCC1202) with the sample sitting
in Helium exchange gas for efficient cooling.

4.2. Computational details

For characterising [Fe(bpy)3]2+ in the low-spin and high-
spin states [26], calculations were carried out using different
functionals and basis sets of different types and qualities as
implemented in the Amsterdam density functional (ADF) [24]
and the Gaussian [23] program packages. The ADF package
was used to perform calculations with the BP86, PBE, PW91
and RPBE GGA functionals. For all atoms, we used either the
Slater-type orbital (STO) DZ basis set of valence double-ζ qual-
ity or the STO TZP basis set of valence triple-ζ polarised quality
taken from the ADF basis set database. Gaussian was used to
perform calculations with the B3LYP, B3LYP* and PBE0 hybrid
functionals and the PBE GGA, using for all atoms the Gaussian-
type orbital (GTO) TZVP basis set of valence triple-ζ polarised
quality, or the 6-311+G** GTO basis set which is a triple-ζ
polarised basis sets with sets of diffuse functions on the Fe, N
and C atoms. The results reported here are those obtained with
the TZP and TZVP basis sets which prove to be of very similar
quality [26]. For the DFT study of [Fe(terpy)2]2+ in the two spin-
states, the calculations were carried out with the ADF package
using the RPBE functional and the TZP basis set. In all cases,
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the symmetry of the [Fe(bpy)3]2+ and [Fe(terpy)2]2+ complexes
were constrained to D3 and D2d, respectively. The calculations
were run restricted for the low-spin state, and unrestricted for
the high-spin state while constraining the projection of the total
electronic spin along a reference axis to MS = 0 and MS = +2,
respectively.
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