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Résumé de la thèse 

Ces dernières années, la majorité des cas d’hospitalisation liés au système cardio-

vasculaire, rénal ou oculaire ont été en relation avec des complications liées au diabète. La 

prise en charge de cette maladie est donc devenue une préoccupation majeure de santé 

publique. Dans tous les cas de figure, le facteur déclencheur de cette pathologie est le résultat 

d’une perturbation du métabolisme du glucose et des lipides qui a pour conséquence une 

élévation de la glycémie. Il existe deux dysfonctionnements principaux liés à cette élévation 

de glycémie. Le premier (diabète de type I) est dû à une incapacité des cellules β 

pancréatiques de sécréter de l’insuline. La raison de cette destruction est principalement due à 

une réaction auto-immune contre les îlots de Langerhans qui sécrètent l’insuline. Le 

deuxième (diabète de type II) est la conséquence d’excès alimentaires à répétition, conduisant 

à une accumulation lipidique et un état inflammatoire au niveau des tissus adipeux. Cette 

inflammation provoque la libération de cytokines pro-inflammatoires (TNFα, IL-6), 

responsables de la diminution de l’effet de l’insuline, et qui agissent principalement au niveau 

des tissus adipeux, du muscle et de la production de glucose par le foie. Les taux de glucose 

circulants ne sont donc plus en mesure d’être abaissé par ces organes, ce qui entraîne une 

augmentation des secrétions d’insuline par le pancréas, qui finit par s’épuiser et perdre ainsi 

sa capacité à produire de l’insuline. L’organisme se trouve ainsi dans l’incapacité de 

s’opposer à une élévation de la glycémie. Les effets néfastes d’une glycémie élevée finissent 

pas entraîner des complications micro- et macrovasculaires qui sont les conséquences de 

l’inflammation et de l’accumulation de lipides dans les vaisseaux sous forme d’athéromes. 

Pour mieux comprendre l’implication des signaux pro-inflammatoires sur la 

sensibilité à l’insuline de tissus périphériques tels que muscle, foie et tissus adipeux, la 

démarche utilisée lors de ce travail a consisté à considérer le scénario inverse, à savoir étudier 

l’impact d’une suppression de signaux anti-inflammatoires sur le métabolisme. Les 

conséquences d’une telle suppression devraient, en théorie, provoquer le même effet qu’une 

sécrétion d’effets pro-inflammatoires. Nous avons donc choisi un modèle de souris 

dépourvues de STAT6, une protéine nécessaire à la transmission des signaux anti-

inflammatoires d’IL-4 et IL-13. Ces deux cytokines ont par ailleurs un rôle protecteur au 

niveau du foie. Pour évaluer les conséquences de la suppression de ce facteur de transmission 

nous avons comparé le protéome du foie de souris STAT6 KO avec celui de souris contrôle. 

Les différences d’expression des protéines ont été étudiées par le biais de deux approches 
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protéomiques complémentaires. La première (gel 2D) a permis de visualiser l’ensemble du 

protéome et d’identifier puis d’analyser les protéines qui présentaient des modifications ou 

dont l’expression était différente. La deuxième approche (réactif iTRAQ couplé avec LC-

MS/MS) a permis d’analyser tous les peptides du foie et de mettre en évidence les protéines 

différemment exprimées. Grâce à leur complémentarité ces techniques nous ont permis 

d’obtenir des résultats bien supérieurs à ce que permet l’une ou l’autre de ces techniques 

prises individuellement. Afin de valider la confiance des résultats obtenus par protéomique, 

nous avons confirmé chaque protéine d’intérêt de manière quantificative, soit au niveau de 

l’ARN messager (Taqman), soit au niveau des protéines (Western Blot). 

Cette approche protéomique nous a finalement permis d’identifier un certain nombre 

de protéines liées au stress cellulaire qui étaient en nette augmentation dans les foies STAT6 

KO (GRP78, GLO1). De plus, l’augmentation d’une protéine liée au transport lipidique 

(FABP1) nous a suggéré un dérèglement du métabolisme des acides gras, dérèglement que 

nous avons pu mettre en évidence en soumettant nos souris à une alimentation riche en 

graisse. A la suite de ce régime, le foie des souris STAT6 KO contenait beaucoup plus de 

dépôts lipidiques (cholestérol, triglycérides) que celui des souris contrôle. Les souris STAT6 

KO présentaient également des taux plasmatiques lipidiques très nettement supérieurs. 

Contrairement à nos suppositions qui stipulaient qu’une suppression de facteurs anti-

inflammatoires provoquerait une diminution de la sensibilité à l’insuline, les souris STAT6 

KO n’ont pas présenté de résistance à l’insuline mais plutôt une intolérance au glucose. De 

plus, conscients que cette observation pouvait avoir une implication clinique, nous avons 

mesuré l’expression de STAT6 dans le foie de patients souffrant d’une stéatose hépatique, 

similaire à celle observée sur notre modèle de souris KO ainsi que sur un modèle de souris 

obèses (Ob/Ob). Les niveaux de cette protéine étaient nettement inférieurs à ceux observés 

chez les patients sains. Cette observation ouvre donc la porte à une nouvelle possibilité de 

dépister cette maladie de manière précoce et de lier l’incidence de la stéatose hépatique à une 

prédisposition génétique. Une approche thérapeutique peut finalement être envisagée à l’aide 

d’un agoniste STAT6 afin de réduire l’incidence des troubles liés à la stéatose hépatique. 

 

 



Joël Iff  2007 
  

- v - 
 

Table of content 

 
Remerciements i 
Résumé de la thèse iii 
Abbreviations vii 
 
1. Introduction 1 
Part A – STAT6 and its potential role in metabolism 1 

1.1 Metabolic diseases, related complications and inflammation 3 
1.1.1 Diabetes mellitus 3 

1.1.1.1 Type 1 diabetes 3 
1.1.1.2 Type 2 diabetes 4 
1.1.1.3 Diabetes related complications 7 

1.2 Inflammation and insulin resistance 10 
1.2.1 The inflammatory response 12 

1.2.1.1 Innate immune response 12 
1.2.1.2 Adaptive immune response 14 

1.2.2 Crosstalk between metabolism and inflammation in the adipose tissue 
and the liver 15 

1.2.3 Cytokine signaling, the JAK/STAT pathway 18 
1.2.3.1 Cytokines 18 
1.2.3.2 Cytokine receptors 19 
1.2.3.3 Signal initiation and termination through cytokine receptors 21 

1.2.4 Insulin signaling 28 
1.2.5 Crosstalk points 29 
1.2.6 Oxidative stress 30 
1.2.7 IL-4 and IL-13 signaling 32 

1.3 Diabetes-related liver damage: the role of IL-4 and IL-13 34 
1.4 Bibliography 36 

Part B – Proteomic tools 47 
1.6 What is proteomics? 49 

1.6.1 Gene quantification 49 
1.6.2 Protein synthesis and its regulation 51 
1.6.3 Correlation between genome and proteome 52 
1.6.4 Proteome complexity 53 
1.6.5 Ultimate protein tool: mass spectrometry 57 
1.6.6 Identification of biomarkers and “therapeutic targets” 63 

1.7 Quantitative methods for proteomic studies 66 
1.7.1 Densitometric comparison in 2D gel electrophoresis 68 
1.7.2 Sample preparation 68 
1.7.3 First dimension: Isoelectric focusing (IEF) 68 
1.7.4 Second dimension: SDS-PAGE 69 
1.7.5 Protein detection 71 
1.7.6 Fluorescent dye 72 
1.7.7 Radiolabelling of proteins 75 
1.7.8 2-DE analysis 75 
1.7.9 Post-Translational Modifications 76 

1.8 Liquid-based techniques 78 
1.8.1 Quantitation based on precursor ions 79 



Joël Iff  2007 
  

- vi - 
 

1.8.2 Quantitation based on reporter ions 84 
1.8.3 Label free quantitation approach 86 

1.9 Bibliography 87 
 
2.  Differential proteomic analysis of STAT6 knock-out mice reveals new 

regulatory function in liver lipid homeostasis 93 
2.1 Abbreviations 94 
2.2 Abstract 99 
2.3 Introduction 96 
2.4 Experimental Procedures 97 
2.5 Results 103 

2.5.1 Comparison of Differentially Expressed Proteins Detected by 2-DE 
Gel and iTRAQ 2D nLC-MS/MS Analysis 103 

2.5.2 Increased Expression of Major Urinary Proteins 108 
2.5.3 Expression of Stress-related Proteins in STAT6 Knock-out Mice 110 
2.5.4 Increased Lipid Deposition in the Livers of STAT6 Knock-out Mice 113 
2.5.5 Changes in the Expression of Glucose Homeostasis Enzymes 117 
2.5.6 In silico Promoter Analysis 119 

2.6 Discussion 123 
2.7 Acknowledgements 133 
2.8 References 133 
2.9 Supplementary Material 147 

 
3. STAT6 deficient mice display age-dependent hepatosteatosis and glucose 

intolerance 159 
3.1 Introduction 160 
3.2 Experimental Procedures 163 
3.3 Results 165 

3.3.1 Starving hyperglycemia and hypoinsulinemia in STAT6 KO mice 165 
3.3.2 STAT6 KO mice are glucose intolerant 167 
3.3.3 Liver lipid storage and mobilization in STAT6 KO mice 169 
3.3.4 Histological changes in the liver and the white adipose tissue of 

STAT6 KO mice 172 
3.3.5 Differential protein and gene expression in the liver and white 

adipose tissue of STAT6 KO mice 174 
3.3.6 Insulin signaling in the livers of STAT6 KO mice 179 
3.3.7 Expression of STAT6 in liver steatosis 179 

3.4 Discussion 181 
3.5 Acknowledgements 183 
3.6 References 183 

 
4. Conclusion and perspectives 189 
 



Joël Iff  2007 
  

- vii - 
 

Abbreviations 

 
1D one dimension 
2-DE  two dimensional electrophoresis 
11 β-HSD1  11 β-Hydroxysteroid Dehydrogenase type 1 
Acrp30 adiponectin 
AKT  serine threonine kinase 
APC  antigen presenting cell 
AQUA absolute quantification 
CAP  Cbl-associated protein 
CBP  CREB binding protein 
cICAT cleavable isotope-coded affinity tag 
CID  collision induced dissociation 
CREB  cAMP response element binding protein 
CRP  C-reactive protein 
Cy cyanine dye 
DTT dithiothreitol 
DIGE differential gel electrophoresis 
EDRN  early detection research network 
EGF  epidermal growth factor 
emPAL exponentially modified protein abundance index 
ER  endoplasmic reticulum 
ESI  electrospray ionization 
FAT-1  fatty-acid transporter 1 
FFA  free fatty acid 
HDL  high density lipoprotein 
HPLC  high performance liquid chromatography 
ICAT isotope-coded affinity tag 
ICPL Isotope-Coded Protein Label 
IDDM  insulin diabetes mellitus 
IEF isoelectric focusing 
IFN  interferon 
Ig  immunoglobulin 
IGF1  insulin like growth factor 1 
IKK α  I κB Kinase α 
IL  interleukin 
IL-1 RA  interleukin 1 receptor antagonist 
IPG immobilized pH gradient 
IMAC immobilized metal affinity chromatography 
IR  insulin receptor 
I/R  ischemia reperfusion 
IRS insulin receptor substrate 
ISRE  interferon stimulated response element 
iTRAQ  isotope-tagged amine-reactive reagents for telative and absolute quantitation 
JAK  janus kinase 
JNK  c-Jun N-terminal kinases 
KO knock out 
LC-MS/MS  liquid chromatography tandem mass spectrometry 
LXR  liver X receptor 
MALDI  matrix assisted laser desorption/ionization 
MARS  multiple affinity removal system 
MCAT mass-coded abundance tagging 
MHC  major histocompatibility complex 
MS  mass spectrometry 
MudPIT  multidimensional identification technology 
MW molecular weight 
NAFLD  non fatty liver disease 
NASH  non alcoholic hepatosteatosis 



Joël Iff  2007 
  

- viii - 
 

NCOA  nuclear coactivator 
NEFA  non esterified fatty acid 
NFκB  nuclear Factor κB 
NIDDM  non insulin diabetes mellitus 
NK  natural killer lymphocyte 
NKT natural killer T cell 
PAGE  polyacrylamide gel electrophoresis 
PAI protein abundance index 
PAMP  pathogen associated molecular pattern 
p/CIP  co-integrin protein 
pI isoelectric point 
PDK4 pyruvate dehydrogenase kinase 4 
PGC  PPARγ coactivator 
PI3K  phosphatidylinositol 3 
PIAS  protein inhibitor of activated stat 
PMF  peptide mass fingerprint 
PPAR  peroxisome proliferating-activated receptor 
PRR  pathogen recognition receptor 
PTM  post-tranlational modification 
RBP4  retinol binding protein 4 
ROS  reactive oxygen species 
SAGE  serial analysis of gene expression 
SCID  severe combined immunodeficiency 
SDS sodium dodecyl sulfate 
SH2  src homology 2 
SHP  SH2 containing protein 
SILAC stable isotope labelling by amino acids in cell culture 
SOCS  suppressor of cytokine signalling 
SRC  sterol receptor coactivator 
STAT  signal transducer and activator of transcription 
Tc  cytotoxic T cell 
TCR  T cell receptor 
TH1  t helper 1 cell 
TH2  t helper 2 cell 
TLR  toll like receptor 
TNF  Tumor Necrosis Factor 
TOF  time of flight 
Treg  regulatory T cell 
TMT tandem mass tag 
TZD thiazolidinedione 
WHO  world health organisation 
WT wild type 
 



Joël Iff  2007 
  

 

 

 

 

 

1. Introduction 

Part A 
 

 

STAT6 and its Potential Role 

in Metabolism 



Joël Iff  2007 
  

 



Joël Iff  2007 
  

- 3 - 

1.1 Metabolic diseases, related complications and inflammation 

1.1.1 Diabetes mellitus 

Diabetes mellitus and its complications are one of the leading causes of morbidity 

and death across the globe, thus being responsible for a substantial proportion of 

worldwide health care expenditures (1). Recent estimations indicate that 171 million 

people (2.8% of the population) in the world live with diabetes and the number of 

affected patients will double by 2030 to reach 366 million (4.4%) (2). One of the most 

critical factors involved in the regulation of glucose homeostasis and the development of 

diabetes is insulin. Depending on the implication of this hormone, two major types of 

diabetes are indexed. Nomenclatures have evolved from juvenile- and adult- onset 

diabetes to insulin-dependent (IDDM) and non-insulin-dependent diabetes (NIDDM) and 

finally, according to the current state of knowledge, to type 1 and type 2 diabetes mellitus 

(DM) (3). Type 1 DM (IDDM), is characterized by a serious impairment of insulin 

production, while type 2 DM (NIDDM), is characterized by a decrease in peripheral 

insulin efficiency, along with decreased pancreatic insulin production (4).  

1.1.1.1 Type 1 diabetes 

Type 1 diabetes accounts for approximately 5-10% of all cases of diabetes (5). It 

is characterized by an incapacity of pancreatic islet β-cells to produce insulin leading to a 

state of insulin deficiency (5). Originally, its prevalence was considered to be mainly age 

dependent, most of the patients being children or young adults, hence its historical name 

of “juvenile diabetes”. However, recent data suggest that only 50-60% of all the patients 

are younger than 16-18 years (5). Type 1 diabetes has a strong genetic component and the 

main etiology seems to be an autoimmune response against insulin producing cells, 

triggered by different, currently not yet fully uncovered environmental factors (3, 5). 

Exposure to one or more of these triggers, e.g. viruses (enteroviruses, congenital rubella), 

toxins (nitrosamines) or food (milk protein, gluten) is a major accelerating factor in the 

evolution of the disease leading to the destruction of the insulin producing β-cell (5). 
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Therefore, type 1 diabetes requires exogenous insulin intake to adjust blood glucose to a 

physiological level. Without this external supply, type 1 diabetes is fatal. Opposite to type 

2 diabetes, patients affected by this disease are not obese, but rather suffer of weight loss 

(5). 

1.1.1.2 Type 2 diabetes 

According to the WHO, type 2 diabetes accounts for around 90% of all diabetes 

cases worldwide (6). Type 2 diabetes is a heterogeneous, polygenic disease. It is 

characterized by the combination of a resistance to insulin’s action in peripheral tissues 

and a defect in pancreatic islet β-cell insulin secretion. Patients suffering from type 2 

diabetes develop insulin resistance years before the clinical appearance of insulin 

deficiency (7). This delay is due to the capacity of the β-cells to increase insulin release 

sufficiently to overcome the gradually developing insulin resistance (8). This 

compensatory mechanism can delay the onset of overt hyperglycemia leading to belated 

diagnosis when complications have already arisen. Therefore, early diagnosis and the 

identification of predisposing risk factors are of primary importance. 

To date, several risk factors have been identified to be linked to the development 

of type 2 diabetes, classified as non-modifiable and modifiable (9). The non-modifiable 

risk factors include genetic factors, age and gender, or previous gestational diabetes. 

Although genetic factors contributing to the onset of type 2 diabetes are still elusive, 

difference between ethnic groups implies a significant genetic contribution (10). Contrary 

to the non modifiable risk factors, the modifiable risk factors can be reduced by the 

patient’s goodwill to lose weight, increase physical activity and improve nutrition. Type 2 

diabetes leads to a variety of associated complications resulting from the onset of 

simultaneous dysfunctions in several organs. The organs most frequently affected are the 

cardiovascular system, the kidney and the eye. These complications are due to the 

presence of a long term increase in blood glucose level, accompanied by disturbances in 

other serum metabolites, most notably the metabolites of lipid homeostasis. The cause of 

this homeostatic imbalance is a malfunction of the complex regulatory network relating 

the pancreas, liver, muscle, fat and brain. This accurately regulated network is 
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responsible for keeping serum glucose levels within physiological boundaries at all time 

in order to maintain proper organ functioning. Serum glucose levels are determined by 

the net balance between the inflow from intestinal glucose absorption and hepatic glucose 

production, and the outflow due to peripheral glucose uptake. The precise coordination of 

these processes secures the maintenance of physiological glucose levels after food 

consumption or during periods of fasting. A simplified overview of the regulatory 

mechanisms is provided in Figure 1. 

 

Figure 1: Glucose and free fatty acid (FFA) metabolism under fed (left) and starved 

(right) conditions. The liver stocks energy as glycogen and the adipose tissue as 

triglycerides (TG). Glucose is metabolized into glycerol 3 phosphate (G3-P) which can 

produce triglyceride when associated with free fatty acid. 

After food intake, during the post-prandial period, the rise in blood glucose levels 

rapidly stimulates insulin and inhibits glucagon secretion in pancreatic β- and α- cells. 

The increased insulin/glucagon ratio leads to a concerted action in different organs to 

facilitate cellular glucose uptake and storage in the form of glycogen in the liver and 

muscle, or in the form of triglycerides (TG) in adipocytes (Figure 1) (11). By contrast, 

during fasting, the lowering in blood glucose level triggers liver glycogen degradation 
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and glucose production incorporating glycerol derived from degradation of triglycerides 

in the adipose tissue. These mechanisms ensure the buildup of stocks in nutrition-rich 

conditions and usage of these stocks to provide the necessary energy-supply for vital 

organs e.g. the brain and heart for their proper functioning in periods of starving. 

The core mechanism of the deregulation of the above described system is a 

vicious circle resulting from repeated dietary excesses finally exhausting β-cell insulin 

secretion capacity, thus leading to permanently elevated glucose and non esterified / free 

fatty acid (NEFA/FFA) levels. The development of this process and the role of peripheral 

organs are depicted in Figure 2. Impaired insulin action in the hypothalamus leads to 

increased food intake, despite the presence of already developed obesity, provoking the 

onset of insulin resistance (8, 12). Decreased insulin action in liver leads to uncontrolled 

glucose production, raising glucose levels in the circulation. This rise in blood glucose 

level is further aggravated by an impaired glucose uptake in muscle. The increased 

lipolysis in adipose tissue results in the release of non esterified fatty acids (NEFAs) in 

the circulation, accelerating the development of peripheral insulin resistance in the 

muscle and liver. In addition, NEFAs exert a deleterious effect on β-cell function thus 

initiating a vicious circle. 
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Figure 2: Model of development of type 2 diabetes described by Kahn (et al.) (8). 

 

1.1.1.3 Diabetes related complications 

The persistence of insulin resistance, hyperglycemia and elevated FFA levels 

leads to multiple complications of serious consequences. Thus, understanding the 

metabolic and signaling pathways provoking the onset of these complications is an 

important healthcare objective (12). Notably, these metabolic alterations damage the 

vasculature resulting in a variety of micro- and macrovascular disorders. The 

microvascular damages provoke nephropathy, retinopathy, neuropathy and 

cardiovascular disorders. Diabetic nephropathy is the major cause of renal transplantation 

and a leading cause of dialysis need, while diabetic retinopathy is the most common 

cause of acquired blindness (5). Neuropathy can cause either generalized dysfunction 

(cardiac or erectile) or peripheral dysfunctions inducing skin ulceration and gangrene. 

These symptoms are usually accompanied by macrovascular complications e.g. ischemic 

heart disease, stroke and peripheral vascular disease. Macrovascular complications are of 
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extreme importance as cardiovascular diseases are responsible for about 70% of all 

deaths among the people living with type 2 diabetes. Moreover, diabetes is the major 

cause for limb amputation (13). 

Obesity and type 2 diabetes has also negative effects on liver function. A major 

liver disease related to type 2 diabetes is the development of non alcoholic fatty liver 

disease (NAFLD) characterized by liver lipid accumulation. This lipid accumulation can 

provoke the onset of inflammation leading to nonalcoholic steatohepatitis (NASH) and 

further in time to cirrhosis in a small percentage of affected individuals. In cirrhosis liver 

tissue is replaced by fibrotic tissue, leading to a loss of liver function (Figure 3) (14). 

This step might be the starting point for the development of hepatocellular carcinoma 

(HCC). 

 

Figure 3: Model of the stages of non alcoholic fatty liver disease (NAFLD). Disease 

evolves from hepatic steatosis characterized by lipid accumulation, to inflammatory 

nonalcoholic steatohepatitis (NASH), cirrhosis and finally hepatocellular carcinoma 

(HCC). 

Incidence of diabetes-related complication has been demonstrated to be reduced 

by 25% after tight control of glycemia (15). Control of blood glucose levels can be 

achieved by using different approaches including exercise, weight loss and 

pharmacological treatment. There is an ample choice of agents available to treat type 2 

diabetes. 
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Type 2 diabetes often requires insulin supplementation to obtain adequate 

glycemic control in combination with an oral hypoglycemic agent. Different oral 

hypoglycemic agents target different organs and metabolic processes. These mechanisms 

include the reduction of glucose intestinal absorption, the increase of β-cell insulin 

production, or the improvement of peripheral fat and liver insulin sensitivity. For 

example, α-glucosidase inhibitors diminish glucose absorption from the gastro-intestinal 

tracts by inhibiting a carbohydrate metabolizing enzyme on the intestine mucosa, 

reducing therefore glucose epithelial transportation. The most frequent prescribed 

therapeutic agent, the biguanids (e.g. metformin), reduces glucose production in the liver 

by inhibiting gluconeogenesis and promoting peripheral glucose utilization by increasing 

glucose transporter translocation in muscle and liver (16, 17). The second most frequently 

prescribed class, the sulfonylureas (e.g. tolbutamid) acts on multiple targets. This type of 

compound stimulates insulin secretion through an activation of insulin exocytosis in the 

pancreatic β-cell by blocking ATP dependent potassium channels (18). Sulfonylureas 

also directly lower glucose level by increasing its storage in the form of glycogen in the 

liver and lower circulating free fatty acid levels by reducing lipolysis in the adipose 

tissue. A good example for multiple actions is the thiazolidinediones (TZDs) (e.g. 

rosiglitazone). TZDs improve insulin sensitivity through the activation of the peroxisome 

proliferating-activated receptor γ (PPARγ). Due to the main localization of this receptor 

in the adipose tissue this class acts by altering the expressions of certain adipose genes 

e.g. fatty-acid transporter 1 (FAT-1), Cbl-associated protein (CAP) or 11 β-

Hydroxysteroid Dehydrogenase type 1 (11 β-HSD1). These alterations will result in a 

decrease in the level of circulating free fatty acid (FFAs) and thus will improve insulin 

sensitivity in muscle and liver (Figure 4) (19). In addition, PPARγ agonists possess an 

indirect effect by suppressing the expression of circulating insulin resistance factors (e.g. 

the pro-inflammatory cytokines such as Tumor Necrosis Factor α (TNFα), and resistin) 

and enhancing the expression of insulin sensitizing factors (e.g. adiponectin (Acrp30)). 
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Figure 4: Potential mechanisms of insulin sensitization by peroxisome proliferating-

activated receptor γ (PPARγ) ligands from D. Moller (19). 

 

1.2 Inflammation and insulin resistance 

Metabolic and immune systems are the two major systems ensuring survival. The 

first one by regulating nutrition and energy availability, and the second one by protecting 

from infections (20). In fact, many hormones, cytokines, signaling proteins, transcription 

factors and lipid derivates can function in both signaling systems providing logical 

connecting “crosstalk” points between them (20).  

Adipose tissue and liver are the main examples where linkage between immune 

and metabolic systems exists. These tissues possess a particular structural organization 

where immunological cells are highly represented. For example, in case of liver, two-

third of the total cell population is represented by the hepatocytes but the remaining cells 

are immune population. This heterogeneous population contains multiple cell types 

residing within the hepatic sinusoid, including Kupffer cells (the macrophages of the 

liver), B and T lymphocytes, natural killer (NK) lymphocytes and dendritic cells. These 
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cells are of crucial importance in the recognition of pathogens but also contribute to the 

inflammatory process that evolves with liver damage as a result of the onset of diabetes 

(21). Figure 5 shows configuration of principal metabolic (adipocytes and hepatocytes) 

and immune cells (macrophages, granulocytes, lymphocytes and dendritic cells) in 

adipose tissue and in liver. This spatial conformation close allows interaction between 

metabolic and immune cells and supplies these cells a rapid access to blood vessels for 

cytokine release which provides a molecular mean of communication between 

inflammatory cells residing in different organs (22). In order to appreciate the 

contribution of inflammatory processes to the development of metabolic disorders, it is 

important to provide a short overview of the immune system and the inflammatory 

response.  

 

 

Figure 5: Configuration of principal metabolic (adipocytes and hepatocytes) and 

immune (macrophages, granulocytes, lymphocytes and dendritic cells) cells in liver and 

adipose tissue from Hotamisligil (22). 
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1.2.1 The inflammatory response 

The immune system provides a non-specific/innate and specific/acquired immune 

response against foreign invading agents. 

1.2.1.1 Innate immune response 

Innate immunity provides the first immediate, but non specific response against 

external threat, thus it plays a crucial role in the recognition of “self” from “non self”. It 

is the starting point of an inflammatory response leading to an activation of a complex 

network consisting of various immune cell types. These recognition mechanisms involve 

complement’s proteins for the recognition of bacterias, NK lymphocytes for the 

recognition of viruses and eosinophil granulocytes for the recognition of parasites. The 

system is activated when Toll Like Receptors (TLRs), expressed on Antigen Presenting 

Cells (APCs) (macrophages and dendritic cells) recognize Pathogen-Associated 

Molecular Patterns (PAMPs), which are present on the surface of the invading micro-

organism. This activation leads to the production of different inflammatory mediators, 

termed chemokines with distinct functions. Interleukin 6 (IL-6) and IL-8 recruit 

leukocytes, TNFα and IL-1 activate tissue permeabilization, while TNFα also activates 

APCs. Release of TNFα by phagocytes (macrophages and dendritic cells) is required to 

increase vascular permeability and vasodilatation promoting leukocytes recruitment. 

Vascular permeabilization, vasodilatation and recruitment of leukocytes are crucial to 

attract innate cells at the infectious place leading to the state of acute inflammation. 

Within a few days, this first immune response is followed by a second adaptive response 

providing much more specific defense on a long term basis. This second response cannot 

be activated without the first innate immune response (Figure 6).  
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Figure 6: Interaction between innate and adaptive immunity in response to bacterial 

infection of the skin from Clark (et al.) (23). 

Interconnection between immune and metabolic pathways is reinforced by several 

examples. As mentioned before, inflammation is accompanied by increased levels of 

TNFα and IL-6. Elevated TNFα and IL-6 levels are characteristic if obesity and are 

linked to tissue lipid accumulation. TNFα and IL-6 may be released by adipocytes, 

leading to a state of subacute inflammation and insulin resistance in the adipose tissue. 

Another example is the Toll Like Receptor 4 (TLR4). TLR4 is the receptor for bacterial 

wall lipopolysaccharide (LPS) thus plays an important role in pathogen recognition by 

triggering a primary inflammatory reaction. This receptor may also be activated by free 

fatty acid in adipocytes and macrophages, inducing an inflammatory response in these 

cells (24). Thus, TLR provides a crucial crosstalk point between the metabolic and 

inflammatory pathways in circumstances like obesity, when circulating free fatty acids 

levels are high. The physiopathological relevance of TLR4 was recently demonstrated by 

Shi (et al.) by showing that TLR4 deficient mice are protected against high fat diet 

induced insulin resistance (24). These two pathways, TNFα overexpression or 

overgrowth in intestinal bacteria causes NAFLD in liver. By blocking TNFα effects with 
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antibodies or decontaminating intestine, NAFLD damages are reduced (25). Finally, it is 

known that key molecules in the mediation of inflammation are eicosanoids 

(leukotrienes, prostaglandins). Interestingly, all these molecules derive from the same 

precursor, a fatty acid called arachidonic acid (26, 27). These examples demonstrate that 

crosstalk between immune and metabolic responses are of crucial importance. 

1.2.1.2 Adaptive immune response 

The second type of inflammatory reaction is the adaptive/humoral immunity. As 

mentioned before, it takes place a few days after the first encounter with the antigen and 

provides a long term, specific response to a given agent. The activation of this reaction is 

initiated by the dendritic cells, which are important players of the first/innate response as 

well. Dendritic cells are capable of stimulating a special population of T lymphocytes: the 

naïve T helper cells. These cells are termed “naïve” as they have not yet encountered 

antigen. After stimulation by dendritic cells, naïve T helper cells differentiate into TH1, 

TH2 or T regulatory (Treg) cells. The decision for naïve T cell to become either T helper 

1 (TH1) or T helper 2 (TH2) is made during the direct contact to a dendritic cell through 

the T Cell Receptor (TCR) and a co-signal: CD28. A viral exposition to dendritic cell 

elicits TH1, whereas a parasitic exposition elicits TH2 response (23). TH1 cell maturation 

is initiated by IL-12 while IL-4, produced by mast cells, basophils, granulocytes and 

other differentiated TH2 lymphocytes, initiates maturation of TH2 cells. TH1 cell typically 

produce interferon γ (IFNγ), activate macrophages and stimulate cytotoxic T cells (TC). 

TH1 response is also called cellular mediated immunity. By contrast, mature TH2 cells 

produce IL-4, IL-5 and IL-13 and elicit B lymphocyte antibody production (humoral 

immunity). TH2 maturation process seems to occur mostly via STAT6, a specific 

transcription factor termed Signal Transducer and Activator of Transcription (28-32). The 

function of the third type of cells, the regulatory T cells (Treg), is modulating the 

activation of other T cells (Figure 7). 
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Figure 7: T helper cell differentiation after dendritic cell stimulation, adapted from 

Clark (et al.) (23). 

1.2.2 Crosstalk between metabolism and inflammation in the adipose 

tissue and the liver 

As shown before immune and metabolic cells form an intertwining network in the 

adipose tissue and the liver. Adipose tissue contain adipocytes, the most abundant cell, 

but also pre-adipocytes (not yet loaded with lipids), endothelial cells (barrier between 

circulation and metabolic cells), fibroblasts (required to maintain structure), leukocytes 

and macrophages (33). Adipocytes, beside their role of lipid storage cells, possess the 

ability to produce certain pro- and anti-inflammatory cytokines termed adipokines 

providing again a link between adipose tissue and inflammation (33). The pro-

inflammatory cytokines such as TNFα, IL-6, IL-1 mediate inflammatory reactions but 

they also play a direct role in metabolic processes by modulating different signaling steps 

of the insulin receptor, and exerting a hyperglycemic effect (33). By contrast inhibiting 

pro-inflammatory effects of IL-1 with IL-1 receptor antagonist (IL-1RA), has a 

counteractive effect in insulin resistance and diabetes (34). Similarly, adiponectin plays 

an anti-inflammatory role by inhibiting the production of TNFα and IFNγ and promoting 

production of IL-10 and the IL-1 Ra in monocytes and macrophages, and has an anti-
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hyperglycemic effect by increasing insulin sensitivity (33, 35). Taken together, these 

examples suggest a pro-hyperglycemic effect for inflammatory signals and an anti-

hyperglycemic effect for anti-inflammatory signals. 

The pathway leading from adipose tissue expansion to the development of 

systemic insulin resistance is depicted in (Figure 8). The connection between the elevated 

levels of inflammatory cytokines and the development of insulin resistance allows to use 

TNFα, IL-6 and C-reactive protein (CRP) serum levels as markers to predict the 

development of type 2 diabetes mellitus and cardiovascular diseases (33, 36). 

 

Figure 8: Potential mechanism for obesity induced inflammation from Shoelson (et al.) 

(21).  

Another diabetic complication related to inflammation is the non alcoholic fatty 

liver disease (NAFLD). NAFLD is usually accompanied by the elevation of 

inflammatory mediators and activation of inflammatory signaling pathways in liver.  This 

state of subacute inflammatory response in the liver is similar to the one seen with the 

accumulation of lipid in the adipocytes (37). Moreover, proinflammatory cytokines 

produced by the adipocytes (TNFα, IL-6) are carried to the liver through the portal 
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circulation and contribute actively to the hepatic inflammation. These proinflammatory 

signal as well as the free fatty acids (FFAs) derived from the adipose tissue or released by 

hepatocytes upon the activation of transcription factor termed Nuclear Factor κ B (NFκB) 

will lead to the activation of a specific type of hepatic macrophages, termed Kupffer cells 

(Figure 9) (37). This specific hepatic type of cells accounts for over 5% of total cells 

mass (37). This inflammation will be amplified by the participation of the other resident 

immune cells: the T and B lymphocytes, NK cells and dendritic cells. These damages 

lead generally to nonalcoholic hepatostatitis (NASH) with presence activated hepatic 

stellate cells provoking fibrosis which can proceed to cirrhosis and hepatocellular 

carcinoma (38). 

 

Figure 9: Potential mechanisms for adiposity-induced inflammation in the liver from 

Shoelson et al. (37). 
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1.2.3 Cytokine signaling, the JAK/STAT pathway 

As discussed before, elevated glucose and FFA levels trigger gluco- and 

lipotoxicity, resulting in cellular oxidative stress and the upregulation of inflammatory 

cytokines, most importantly in liver and in the adipose tissue (37). The major signaling 

pathways activated by cytokines is the Janus kinase/ Signal Transducer and Activator of 

Transcription (Jak/STAT) signal transduction system (39). This system consists of a 

complex cascade of protein phosphorylation which is able to transmit signal inside the 

cell and initiate transcription from a broad range of genes. Almost forty different 

cytokines and several hormones act through Jak/STAT pathway activating a large variety 

of receptors. The cytokines include IL-1 to IL-12, interferon (IFN) and leptin, while the 

hormones using this network are growth hormone and prolactin. Taken together, due to 

the contribution of cytokines in the immune system, Jak/STAT pathway is of crucial 

importance in the innate and adaptive immune response. 

1.2.3.1 Cytokines 

Cytokine have first been classified into type 1 (TH1-like) and type 2 (TH2-like) 

according to the type of T cell that has produced them. This nomenclature has been, later, 

extended to all cell types producing cytokines (40, 41). In general, type 1 cytokines 

promote the development of a strong cellular immune response (IL-2, IL-12, IFN γ, TNF 

β), whereas type 2 cytokines promote a strong humoral immune response (IL-4, IL-5, IL-

6, IL-10, IL-13) (Table 1) (41). This complex response is achieved by the same cytokine 

eliciting a cell type specific response due to a particular combination of the Jak/STAT 

pathway. 
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Table 1: The nomenclature and functions of well-defined T-cell cytokines, adapted from 

C. Janeway (et. Al.) (42). 

Cytokine T-cell 
source 

Effect on 

B cells T cells Macrophages Hematopoietic cells 

Interleukin 2 (IL-2) 
naïve T cell, 

Growth Growth - Stimulates NK growth 
 TH1, TC 

Interferon γ (IFN γ) TH1, TC Differentiation 
Inhibits TH2  Activation,  

Activates NK cells 
cell growth production of MHC 

Interleukin 4 (IL-4) TH2 
Activation,  

Growth Activation 
Increase growth 

growth  of mast cells 

Interleukin 5 (IL-5) TH2 Differentiation - 
Inhibits macrophage Increase eosinophil  

activation growth and differenciation 

Interleukin 10 (IL-10) TH2 
Production  Inhibits cytokine  Inhibits cytokine  Increase growth  

of MHC release release of mast cells 

 Interleukin 3 (IL-3) 
TH1,  

- - - Growth factor 
TH2, TC 

Tumor Necrosis Factor α  TH1, 
- - Activation - 

(TNFα)  TH2, TC 

 

1.2.3.2 Cytokine receptors 

Once released in the media, cytokines can act on neighboring or more distant cells 

and bind a family of receptors called cytokine receptors (43). The interaction between the 

cytokine and this specific receptor is required to transmit the message inside the cell and 

to initiate a response. Cytokine receptors are present on many different immune and non 

immune cell types including T and B cells and macrophages, as well as hematopoietic, 

endothelial, epithelial, and muscle cells, fibroblast and hepatocytes. Cytokine receptors 

are composed of two subunits, which, upon activation, associate and form dimers. These 

receptors are divided into two types: type 1 and type 2 (Table 2) (44). Type I receptors 

are composed of either heterodimers, which are formed after association of the cytokine 

receptor chain with a choice of three different common chains (γ chain, β chain or gp130) 

or homodimers, which are formed after association of two cytokine receptor chains. 

Depending on the subunit association of homo- or hetero-dimers, these receptors bind 

different cytokines. The γ chain is associated with IL-2, IL-4, IL-7, IL-9, and IL-15 

receptor chains, the β chain is associate with IL-3 and IL-5 receptor chain, while gp130 
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forms hetero-dimer with IL-6 and IL-11 receptor chains. IL-12 and leptin receptors are 

also related to gp130. Finally, homodimeric receptors bind growths hormone, prolactin, 

erythropoietin and thrombopoietin (Table 2) (45). The group of type II receptors contains 

the interferon (IFN) and IL-10 receptors.  

In general, γ chain receptors mediate growth and maturation of lymphocytes (46, 

47). β chain receptors mediate the production of myelomonocytic cells, including 

myeloid, erythroid and megakaryocytic lineages (48), while gp130 receptors mediate 

immune, hematopoietic, and thrombopoietic responses (49). Class II cytokine receptors 

including IFNα/β and IFNγ receptors are primarily involved in antiviral and 

inflammatory modulation (50). 

Table 2: Cytokines and the Jak-STAT signaling pathway, adapted from Leonard (et al.) 

(50). 
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1.2.3.3 Signal initiation and termination through cytokine receptors 

As mentioned before, cytokines bind to their receptor subunit, allowing 

dimerization with other subunits, depending on the type of cytokine and this association 

will activate a signal transduction cascade of protein phosphorylation. However, as the 

cytokine receptor family lacks intrinsic tyrosine kinase activity, cytokine receptors cannot 

activate their own tyrosine phosphorylation required for the phosphorylation cascade 

(51). To bypass this issue, Jak protein tyrosine kinases, are constitutively associated with 

the cytosolic part of the receptor chain, promoting tyrosine phosphorylation upon 

receptor lignand binding (52). Jaks are therefore essential to propagate the cytokine 

signaling cascade (53). Moreover, this Jaks-STAT system can transduce signal with a 

combinations of four Jak (Jak1, Jak2, Jak3 and Tyk2) and seven STAT (STAT1, STAT2, 

STAT3, STAT4, STAT5a, STAT5b and STAT6) proteins. This rich number of 

combination  suggests commonality across the Jak-STAT signaling system thus signal 

and cell-specificity will depend on the Jak/STAT combination (39, 45, 50, 54). To be 

able to integrate signal from different physiological responses, a single cell expresses 

multiple cytokine receptors at its surface. Receptors required for hemopoietic cell 

development and proliferation use Jak2, while common γ-chain receptors, essential for 

the development and maintenance of lymphocytes, use Jak1 and Jak3, whereas other 

receptors use only Jak1 (39, 55). Receptors using Jak3, Tyk2, or a combination of 

Jak2/Tyk2 and Jak3 have not been described. In human, Tyk2 seem to be activated by a 

broad range of cytokines involved in innate and acquired immunity (56). As seen 

previously, STATs are mainly activated by Jaks due to a lack of intrinsic catalytic 

domain in the cytokine receptors. However, STATs may also be directly phosphorylated 

through receptor tyrosine kinases by growth factors like epidermal growth factor (EGF), 

platelet-derived growth factor (PGDF) and insulin (57). 

STAT proteins possess the same general structure which is conserved through the 

seven family members. They are approximately 750 to 800 amino acids in lengths with 

the exception of STAT2 and STAT6, which contain approximately 850 amino acids (50). 

In order to function properly, every STAT protein is composed of four distinct domains 

(Figure 10).  
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A. 

 

B. 

 

Figure 10: Dimerized structure (A.) and domains (B.) of STAT proteins from Horvath 

(58). 

These domains include from N-terminal to C-terminal, a DNA binding domain 

(DNA) which is required for the recognition of the DNA binding site. The SH2 domain 

(SH2) is required for receptor recruitment and for homodimerization. The carboxy 

terminus domain, called transactivation domain (TAD) is required to initiate and increase 

rate of gene transcription through recruiting other transcriptional factors. Finally, a 

tyrosine residue (Y) is required for STAT phosphorylation leading to the activation of the 

protein. The coiled-coil (C-C) and linker (Link) domains are important for the structural 

organization of the protein but have no direct effect on activation or physiological 

function.  
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The classical Jak/STAT signaling pathway is demonstrated in Figure 11 using the 

IL-4/IL-13 receptor as models. IL-4 and IL-13 are two major anti-inflammatory 

cytokines, mediating signal Jak/STAT pathway through STAT6. Moreover, IL-13 

possesses many of the same effects than IL-4. IL-4 is produced by TH2 cells, basophils, 

mast cells and eosinophils. Once secreted, this cytokine can activate IL-4 receptor chain 

located on various cell types, including T and B cells, hematopoietic, endothelial, 

epithelial, muscle, fibroblast, hepatocyte and brain tissues (59, 60). IL-4 plays a critical 

role in the differentiation of naïve T cells and class switching in B cell antibody 

production. IL-13 is mainly secreted by TH2 cells and its receptor is present on B cells, 

basophils, eosinophils, mast cells, endothelial cells, fibroblasts, monocytes, macrophages, 

respiratory epithelial cells and smooth muscle cells (61). IL-13 can inhibit pro-

inflammatory cytokine production in monocytes and macrophages (62, 63).  

Once activated IL-4 receptor (IL-4R) needs to be hererodimerized with the 

gamma common chain, also involved in IL-2 signaling in order to activate the Jak-STAT 

cascade. IL-13 can bind IL-4 Rα and recruit γ chain as well, but can also activate a 

complex between IL-4 Rα receptor and IL-13 receptor chain (IL-13 Rα). Finally IL-13 

binds IL-13 Rα with low affinity but when paired with IL-4R it binds IL-13 with high 

affinity (61). The specificity resides in the presence of absence of IL-13 receptor on the 

targeted cell. 

Receptor activation initiates its dimerization, which brings into proximity two Jak 

proteins, constitutively associated with the cytosolic part of the receptor  (39, 50, 64). 

This proximity allows Jak activation, which results in a trans-phosphorylation of the 

receptor cytosolic chain (65). The resulting phosphorylation will conduct to the 

recruitment of latent cytosolic STAT by creating docking site for the Src homology 2 

(SH2) domain of the STATs. SH2 domain, first described in the activity of retroviral 

oncoprotein v-FPS is now attributed to a large family of molecular-interaction domains 

that organize the localization, communication and activities of proteins (66-68). SH2 

domain of different STATs differ sufficiently to recognize different receptor 

phosphorylated motifs, which increases STAT specificity (50). Once recruited to the 

receptor, STAT monomer, associated with the tyrosine phosphorylated receptor, will be 
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in turn phosphorylated by Jak. This STAT phosphorylation will allow homo- or hetero-

dimerization through reciprocal phosphotyrosine SH2 domain interaction. Once activated 

by tyrosine phosphorylation, STAT protein can dimerize and migrate to the nucleus, 

where they activate transcription of targeted genes. 

 

Figure 11: The IL-4/IL-13 Jak-STAT signaling pathway from Hebenstreit (et al.) (69). 

Once induced STAT DNA binding activity can be detected in the nucleus within 

minutes of cytokine binding (50). The preferred binding sites for STAT transcription 

factors consist of the palindromic TTC(N3)GAA or TTC TTC(N4)GAA motifs, although 

some variation exists even in the TTC/GAA sequence (50, 69). STAT proteins bind to the 

DNA too far from RNA polymerase II to initiate transcription. This distance requires 

contact with other proteins to facilitate the activation of the transcription. For this reason, 

STAT6 interacts with a wide variety of other transcription factors and serves as a 

recruitment platform for different members of the transcriptional machinery (70-74).  
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The coactivators mainly interact through the C-terminal transactivation domain 

and contribute to the specificity of the transcriptional activation despite of high similar 

DNA binding sequences (69). Two important factors involved in the initiation of 

transcription by STAT6 are p300/CBP, the binding protein for cAMP response element 

Binding protein (CREB) and p100. CBP is required to relax chromatin near transcription 

sites and serves a bridging factor to the previously described transcription machinery. 

Two other factors are important for the initiation of the transcription: the co-integrating 

protein (p/CIP) or nuclear receptor co-activator-3 (NCoA-3) and Steroid Receptor Co-

activator 1 (SRC-1) or NCoA-1 (72, 75). Figure 12 depicts the interaction between these 

co-activators in the initiation of transcription by STAT6. Recently, Goenka (et al.) have 

identified a new co-factor called CoaSt6 (collaborator of STAT6), a poly(ADP-

ribosyl)polymerase, which associates with STAT6 and enhances its transcriptional 

activity by chromatin decondensation (76).  

 

Figure 12: Coactivators involved in STAT6 activation of transcription process from 

Hebenstreit (69). 

Finally, different STAT6 isoforms have been identified. STAT6a is identical to 

STAT6 with shorter mRNA untranslated region, whereas STAT6b displays the same 

biological functions with a shorter amino-terminal region and finally, STAT6c acts as a 

dominant-negative isoform due to deletion of SH2 domain (69).  



Joël Iff  2007 
  

- 26 - 

Signal termination is achieved by activating a negative regulatory system. STATs 

become inactive by dephosphorylation and monomerization. The negative regulatory 

proteins activated by STATs are Suppressor of Cytokine Signaling (SOCS), SH2 

containing Protein tyrosine phosphatase (SHP) and Protein Inhibitors of Activated Stats 

(PIAS). SOCS acts in a negative feedback to suppress further signaling. Under this 

inactive configuration it migrates back to the cytosol (77). SOCS can also target Jak to 

help proteasomes degradation and block STATs recruitment to the receptor. Moreover, 

SHP dephosphorylates STAT in the nucleus while PIAS target STATs in the nucleus to 

be degraded in the proteasomes.  

This complex system shows crosstalk between other signaling pathways. For 

example, the receptor IL-4, once phosphorylated by Jak can recruit and activate STAT6, 

but also the Insulin Receptor Substrate 1 and 2 (IRS-1/2). This activation is due to the 

fact, that a part of this receptor is highly homologous to the insulin and insulin growth 

factor 1 (IGF-1) receptors which activate the IRS-1/2 signaling pathway (78). Indeed, 

STAT6 and IRS-2 have been shown to interact and promoting both IL-4 induced 

proliferative and differentiating responses and IRS-2 was downregulated STAT6 knock 

out TH1 cells suggesting a complex interaction between these two IL-4 induced mediators 

(79). This common pathway between STAT6 and IRS-1/2 suggest a likely crosstalk point 

between IL-4/IL-13 and insulin mediated signaling.  

Other examples for the crosstalk between the JAK/STAT mediated and the 

metabolic pathway includes studies showing that insulin can stimulate STAT3 

phosphorylation (80). Indeed, STAT3 has been recently shown to regulate hepatic 

gluconeogenic gene expression and ameliorate glucose intolerance in diabetic rodents. In 

addition, IL-6, an anti-inflammatory cytokine, protects against the development of fatty 

liver by activating STAT3 and regulate the expression of various glucose and lipid 

homeostasis genes (81). 

In spite of the structural homology and the high similarity of the target DNA 

binding sequence, analysis of the different STAT knock-out mice revealed a different 

role for each of these proteins (39). All four Jaks and seven STATs family members have 
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been deleted in mice, in addition to the creation of conditional knock-out mice, when 

losses were lethal (Stat3, combined deficiency of Stat5a and Stat5b) (39). The 

phenotypes of the mice deficient for different Jak and STAT proteins are described in 

Table 3.  

Table 3: Phenotypes of mice deficient in various Jaks and STATs adapted from Leonard 

(et al.) (50).  

 

Jak1 deficient mice present severe defect in lymphopoiesis and show perinatal 

lethality (82). Deletion of Jak2 is lethal due to incomplete erythropoiesis. Jak3 deficient 

mice display Severe Combined Immunodeficiency (SCID), similar to human X-linked 

SCID (83-87). This human genetic disorder is characterized by a deficiency of common 

X chain leading to a T and B cell deficiency. Finally, contrary to other Jaks, where 

inactivation leads to a complete loss of the respective cytokine receptor signal, Tyk2 

deficient mice expose reduced responses to IFNα/β and IL-12, and are prone to parasite 

infections (88).  

STAT1 deficiency in mice leads to a lack of innate immunity toward viral disease 

and severe defects in IFN immune response (89, 90). However, these mice keep the 
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ability to respond to other cytokines, and have no major abnormality in development 

(64). STAT2 deficient mice display increased vulnerability to viral infection (91). STAT3 

deficiency leads to embryonic lethality. However, selective disruption of STAT3 in T cell 

and macrophages revealed the vital role of STAT3 in response to IL-2, IL-6 and IL-10 

(64). Liver specific STAT3 knock out mice have been generated and display impaired 

cell proliferation (92). STAT4 knock-out mice present impaired activation by IL-12 in 

TH1 cell development (93, 94). STAT5 has two distinctive isoforms: STAT5a and 

STAT5b. These isoforms share more than 90% amino acid homology (95). Both isoforms 

have been deleted in mice in addition to a double deletion. Stat5a deficient mice show a 

loss of prolactin signaling with impaired mammary development during pregnancy (96). 

In addition, STAT5b deficient mice possess a defect in growth hormone signaling with 

loss of sexual growth (97). Moreover, STAT5a/b double deficient mice contain no NK 

lymphocytes. Finally, STAT6 deficient mice show a defect in TH2 cell differentiation 

resulting in defective IgE class switch (31, 98, 99). Taken together these data give 

evidence that STAT, proteins play a crucial role in modulating pro- and anti- 

inflammatory responses. Finally, we should note that deletion of STAT proteins is less 

damaging than Jaks’, except in the case of STAT3. This difference is due to the 

multiplicity of roles of Jaks compared to STATs. Most of the Jaks are activated by many 

different cytokines, by contrast STAT activation is much more stimulicospecific.  

1.2.4 Insulin signaling 

To better understand the relationship between insulin and cytokine receptor 

signaling, a closer look at the signaling network of insulin is required as well. Insulin 

receptor (IR), once activated, gets autophosphorylated by its intrinsic tyrosine kinase 

activity. The phosphorylated tyrosines provide docking sites for several downstream 

signaling molecules. Two different pathways can be activated by insulin, the metabolic 

pathway (glucose, lipid and protein metabolism), and the mitogenic pathway (cell growth 

and protein and DNA synthesis). Depending on the pathway, different molecules are 

recruited to the cytosolic part of the receptor. Insulin receptor substrate 1-4 (IRS 1-4) 

proteins are main IR partners in the transmission of both pathways. Once phosphorylated, 

these proteins are recruited to the receptor. This phosphorylation will activate 
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phosphatidylinositol 3 (PI3) kinase and the serine/treonine kinase (AKT) in the case of 

metabolic pathway, while Ras and extracellular regulated kinase (ERK) are activated in 

case of mitogenic pathway. One of the major points of crosstalk, the signaling between 

cytokine and insulin implies IRS proteins (Figure 13). 

 

Figure 13: Mechanism insulin action and crosstalk between insulin, TNF and cytokine 

signaling from Taniguchi (et al.) (100). 

1.2.5 Crosstalk points 

IRS proteins provide one of the major sites of interaction with inflammatory 

activators. For example, IRS proteins can be activated by IL-4 and leptin through tyrosine 

phosphorylation by Janus Kinases (Jaks) (50, 101). By contrast, TNFα can inhibit IRS 

signal transmission through serine phosphorylation of IRS1 by c-Jun N-terminal kinases 

(JNK). The JNK pathway provides a crosstalk mechanism also for the endoplasmic 

reticulum (ER) stress. One of the negative regulators of the cytokine receptor pathway is 

Suppressor of Cytokine Signaling (SOCS). Activation of this protein due to sustained 

cytokine effects will lead to the inactivation of IRS proteins (Figure 14). A summary of 

metabolic (FFA) and cytokine induced insulin resistance is provided in Figure 15.  
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Figure 14: Mechanism insulin action and crosstalk between insulin, TNF and cytokine 

signaling from Fernandez-Real (et al.) (102). 

1.2.6 Oxidative stress 

In addition to crosstalk at the pathway level, interaction between transcription 

factors mediating inflammation and insulin action exists. Intracellular stress such as ER 

stress or excess reactive oxygen species (ROS) production by mitochondria can also 

activate the same pathways (20). For example typical inflammation signaling pathways, 

like the JNK and Nuclear Factor κB (NFκB), and IκB Kinase α (IKKα) are activated in 

response to these factors. These mediators can also be activated by fatty acids leading to 

the inhibition of insulin action (Figure 17).  

Lipids can also activate the transcription factors PPAR and liver X receptors 

(LXR) and promote lipid transport and metabolism. These transcription factors are also 

involved in inflammatory reactions. A balance between these two processes 

(inflammation and lipid metabolism) must be found for optimizing cell functions (103).  
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Figure 15: Molecular pathways integrating stress and inflammatory responses with 

insulin action from G. Hotamisligil (103). 

The summary of the molecular mechanisms of glucose, free fatty acid, cytokine 

and ROS mediated liver damage is summarized in Figure 16. 

 

Figure 16: Increased inflammation leads to a peripheral insulin resistance. 
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1.2.7 IL-4 and IL-13 signaling 

Both IL-4 and IL-13 can mediate signal transduction by STAT6 activation. For 

that reason IL-4 and IL-13 share many functional properties and induce many of the same 

responses as IL-4 among airway hypersensitivity, mucus hypersecretion, inflammatory 

bowel disease and parasitic nematode expulsion (104-110). 

Depending on the cell type, STAT6 activates distinctive types of response. 35 

different STAT6 targeted genes have been identified, many of which are associated with 

TH2 process (69). Depending on the cell type, every known Jak, including Jak1, Jak2, 

Jak3 and Tyk2, has been shown to be activated preceeding STAT6 phosphorylation (69). 

Accordingly, IL-13 IL-4 can also increase expression of class II MHC in B cells and 

upregulate the expression of the IL-4 receptor (111, 112). Finally IL-4 plays an important 

role in cell adhesion by inducing expression of vascular cell adhesion molecule-1 

(VCAM-1) and down-regulating the expression of E-selectin (113, 114). These process 

are required to favorite the recruitment of T cells and eosinophils, rather than 

granulocytes, into a peripheral site of inflammation (115). Table 4 gives an exhaustive 

list of the promoters containing the STAT6 consensus binding sequence. Except E-

selectin and CD40, all of the listed proteins are positively regulated by STAT6 (69). 

Another immune aspect of STAT6 is the infiltration of TH2 cells and eosinophils into 

sites of allergic inflammation (69).  
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Table 4: STAT6 binding motif containing protein adapted from Hebenstreit (69). 

Locus Year Reference GenBank accession no Species 
Immunoglobulin/class switch     
AID 2004 (116) NM_020661, NM_009645 Human, mouse 
Germline γ1 1993 (117) D78345, M12389 Human, mouse 
Germline γ3 1999 (118) D78345 Human 
Germline γ4 2002 (119) X56796 Human 
Germline ε 1993 (117, 120) K01318, U17387 Human, mouse 
Cytokines     
FIZZ1 2003 (121) NM_020509 Mouse 
IL-4 1997 (122, 123) NM_021283, NM_000589 Mouse, human 
sIL-1ra 1996 (124) NM_031167 Mouse 
Lymphotoxin a  1998 (125) NM_000595 Human 
Chemokines     
Eotaxin-1/CCL11 1999 (126) NM_002986 Human 
Eotaxin-3/CCL26 2001 (127) NM_006072 Human 
TARC 2005 (128) NM_002987 Human 
Ym1 2002 (129) NM_009892 Mouse 
Adhesion molecules     
β(3) Integrin 2001 (130) NM_016780 Mouse 
E-selectin 1997 (114) NM_000450 Human 
P-selectin 1999 (131) BC068533 Human 
Enzymes     
12/15-Lipoxygenase 2000 (132) NM_001140 Human 
3b-Hydroxysteroid dehydrogenase/isomerase type 1 1999 (133) AF252254 Human 
Arginase I 2004 (134) NM_007482 Mouse 
Receptors     
CD23 1993 (117, 120) NM_002002, NM_013517 Human, mouse 
CD40 2000 (135) NM_001250 Human 
δ-Opioid receptor 2004 (136) NM_013622 Mouse 
IL-13Rα2 2003 (137) NM_000640 Human 
IL-4Rα 1996 (138) NM_001008699 Human 
MHC-II 1988 (139) NM_008206 Mouse 
µ-Opioid receptor 2001 (140) NM_001008504 Human 
Polymeric Ig receptor 2000 (141) NM_002644 Human 
Intracellular signaling     

Bcl-xL 2001 (142)  NM_009743 Mouse 
SOCS-1 2003 (143) NM_003745 Human 
Miscellaneous     
Angiotensinogen 1998 (144) NM_134432 Rat 
α1(I) procollagen 2004 (145) NM_000088 Human 
α2(I) procollagen 2004 (145) AF004877 Human 
β-Casein 1997 (146) NM_017120 Rat 
RAD50 locus control region 2004 (147) NM_009012 Mouse 
Trefoil factor-3 2004 (148) BC017859 Human 
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1.3 Diabetes-related liver damage: the role of IL-4 and IL-13 

The implication of the anti-inflammatory signaling through IL-4, IL-13 and 

STAT6 in metabolic disease has never been reported. Different studies have evaluated 

the implication of IL-4 or IL-13 in the incidence of liver disease and these cytokines 

seems to have a deleterious effect on liver T cell mediated hepatotoxicity. For example a 

study showed that IL-4 and deficient mice was protected from Concanavalin A induced 

hepatitis and IL-13 knock-out mice were protected from acetaminophen overload (149). 

Finally overexpression of IL-4 has been recently reported to promote hepatocyte 

apoptosis. These examples suggest a deleterious effect of IL-4 and IL-13 in certain liver 

function. Similarly, by suppressing STAT6 anti-inflammatory effect, Lentsch (et al.) 

observed an augmentation of pro-inflammatory cytokines production leading to 

leukocytes accumulation and significant hepato-cellular injury (150). By contrast, STAT6 

is protective against ischemia/reperfusion induced injury which leads to cellular damage 

by inducing fluctuations in oxygen, nutrition and energy availability (151-153). These 

disorders are also a characteristic feature of metabolic disturbances, most notably glucose 

intolerance and insulin resistance. The relationship between hypoxia, metabolism and 

liver injury is highlighted by studies demonstrating that intermittent hypoxia induces 

alterations in lipid homeostasis and predisposes to liver injury (151-153). Notably, 

STAT6 is not only expressed in immune related cells but also in different other cell types, 

raising the possibility of a broader physiological significance from previously supposed. 

Indeed, STAT6 has been shown to be involved in adipocyte differentiation, kidney 

epithelial cell mechanosensation, regulation of apoptosis in human hepatoma cells as well 

as inflammatory reaction in lung epithelial cells (154-156). Therefore, STAT6-deficient 

mice, in addition to impaired immune functionality display severe and multiple disorders 

(157). 

In addition to its protective role in ischemia/reperfusion, STAT6 has been shown 

to be involved in atherosclerosis. Indeed, STAT6 KO mice develop more severe aortic 

wall lipid accumulation upon high fat diet feeding and, in humans, it was identified as 

one of the three up-regulated genes in atherosclerotic coronary plaques (158, 159). 
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Recently, STAT6 was reported to play a role in fatty acid oxidation in macrophages. This 

protein modulates lipid metabolism and cellular proliferation in alternatively activated 

macrophages (156, 160). STAT6 is intimately involved in this process, contributing to 

the switch between glycolytic and lypolytic metabolism. Interestingly, STAT6 provide a 

counterbalance to the transcription factor Hypoxia Induced Factor α (HIFα) allowing 

resulting in an increase in lypolytic activity and allowing wound healing (Figure 17). 

 

Figure 17: STAT6 activation can lead to fatty acid oxidation in the macrophage from 

Lacy-Hulbert (et al.) (161). 

Hepatocyte are master regulators of glucose and lipid metabolism and are known 

to express STAT6 (154). Despite of the growing evidence of the involvement of STAT6 

in non-immune cell function the role of STAT6 has never been evaluated in the context 

of the development of metabolic diseases and their related complications. To explore this 

potential new function, the liver proteomes of wild type and STAT6 knock-out mice were 

compared using two different quantitative techniques, namely 2D-PAGE gel 

electrophoresis and a combination of 2D nanoscale LC-MS/MS with iTRAQ labeling 

technique. These techniques will be reviewed in the next chapter. 
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1.6 What is proteomics? 

Proteomics is a widely used method to identify protein structure and functions. 

Proteins play various crucial roles in organisms such as catalyzing chemical reactions with 

high speed and high specificity (enzymes), transmitting a signal to distant cells (hormones) or 

recognizing immune identity (antibodies). Proteins are also very important in different other 

tasks such as transducing signals inside cells, transporting ligand or maintaining cell 

structure. Because of this large panel of function and distribution in the organism, proteomics 

is the method of choice to study and identify these large varieties of proteins. Moreover, 

proteomics can help discovering therapeutic targets or biomarkers candidates by comparing 

two different types of samples for example control and treated. 

The word proteome describes an entire organism’s protein content. The study and 

identification of this complex mixture of proteins received the name “proteomics”. This 

nomenclature comes from the analogy of the word “genomics”, which describes an 

organism’s gene content, applied to an organism’s protein content. The former goal of 

studying proteins was to determine all the protein produced by the DNA and, therefore, give 

a complete overview of the protein complement of the genome (1). But scientists noticed the 

limits of this approach due to the particular and multiple functions of proteins. Most of the 

proteins possess specific conformation or modification called post-translational modification 

(PTM) in order to be functional. For that reason, the basic study of protein expression became 

limited. Therefore, proteomics expanded from primary protein identification to post-

translational modifications and protein-protein interactions studies. 

1.6.1 Gene quantification 

The completion of the Human Genome Project in 2003 has offered new opportunities 

of understanding cell biology (2). The availability of this sequence database has become a 

starting point to open large possibilities for biomedical research, and to discover mechanisms 

involved in the functional regulation of a cell or a tissue (2, 3). The crucial goal of identifying 

and sequencing the 20’000 to 25’000 genes of the human genome was to use the genetic 

sequences to predict the translated proteins and to investigate their roles and interactions (3). 

Moreover, high throughput technologies allowing determining thousand of genes expression 

pattern were decisive in the understanding of biological processes.  
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The global pattern of gene expression is used to identify candidate that might be 

involved in disease processes (4). Therefore, measuring mRNA levels is one of the 

appropriate techniques to elucidate gene functions. The two most frequent used techniques 

include DNA microarray technology (gene chip) and serial analysis of gene expression 

(SAGE). DNA microarray technology is based on immobilizing probe sequences at 

predetermined positions that will hybridise complementary fluorescent labelled mRNA 

extracted from experimental material (5). By quantifying the labels, the relative abundance of 

mRNA is determined (Figure 1).  

 

Figure 1: DNA microarray technology from Columbia University, New York. A fluorescent 

dye is labelled with mRNA extracted from control (green) or treated (red) cells. This mRNA is 

hybridized with cDNA present on microarray and the intensity of fluorescence describes the 

amount of mRNA present in the sample. 

This technique allows identifying 2-3 fold changes in expression, but smaller changes 

are more difficult to detect due to cross-hybridisation that diminish specificity (6). On the 

opposite, SAGE is based on the generation of unique, short sequence tags from each mRNA 

molecule in the cell (7). The frequency of presence of each tag provides absolute 

quantification of mRNA expression. However, errors can occur if the tag is not unique or if 

low copy-number genes are present (6). 
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1.6.2 Protein synthesis and its regulation 

These mRNA used to quantify genes are functional products of the four base pair 

containing DNA. Once translated, these newly synthesized short sequences migrate to the 

cytosol where they are translated into a combination of the twenty corresponding amino 

acids. Finally, the assembly of amino acids, called a polypeptide, is folded into functional 

protein with the help of chaperones. These folded proteins will act as functional product of 

the gene (Figure 2). 

 

Figure 2: Protein synthesis from Addison Wesley, Longman. DNA is transcribed into 

corresponding mRNA, which will then be translated into corresponding polypeptides. 

Proteins are a three dimensional folding of these polypeptides. 

Many different steps are involved in the regulation of protein synthesis from their 

corresponding genes. These include DNA transcription, mRNA translation and additional 

transformation steps. Different factors can regulate this flow of information. Every step of the 

synthesis can be influenced by a specific type of modification which can control the amount 

of final functional product. These different modifications include transcriptional and post-

transcriptional control (alternative splicing), translational and degradation control, activation 

control (PTM) and catalytic control (stability) (Figure 3). Due to these multiple control steps, 

the correlation between mRNA level and protein amount is low. 
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Figure 3: Regulation and modification of gene products from DNA to proteins from R. Banks 

(et al.) (8). Protein synthesis can be regulated at many different steps including transcription, 

processing and translational. These modifications reduce correlation between mRNA and 

protein level. Finally additional modifications (PTM) and diverse external factors can affect 

protein structure and stability. 

In addition to these modifications, protein polymorphism can influence activity of 

protein. Moreover, the majority of proteins may be targeted by many additional PTM in order 

to be activated and fulfil their physiological role. For example, phosphorylation is a 

reversible modification adjusting folding and function of proteins including enzyme activity 

(9). Another modification, glycosylation is involved in various biological events, including 

cell recognition, adhesion and cell-cell interaction (11-13). These protein modification studies 

have been developed to supplement proteomics and are therefore called phosphoproteomics 

and glycoproteomics. Moreover, the specific study of glycomes and their genomic or 

pathologic relationship with organisms is called glycomics. These different approaches 

opened a new opportunity to overcome the non linear relationship between genome and 

physiological effect (14, 15). 

1.6.3 Correlation between genome and proteome 

One of the aims of sequencing the human genome was to measure genes and their 

correlation with corresponding functional proteins. As shown previously, correlation between 

mRNA and proteins is not perfect due to the large amount of post-translational modifications. 

As expression or function of proteins is modulated at many points, gene quantification cannot 

provide accurate results. Moreover, proteins are the functional product of the cell and are 

therefore expected to provide more relevant information than gene quantification. The first 
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studies that revealed poor mRNA protein correlation were conducted using two dimensional 

gel electrophoresis (2-DE) (16, 17). These studies allowed measuring the Pearson correlation 

coefficient between mRNA translational product and protein. This coefficient measures the 

tendency of the variable to increase or decrease together and ranges from -1 to 1. A value 

close to 1 shows a linear relationship between the two variables and a value close to -1 show 

an increase when the other variable decreases. A value of 0 means no correlation between the 

two variables. The Pearson coefficient between protein and mRNA varies from 0.46 to 0.76 

(6). These studies give the proof about mRNA not being a reliable indicator of protein levels. 

Most of the protein-based therapeutic compounds imply PTM which can affect 

protein properties relevant to their therapeutic application. Therefore, a correct understanding 

of human complexity implied knowing the total number of genes in addition to the proteome 

that is created through differential splicing of mRNA, protein post-translational modifications 

and the release of active products after physiological activation (10). For example, the 20’000 

to 25’000 genes are translated to a total of 67’764 non redundant human proteins (human IPI 

database, v. 3.33 - release 13.09.2007) (11). However this result may vary depending on the 

protein database. Unfortunately, one of the limitations of proteomics is the incapacity of 

identifying factors that determine ultimately protein effects, like pH, hypoxia or drug 

administration. However this limitation can be overcome by studying metabolites of cell 

products. Metabolomics became widely used to give a metabolic profile of the 

physiologically relevance of the end-products of gene expression. 

1.6.4 Proteome complexity 

The large amount of proteins present in organisms makes proteomic a very 

challenging science. Moreover, these products vary from conditions to conditions, from cell 

to cell and represent a large dynamic range. Biological fluids, cells or tissues are therefore 

extremely complex to be analyzed. For that reason, different techniques exist to simplify the 

proteome and their choice depends on the type of matrix used. For example, most proteins of 

interest in the identification of a biomarker or therapeutic candidates are pooled in only 4% of 

an entire plasma sample. The 96% left are represented by the 12 most abundant proteins and 

are therefore not of interest in most of the studies (Figure 4). On the opposite, when using 

cell or tissue, separating organelles can be useful if a subset of the proteome needs to be 

studied. 
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Figure 4: 12 proteins comprise up to 96% of the protein mass in plasma from the Plasma 

Protein Institute (12); drawing by Beckman Coulter. These proteins include albumin, 

immunoglobulin G (IgG), transferin, fibrinogen, immunoglobulin A (IgA), α2-macroglobulin, 

immunoglobulin M (IgM), α1-antitrypsin, haptoglobulin, α1-acid glycoprotein and 

apolipoprotein A1 and A2. 

This huge variation in the proteome abundance has been studied by Anderson (et al.) 

who suggested a range in copy numbers of probably 7-8 orders of magnitude in human cells 

(13). This range can even be larger when comparing the most abundant plasma protein 

(albumin) with a single protein copy present in the plasma and released by a single necrosed 

cell (kininogen) (14). Moreover, this variation can reach up to 12 orders of magnitude. This 

huge variation can be represented, at the earth level by comparing order 10 (10’000 km) to 

order 1 (1 cm) (Figure 5). 

 

Figure 5: Ten orders of magnitude represented at the earth level, adapted from B. Domon. 

Earth represents order 10 (10’000 km) and ant represents order 1 (1 cm). 
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When analyzing plasma, depletion of most abundant proteins is often used and can be 

crucial to perform high quality analysis. This strategy consists of removing the most abundant 

proteins by immunodepletion and keeping the small fraction of interest. This process is 

necessary to avoid important biological information being lost (15). Several columns are now 

commercially available and Figure 6 shows the Multiple Affinity Removal System (MARS) 

LC column as an example.  

 

Figure 6: The MARS Human-14 LC column from Agilent Technologies removes fourteen 

abundant plasma proteins. 

On the opposite, when working with cell culture or tissues several fractionation 

strategies exist to lower sample complexity and to analyze subsets of the total proteome 

called subproteomes. Zhang (et al.) have classified subproteome profiling strategies into three 

categories (Figure 7) (16).  
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Figure 7: Strategies for subproteome profiling from Zhang (et al.). Numbers in brakets are 

related to references in the original paper (16). 

Finally, separative techniques can be applied to all types of samples to analyze 

proteins. These techniques are based on physico-chemical properties of proteins or peptides, 

and include two-dimensional gel electrophoresis (2-DE) and multidimensional protein 

identification technology (MudPIT). Another technique such as differential centrifugation is 

an appropriate solution to concentrate the different organelles in the cell (Figure 8). 

Typically, a sucrose gradient is used to enrich or separate the different cytosolic, nuclear, 

mitochondrial and/or microsomal (endoplasmic reticulum) fractions (17).  

 

Figure 8: Structure of the eukaryote cell from Chemistry pictures. This structure includes 

nucleus, ribosome, rough endoplasmic reticulum, golgi apparatus, centrioles, lysosomes, 

mitochondrion, smooth endoplasmic reticulum and microfilaments. In order to simplify 

proteome, these organelles can be separated. 
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Specific antibodies are used to immunoprecipitate and isolate a particular subset of 

protein including receptor complexes. Moreover, specific phospho- or glycan-antibodies can 

capture phospho- or glycoproteins and can be useful when PTM identification is required. 

Finally, chemical probes are used to pull-down proteins containing the adequate targets (e.g. 

specific amino acids, phosphate group or sugar moiety, etc.).  

1.6.5 Ultimate proteomic tool: mass spectrometry 

One of the reasons of the rapid proteomic expansion is the improvement of technique 

efficiency and development of new technologies including nanoscale liquid chromatography 

coupled with tandem mass spectrometry (LC-MS/MS) or matrix-assisted laser 

desorption/ionisation (MALDI) (18). These techniques are based on mass spectrometry (MS) 

(immune-MS, MS profiling), on protein arrays (antibody arrays, reversed phase arrays), on 

RNA assays (oligonucleotide microarrays, gene chips) or on DNA assays (chromatin 

immunoprecipitation, high-density DNA microarrays) (27, 28). Proteomics is now the most 

widely used approach to evaluate differential expression on tissues, biofluids, and enzymatic 

pathways as well as disease and toxicological screening (19).  

Figure 9 explains a typical workflow in a proteomic study. A protein population is 

usually extracted from a biological sample. This protein population is then separated by 

single or multiple dimension gel electrophoresis and then digested (trypsin, endoproteinase) 

prior to the mass spectrometry identification analysis. An alternative approach consists of 

digesting protein first and separating peptides by high performance liquid chromatography 

(HPLC) before the identification analysis. Peptides are then ionized using an electrospray 

ionization (ESI) or matrix-assisted laser desorption/ionization (MALDI) and analysed by 

various different mass spectrometers including quadrupole or Time of Flight (TOF). Finally, 

the obtained peptide-sequencing are searched against protein databases using database-

searching softwares (Sequest, Mascot, etc.). Examples of the reagents or techniques used at 

each step of this workflow are given beneath each arrow.  
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2D, two-dimensional; FTICR, Fourier-transform ion cyclotron resonance; HPLC, high-performance liquid chromatography 

Figure 9: Typical workflow in proteomic studies from Steen (et al.) (20). 

The use of tandem mass spectrometry (MS/MS) for protein analysis has been 

elaborated during those last twenty years. Before the existence of this tool, applied to protein 

analysis, the method of choice for the analysis of amino acids sequences was the Edman 

degradation. The principle is based on the sequential removal of an amino acid from the N-

terminus of protein and on the identification of this cleaved amino acid. Shimonishi (et al.) 

proposed in 1980 to combine mass spectrometry and Edman degradation by measuring the 

mass of the peptides after amino acid removal (21). However, the extension of this approach 

to biological samples was confronted to a fundamental problem. This problem consisted to 

transfer highly polar, completely non-volatile molecules with a mass of several kDa into a 

gas phase without damages (20). After several improvements the identification of peptides 

with mass spectrometry took a radical change in the 1990s with the development of two 

ionization methods for large molecules: electrospray ionisation (ESI) by Fenn (et al.) and 

matrix-assisted laser desorption/ionisation (MALDI) by Karas (et al.) (32, 33). Moreover as 

well as the rapid increase of the number of available protein sequences databases contributed 

to this expansion. The discovering of these two methods became the starting point of the 

proteomic approach called peptide mass fingerprinting (PMF), based on the measure of the 

peptide mass composition and on its correlation with theoretical masses computed from 

protein sequences databases (34, 35). Different software has been proposed to identify 

proteins from PMF data, such as Mascot, ProFound or Aldente (22). Finally, another 

identifying approach used with ESI was based on the correlation of MS/MS spectra with 

theoretical peptides fragment mass found in databases (23).  

The mass spectrometer is the key element in the identification of peptide mass. This 

powerful tool is composed of three elements: an ionization source, a mass analyzer and a 

detector. The ESI and MALDI are the most commonly used ionization sources (20). When 

using MALDI the sample must be co-crystallized within an ultraviolet absorbing matrix 

which is a low-molecular weight aromatic acid. During irradiation, a focused laser of suitable 

wavelength target the matrix and makes the molecules sublime and transfer into the gas phase 
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(20). The formed ions are then accelerated by electric potentials into a mass analyser. 

Contrary to the MALDI, ESI source can spray peptides solution under high-voltage (several 

kV) to create highly positive charged micro droplets and generate ionized peptides (Figure 

10). The liquid, eluting from the chromatography column contains the peptides which are 

electrostatically dispersed. Once the droplets are nebulized, the solvent evaporates which 

decreases the size and increases the charge density of the particle. 

 

Figure 10: Two ionization techniques: matrix-assisted laser desorption/ionization (MALDI) 

(a) and electrospray ionization (ESI) (b) from Steen (et al.) (20). MALDI consists of targeting 

peptides with a laser which will ionize these peptides. ESI consists of applying a current 

between the end needle of a HPLC and the mass spectrometer. This current will ionize 

peptides. 

Finally, the ionized molecules are injected into the mass spectrometer and peptide 

fragmentation is induced by collision with environmental gas. This collision causes an amide 

bound cleavage, creating b-ions when the charge is retained by the amino-terminal fragment 

or y-ions when it is retained by the carboxy-terminal fragment (Figure 11) (20). Some other 

types of fragments (e.g. a-ions) can also be produced depending on the type of ionisation (e.g. 

MALDI) and mass spectrometer. 
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Figure 11: Fragmentation process during mass spectrometer collision from Steen (et al.) 

(20). b-ions represent fragments retaining charge at the amino-terminal and y-ions represent 

fragment retaining charge at the carboxy-terminal fragment. 

The mass analyzer separates the peptide ions according to their mass over charge ratio 

(m/z). This ratio is then recorded by the detector. Redundancy can be reduced by the use of an 

exclusion list containing the previously fragmented precursor ions (24). Each selected peptide 

can then be fragmented after collision induced dissociation (CID) into different fragment ions 

and be recorded as the MS/MS spectrum. This spectrum is composed of the m/z ratio of the 

precursor ion corresponding to its mass and charge state, as well as some b- and y-ions 

representing part of the amino acid sequence of the peptide (Figure 12). Each peak of the 

HPLC run represents a group of the most abundant peptides (a). The amount of peptides is 

therefore given by the height of each peak. The spectrometer can then select the most 

abundant peptides present in each peak and measure their total mass (MS) (b). Finally, these 

selected peptides are fragmented and the MS/MS sequence of each peptide gives their exact 

sequence (c). 
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Figure 12: Chromatogram (a), MS (b) and MS/MS (c) spectra of a mixture of peptides 

separated on a HPLC column from Steen (et al.) (20). Mass spectrometer select the most 

intense peptides in each chromatogram peaks. Then mass of these peptides is determined 

during MS. Finally each peptide is fragmented and their sequence is given during MS/MS. 

Three different approaches are commonly used to determine the correct identity of 

analyzed peptides (Figure 13). The first one, called Peptide Sequence Tags, (PeptideSearch) 

is based on interpretative models where it is assumed that each MS/MS spectrum contains at 

least a continuous serie of fragment ions giving a short amino acids sequence called amino 

acid tag (panel a). Together with the amino terminal mass (m1) and the carboxy terminal mass 

(m3), the peptidic sequence tag is searched in the database to match the complete peptide 

sequence (20). The second approach (panel b) is based on descriptive models like the Sequest 

algorithm, which mathematically correlates the experimental MS/MS spectrum with the 
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theoretical predicted MS/MS spectrum. The quality of the match is then quantified to give a 

cross correlation score reflecting the similarity between the spectra (20). The third approach 

(panel c) implies statistical and probability models. The Mascot search engine, which is based 

on the MOWSE scoring algorithm (25), evaluates all the matches between the input MS/MS 

spectrum and peptide sequences from the database. A probability (P) that the match is a 

random event is calculated for each peptide and a score is returned as -10 x log10 (P) for 

better convenience. Further information on database searching software can be found in 

recent reviews (26, 27). 

 

Figure 13: Different approached in the identification of peptides from Steen (et al.) (20). 

These approaches consists of (a) matching sequence against a database with most intense 

fragments, (b) determining similarities with theoretical spectrum and (c) calculation of all 

predicted fragments contained in the database. 
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1.6.6 Identification of biomarkers and “therapeutic targets” 

One of the main applications to proteomics is the identification of biomarkers. 

Biomarkers can be defined as a characteristic measured as an indicator of normal, 

pathological or pharmacological responses to a therapeutic treatment (28). These indicators 

are required to monitor diseases or therapeutic efficiency because of their intensity increasing 

after the disease becomes pathological.  

 

Figure 14: Development of diseases from healthy to disease state by monitoring biomarkers 

evolution from Van der Greef (et al.) (29). 

For many human diseases, currently existing biomarkers are inadequate for early 

detection. The problem comes from the specific release of these biomarkers when disease has 

already occurred, making monitoring difficult (Figure 14) (19). Another drawback comes 

from the long validation process that occurred in the biomarkers discovery and identification 

before proteomics has emerged. This process was based on gene expression analysis, 

followed by validation of a candidate at the protein level using antibody assays (Figure 15) 

(30). Obtaining suitable antibodies against biomarker candidates followed by validation in 

plasma samples are the most time-consuming steps (30). Proteomics gave therefore new 

opportunities in this identification process.  
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Figure 15: Biomarkers discovery and validation workflow from Immler (et al.) (30). The 

discovery starts with gene expression studies followed by antibody validation. This validation 

step can be avoided with the use of mass spectrometry. 

The aim of applying proteomic to biomarkers is to help identifying new proteins in 

the early detection of disease. Moreover, proteomics allows simplifying the workflow by 

avoiding antibody validation using multi-dimensional separation followed by MS 

quantification. The quantification can be achieved using isotopically labelled synthetic 

peptide as internal standard (30). Finally, the clinical validation is performed using an 

Enzyme-Linked ImmunoSorbent Assay (ELISA). Proteomics, PTM evaluation and protein 

interconnection are complementary approaches in the identification of new biomarkers. By 

comparing control and treated models, or healthy and pathological patients, these approaches 

are very useful in the identification and the characterisation of new biomarkers candidates. 

Table 1 represents biomarkers commonly used to identify diseases. Most of them are released 

after damages and new candidates of early detection would be useful. 



Joël Iff  2007 
  

- 65 - 
 

Table 1: Protein biomarkers in diseases from the Plasma Proteome Institute. Biomarkers can 

identify different type of disease, including cardiac damages, cancer, inflammation, liver 

damage, coagulation disorders, allergy and infectious diseases. 

 

Finally, they can contribute to the designing of clinical trials by evaluating the safety 

and efficacy of the investigated compound or by providing information for guidance in 

dosing and thus minimizing inter-individual variation in response (28). 

Applying proteomics in the identification of biomarkers can be used by three different 

approaches. The first one, called protein profiling tries to identify molecular signatures, or 

unique features within mass spectral profile, characterizing biological samples, specifically 

human serum samples (31). This approach is however restricted to the most abundant 

proteins. This unique profile is represented by the plot of the mass over charge (m/z) ratio 

versus intensity of each detected peptide across many samples using a MALDI mass 

spectrometer. This approach however underestimates the complexity of the proteome and the 

difficulty of identifying the peak of interests. The two other methods: two-dimensional gel 

electrophoresis and liquid-based approaches. These different methods are used in all the 

different phases involved in the discovery and development of a biomarker and represented in 

Table 2. 
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Table 2: The five phases involved in the development and testing of disease biomarkers as 

proposed by the Early Detection Research Network (EDRN) from Duncan (et al.) (31). Phase 

I is the discovery phase, phase II s the validation phase, phase III is the pre-clinical phase, 

phase IV is the prospective clinical phase and phase V is the large scale clinical phase. 

 

1.7 Quantitative methods for proteomic studies 

Mass Spectrometry (MS)-based techniques allow analyzing large amount of protein. 

This method has the advantage of allowing quantitative approach. Quantitative studies 

involves a differential level of expression between two experimental conditions and are 

therefore the most common approach in proteomics. This approach can give an absolute or 

relative amount of proteins in the sample and may be used specifically in certain type of 

experiment, such as toxicology. To perform an acute quantitative measurement, complex 

protein samples must be simplified before protein identification. Researchers have access to a 

variety of different separative techniques including 2-D gel electrophoresis, combined with 

different staining and visualization methods, as well as liquid-based approaches, including 

proteins or peptides labelling, to process and analyze their samples. The workflow for protein 

identification using different separative techniques is illustrated in Figure 16. This workflow 

contains the following steps: reduction of complexity, protein targeting (in case of 2-DE gel), 

protein digestion, peptides ms/ms analysis, peptide identification and protein identification by 

grouping peptides. 
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Figure 16: Workflow for protein identification based on tandem mass spectrometry from P. 

Hernandez (24). The different phases implied in peptide identification include protein 

separation, isolation, digestion and peptide fragmentation. Finally a database is used to 

group peptides and identify protein. 

The quantitative techniques can be divided into two groups, called the gel-based 

approaches, including 2D polyacrylamid gel electrophoresis (2D-PAGE), Differential Gel 

Electrophoresis (DIGE) technology and the liquid-based approaches where multidimensional 

LC-MS/MS is used in conjunction with different protein/peptide labelling techniques such as 

(O-18, cICAT, SILAC, iTRAQ, etc.). The Table below gives an extensive overview of the 

techniques used today to achieve high throughput analysis (Table 3). 

Table 3: Quantitative techniques based either on 2-DE or on liquid-based approach. 

Densitometric comparison in 2 DE Liquid-based quantification 
Visible stain Precursor ion 
Coomassie, Silver 18O, AQUA, cICAT, ICPL, Metabolic labelling, SILAC 
Fluorescent dye Reporter ion 
DIGE, SYPRO iTRAQ, tandem mass tag 
Radiolabelled detection Label free 
Different isotope Replicate, emPAI, average 
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1.7.1 Densitometric comparison in 2D gel electrophoresis 

Two dimensional gel electrophoresis (2-DE) is one of the most frequently used 

method for separating proteins (6). The immobilized pH gradient (IPG) and 2-DE technique 

has first been described by Patrick O’Farrell in 1975 and extensively reviewed by Angelika 

Görg in 2004 (44, 45). Several improvements have been made to this method in the past few 

years in 1993, 2000 and 2004 (46-48). Principle of 2-DE is to separate proteins on the basis 

of their charge (i.e. pI) in the first dimension and their molecular weight in the second. This 

process is used to isolate each protein that will be compared, once labelled, between two 

experimental conditions. 

1.7.2 Sample preparation 

Appropriate sample preparation is critical for obtaining optimized 2-DE results. The 

process should allow the complete solubilisation, disaggregation, denaturation and reduction 

of the proteins contained in the sample. These steps are very important to obtain a well-

focussed first dimensional separation. Among the reagents used, urea solubilises and unfolds 

most proteins to their linear conformation, detergent solubilises hydrophobic proteins and 

minimizes protein aggregation and reducing agent cleaves disulfide bonds to allow proteins 

to unfold completely. Proteins are therefore denatured into their linear structure 

(polypeptides), losing their three dimensional conformations, avoiding intermolecular 

interactions. Finally, polypeptides must be protected from protease liberated from cell 

disruption by using protease inhibitors such as leupeptin or aprotinin. If a subset of the tissue 

or cell is of interest, protein fractionation technique or reduction of the pI range may be used.  

1.7.3 First dimension: Isoelectric focusing (IEF) 

Proteins are then separated by isoelectric focusing (IEF) after a current is running 

through the solution. The sample is often loaded in the first dimension by rehydratation of a 

commercial IPG strip. This technique allows larger quantities of protein to be loaded, reduces 

the formation of precipitate and avoids problems of leakage compared with cup loading. IEF 

is an electrophoretic method that separates proteins according to their isoelectric point (pI). 

The current makes the charged polypeptides migrate through an immobilized pH gradient gel 

strip until they reach their isoelectric point. The pI is the specific pH at which the sum of 
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negatively charged amino acids is equal to the sum of positively charged amino acids. In 

other words, the protein pI corresponds to a net charge of zero (Figure 17).  

 

Figure 17: Net charge of a protein versus the pH of its environment from 2-D 

electrophoresis, principles and methods, GE Healthcare Life Sciences. The pH of the 

environment influences the overall charge of a protein. Once pH equals pI, the net charge of 

this protein equals zero. 

Once the pI is reached, the protein stops migrating. An appropriate first dimensional 

separation requires selecting a first-dimension pH range corresponding to the complexity of 

the sample. For example, a pH of 3-10 is often used for an overview of total protein 

distribution. To obtain a more detailed overview of the sample it is possible to combine pH 4-

7 and 6-9 or even narrower pH window of one unit. Now such strips are manufactured which 

improve resolution and reproducibility.  

1.7.4 Second dimension: SDS-PAGE 

After IEF, SDS-PAGE (sodium dodecyl sulphate -polyacrylamid gel electrophoresis) 

is performed. This approach is an electrophoresis method for separating proteins according to 

their molecular weight (MW). The gel strip containing proteins is placed on the top of a 

precast polyacrylamid gel containing sodium dodecyl sulphate. The first dimensional focused 

proteins migrate on the second dimension after applying an electric current. The intrinsic 

electrical charge of the sample proteins is not influencing the separation due to the presence 

of SDS in the sample and the gel. By forming micelles around the proteins, SDS masks the 

overall protein charge, allowing the migration occur according to the molecular weight. 

Beside SDS, a reducing agent such as dithiothreitol (DTT) is also added to break disulfide 

bound. Reduction and prevention of re-oxidation is crucial for cleavage of intra- and 

intermolecular disulfide bonds (32). This step is necessary to achieve complete protein 
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unfolding necessary for a proper migration. By adding SDS and DTT in the sample solution, 

proteins follow a linear relationship between the logarithm of the molecular weight and the 

relative distance of migration of the SDS-protein complex. In addition, an alkylating agent is 

added, iodoacetamide to alkylate sulfhydryl groups and preventing their reoxydation by 

binding covalently to cystein groups. This step is crucial for acute spot identification by MS 

(32). The difficult issues with 2-DE are to solubilise correctly proteins, to elute without 

streaking alkaline or hydrophobic membrane proteins, to migrate properly low or high 

molecular weight proteins and to accurately and reproducibly quantify stained proteins. 

Once separated, proteins have to be fixed and visualized. Most common detection 

methods of proteins on 2-DE gels include staining with anionic dyes (e.g. Coomassie Blue), 

silver-staining, fluorescence labelling, and radioactive isotopes labelling, using 

autoradiography or phosphor-imaging (32). Proteins are most often detected with visible 

staining (silver stain, Coomassie blue) or with fluorescent tags (33). Protein visualization 

methods should be highly sensitive, possess a high linear dynamic range, reproducible, and 

compatible with identification processes, such as MS (32). Finally, in order to compare the 

density of two spots, gels must be scanned with a densitometer. These images are then 

aligned digitally, and pairs of gels are compared spot by spot to reveal changes in 

abundances. 2-DE is the major method of separating proteins, although it is considered a 

labour-intensive and low throughput technique with poor reproducibility (6). Identification of 

protein has been improved with commercial nonlinear IPG strips allowing reducing the pI 

range, therefore reducing the overlapping spots. This approach allows the loading of a more 

important amount of sample, increasing the sensitivity of the method. The drawback is the 

increased amount of gels that has to be run to cover the whole pI range. Protein separation 

with 2-DE gel require considerable manual manipulation, however they provide the 

separation of several thousand soluble proteins with resolution as yet unequalled by other 

methods of protein preparation (Figure 18) (33). Several improvements have been made to 

reduce the manual manipulation, like automated spot picker but this method will never be 

fully automated.  
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Figure 18: Example of silver stained 2-dimensional gel electrophoresis and some identified 

proteins from R. Banks (8). X axis represents the isoelectric point (pI) of the protein and the 

Y axis represents the molecular weight (Mw) of the protein. 

1.7.5 Protein detection 

The major challenge while detecting protein with visible staining is the range of 

concentration of individual proteins which differ between six or seven orders of magnitude 

and from several millions of copies per cell for highly abundant proteins (i.e. glycolytic 

enzymes) to a few copies per cell for low abundant proteins (32). The two most common 

used techniques for the visualization of protein is Coomassie Blue and silver staining. Those 

two staining reagents possess the required properties enumerated below, although Coomassie 

has a lower sensitivity which is one of its limitations. Coomassie blue is an anionic dye and 

the sensitivity of protein detection can be as low as 5 ng, although the actual limit of 

detection depends on the individual protein and is closer to 200-500 ng per spot (32). Even if 

colloidal dispersion of Coomassie blue has been reported to be more sensitive, this staining is 

still much less sensitive than the other staining methods (34). Because of its low price, ease of 

use and compatibility with MS, this method is the most commonly used. Typically a hundred 

spots can be visualized on a gel with milligrams of tissue loaded. 

Silver staining is much more sensitive so that 1000–3000 proteins per gel can be 

visualized and this high sensitivity staining can detect as little as 0.1 ng of protein (47, 51). 

There is a wide spot variability and even staining artefact in presence of DNA or 

lipopolysaccharide which can result in background staining of the gel. This staining method 
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is not stoichiometric and much less reproducible than Coomassie, due to the individual 

development of the staining procedure which makes it less suitable for quantitative analysis 

(32). Finally this staining technique is time consuming because protein must get rid of 

formaldehyde and glutaraldehyde contained in the fixing solution to avoid protein 

modification during the mass spectrometer analysis (35).  

1.7.6 Fluorescent dye 

Fluorescent dyes often provide greater sensitivity and broader linear dynamic 

responses when compared to colorimetric staining as shown on Figure 19 (36). An advantage 

of this approach is that the detection of the signal covers a much wider range than for the 

non-fluorescent alternatives. This approach allows avoiding the superimposition of two gel 

images resulting in warping the gels to overlay and compare them. This technical 

manipulation makes image comparison and spot detection complex, particularly when protein 

variations are subtle. The traditional visible approach often implies to run several replicates to 

be confident. This requires the creation of a “control master gel” which can be compared with 

a “treated master gel” and is thus time consuming. 

 

 

Figure 19: The linear dynamic range of commonly employed protein gel stains adapted from 

F. Patton (36). The staining method influences the total amount of protein being visible. 

Coomassie blue is less sensitive than silver staining and SYPRO covers a wider dynamic 

range but requires a laser detector. 
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There are two types of fluorescent dyes: covalent, prior to IEF and non covalent 

labelling, post-electrophoretic protein staining. Covalent dyes include DIGE (Differential Gel 

Electrophoresis) and are incorporated to proteins before running the gel. Two protein samples 

are pre-labelled with amine reactive fluorescent dye, consisting of two cyanine dyes (Propyl-

Cy3 and Methyl-Cy5), enabling to run two samples on the same gel (37). These two 

fluorophores are similar but spectrally distinct (Figure 20). Their N-hydroxysuccinimidyl 

esters reacts by nucleophilic substitution with lysine amine groups on proteins to form an 

amide (38). The dyes have very close molecular masses and are positively charged to be able 

to react with the charge on the lysine group. To avoid multiple dyes labelling on the same 

protein, the ration protein/dye must be kept low. 

 

 

Figure 20: Structure of cyanine dyes: Cy2, Cy3 and Cy5 from Tonge (et al.) (38). 

This technique has the advantage to avoid technical variations and eliminates the need 

to detect spots on two separate gels. Using the traditional 2-DE approach implies to repeat the 

procedure three to six times in order to reduce technical variability. The comparison can be 

made without warping the gels. This approach has the advantage of reducing the number of 

gel required to make a statistical comparison and raise the confidence of the detection and 

quantification of changing spots (38). The dyes are now commercially available with Cy2, 
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Cy3 and Cy5. The third dye is used as internal standard for minimizing experimental 

variations. The major challenge with this pre-electrophoretic protein binding is the protein 

mass modification due to the addition of the label migration. Since only 1-2% of the proteins 

are labelled in the samples, there is a shift in migrating over the samples on the second 

dimension between the labelled and unlabelled protein which might cause problem of protein 

identification. More than 95 percent of the protein can be significantly shifted away from the 

labelled protein in the MW dimension particularly at lower protein masses which can cause 

problem during automated spot picking excision from the gel for MS identification (54, 55). 

Figure 21 show migrating differences between green and red dye (circled spots). The exact 

positions where the maximum amounts of the considered protein are located are thus missed, 

leading to a loss of sensitivity of the MS analyses and resulting in a reduced reliability and 

sequence coverage (39). 

 

Figure 21: Overlay fluorescence image of 2-DE gel after Cy5 (red) and Ruby or Deep Purple 

(DP) (green) staining illustration the labelling-induced shifts in spot position particularly in 

low molecular masses from Hrebicek (39). 

The other type of dyes is the non-covalent binding including ruthenium-based 

SYPRO dyes and is incorporated by intercalation of fluorophores into the micelles coating 

the proteins. These fluorophores are non fluorescent in aqueous solutions and become 

fluorescent upon association with SDS-protein complexes. This procedure is accomplished in 

a single step which can be easily automated. Since SYPRO dyes are not present during 

electrophoresis, this approach avoids protein aberrant migration. 
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1.7.7 Radiolabelling of proteins 

This approach, combined with electronic detection methods offer a highly sensitive 

detection method. Radiolabelling can be achieved by incorporating different radioactive 

isotopes (3H, 14C, 32P, 33P, 35S, 131I or 125I) into proteins. These isotope-labelled proteins can 

be detected either with autoradiography or fluorography using X-ray films exposure. This 

technique may need several days or weeks to reach desired sensitivity. The alternative of this 

time consuming approach is the exposure of the radiolabelled gel to a storage-phosphor 

screen which can be scanned with a He-Ne laser on a phosphor-imager. This laser 

densitometer can help reaching very low levels of radioactivity with a very high linear 

dynamic range. This approach can also be used when incorporating isotope during protein 

synthesis (Stable Isotope Labelling by Amino acids in Cell culture) (SILAC). 

The major limitation of most visible or fluorescent staining approach is their lower 

sensitivity compared to electronic detection methods of radiolabelled proteins or liquid-based 

labelled peptides. Typically, only proteins expressed at higher level than 103 copies/cell can 

be detected on standard 2-DE gels by using fluorescent dye technologies, whereas less than a 

dozen copies of a protein/cell can be visualized with the most sensitive electronic detection 

methods for radiolabelled proteins (32). 

1.7.8 2-DE Analysis 

In theory, the analysis of up to 15’000 proteins should be possible in one gel, but, 

according to the principles and methods of 2-D Electrophoresis from Amersham Biosciences, 

5’000 detected protein spots means a very good separation (32). Protein identification based 

on MS/MS spectra is a challenging issue mainly due to identification algorithms. Among the 

difficulties we can mention expected or unexpected modifications of the peptide sequences, 

polymorphisms, errors in databases, missed or non-specific cleavages, unusual fragmentation 

patterns, and single MS/MS spectra of multiple peptides of the same m/z (24). 
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1.7.9 Post-Translational Modifications 

Phosphoproteomics is the field of increasing importance. The described tools will 

help characterizing all phosphorylation states or elucidation of the entire cell 

phosphoproteome. 2-DE gel and phosphoprotein enrichment are complementary techniques 

to study and analyse this issue. Anyway these approaches lack more molecularly relevant 

parameters, such as: molecular half-life, synthesis rate, functional competence (presence or 

absence of mutations), reaction kinetics, the influence of individual gene-products on 

biochemical flux, the influence of the environment, cell-cycle, stress and disease on gene-

products, and the collective roles of multigenic and epigenetic phenomena governing cellular 

processes (40). 

One of the strength of 2-DE is its capability to readily locate post-translationally 

modified proteins, as they frequently appear as distinctive rows of spots in the horizontal 

and/or vertical axis of the 2-DE gel. Up to now, several hundred PTMs, including 

phosphorylation, glycosylation, acetylation, lipidation, sulfation, ubiquitination or limited 

proteolysis have been reported. Specific staining methods for detection of PTM are employed 

either directly in the 2-DE gel or, more frequently, after transfer (blotting) onto an 

immobilizing membrane (32). The two major PTM analysed with the 2-DE approach are 

phosphorylation and glycosylation. In addition to the traditional protein analysis, new 

techniques has recently emerged to study PTM and protein-protein interactions (41). 

Phosphorylation is one of the most abundant PTM and techniques have been optimized these 

last years to better understand this new approach. These new tools include 

immunoprecipitation with specific phospho-antibodies, affinity chromatography with 

Immobilized Metal Affinity Chromatography (IMAC) or titane dioxide (TiO2) and chemical 

modification with phosphoamidate or phosphate β-elimination (9).  

Protein phosphorylation is a crucial PTM required for the control of regulatory 

pathways like receptor signalling, enzyme activities, cell division or degradation of proteins. 

More than 50% of all proteome are phosphorylated reaching a total of 100’000 estimated 

phosphorylation sites in the human proteome (42). The major amino acids known to be 

phosphorylated are serine, threonine, and tyrosine residues. Most of the residues are 

quantitatively phosphorylated but some may only be transiently phosphorylated. Many 

techniques are now available to study phosphoproteomics. The major challenge is that 
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phosphorylation happens in the first minutes after the initiation of the signal. The addition of 

phosphatase inhibitors is thus required. Phosphorylation analysis can be achieved either in 2-

DE gel approach or by enrichment of phosphoproteins and peptides. 2-DE gel approach 

implies using phosphospecific strains like Pro-Q Diamond (Invitrogen), immunoblotting a 

transferred membrane with specific phospho-antibody or radioactive labelling the phosphate 

group using 32P. The most sensitive method is radioactive labelling but this approach might 

lead to some unspecific phosporylation. Commercially available phospho-stains are less 

sensitive and immunoblotting can detect very low amounts (few femtomoles) of 

phosphoproteins but specificity and sensitivity is strongly dependant on the respective 

antibodies (9). All these methods can only give an approximation of the result due to co-

migrating proteins within the gel. 

The enrichment of phosphoproteins and peptides is getting more popular in the 

phosphoproteomics analysis (42). It consists of immunoprecipitating the sample with specific 

phospho-antibody, elution of the protein sample through an affinity column which retains 

phosphoproteins by electrostatic interactions: Immobilized metal-ion affinity chromatography 

(IMAC) or TiO2 or even chemical modification of the phosphate group with phosphoamidate 

(9). 

Glycosylation is the second most frequent PTM and is associated with pathogenesis or 

biochemical alterations. This protein modification can be detected with Pro-Q Emerald 488 

(Invitrogen) which reacts with carbohydrate groups by emitting a green-fluorescent signal. 

This type of stain allows detection of approximately 5-20 ng of glycoprotein per spot (32). 

Another approach when detecting glycosylation consists of binding glycoprotein with sugar 

binding lectins. These lectins might be labelled with different fluorescent molecules or 

enzymes. When analysing in details glycoprotein composition, a LC-MS based approach is 

required (32). 
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1.8 Liquid-based techniques 

As described previously, proteomics has been used for the quantitative analysis of 

protein amounts in complex extracts with 2-DE gel. However, the limitations of this approach 

in terms of throughput and analyzable protein range have elicited the development of other 

proteomics approaches, based on peptide separations instead of protein separations. The term 

proteomics is now associated with a great variety of analysis technique from protein 

identification to characterization and quantification. The techniques described below are thus 

more often used with a liquid-based approach (LC-MS/MS) but some might be used with 2-

DE gel. Yates (et al.) described a largely unbiased method for rapid and large-scale proteome 

analysis by multidimensional liquid chromatography, tandem mass spectrometry, named 

multidimensional protein identification technology (MudPIT) (43). MudPIT is a technique 

for the separation and identification of complex protein and peptide mixtures. Rather than use 

traditional 2D gel electrophoresis, MudPIT separates peptides in 2D liquid chromatography. 

Typically, peptides are first separated according to their charge state by a cation exchange 

chromatography (SCX) and then according to their hydrophobicity in the second dimension 

by reversed-phase chromatography (C18). The separation is normally interfaced directly with 

the ion source of a mass spectrometer as shown on Figure 22.  

 

Figure 22: 2D dual nanoscale LC-MS/MS from Varesio (et al.)(44). Peptide solution is 

eluted through a cation exchange column (SCX). This column separates peptides according 

to their charge. Then a C18 nanocolumn separates peptides according to their 

hydrophobicity. Switching trap column are required to remove gradient salts from solution. 
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This method is the most suitable using differential labeling when comparing two 

experimental conditions. The use of stable isotope labelling to code proteome is one of the 

most recent approaches. These isotopes can be incorporated metabolically (SILAC), 

chemically either at the protein level (cICAT) or at the peptide level (iTRAQ) or even during 

the enzymatic cleavage (18O). 

1.8.1 Quantitation based on precursor ions 

Quantification of peptides can be based on precursor ions generated from isotope 

incorporation in the peptides. Isotope can be enzymatically incorporated into peptides. The 

most common way is to introduce two atoms of 18O into the carboxylic acid group of every 

proteolytic peptide in a protein pool using H2
18O. The incorporation of this isotope can be 

achieved either with trypsin, Glu-C protease, Lys-C protease and chymotrypsin (Figure 23) 

(61-63). This labelled pool of peptide can be compared with the same pooled control samples 

labelled with 16O contained in regular water. This technique has the advantage to label all 

peptides except the original C-terminus of the protein (33). Stewart (et al.) has described a 

method allowing the conservation of the labelled peptides in natural abundance water without 

fear of chemical back-exchange with H2
16O by adjusting the pH carefully. 

 

Figure 23: Incorporation of two atoms of 18O by reversible binding of peptides by members 

of serine protease family from Fenselau (et al.) (33). 

Another way to analyze peptides based on precursor ions is to incorporate stable 

synthetic isotope as internal standards to provide absolute quantification. The first example of 

this technique has been made by Barr (et al.) who incorporated deuterium labelled peptides 

corresponding to the proteolysis counterpart of the apolipoprotein A1 present in the sample 

(45). This internal standard allows peptides to be quantified because they change their mass 

but not their chemical behaviour. This technique called AQUA (Absolute Quantification) by 
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Gygi (et al.) allows multiple peptides to be quantified in a single sample and these internal 

standards peptides are used to precisely and quantitatively measure the absolute level of 

protein and post-translationally modified proteins (46). Different approaches involve 

chemical derivation isotope incorporation. The first one has been made in 1999 by Aebersold 

(et al.) who introduced the Isotope-Coded Affinity Tag (ICAT) (47). The method is based on 

stable isotope dilution techniques coupled with tandem mass spectrometry and allows 

comparing two biological samples in a single analysis. An affinity reagent is covalently 

bound to a particular amino acid (cysteine) in all proteins present in the sample (Figure 24) 

and the relative abundance of protein is determined using the ratio between two similar 

peptides offset by 8 Daltons. 

 

Figure 24: Structure of the cleavable Isotope-Coded Affinity Tag (cICAT) tag and labeling of 

cysteine containing peptides from Leitner (et al.) (48). Cystein containing peptides are tagged 

with cICAT reagent which is coupled with a biotin tag. Then these tagged peptides are 

extracted from solution with affinity column and analyzed after cleavage of biotin group. 

The proteins are then digested into peptides and the labeled peptides are purified with 

an affinity tag leading to a simplification of the sample mixture. The affinity tag consists of a 

biotin which will be retained on a streptavidin affinity matrix leading to the extraction and 

purification of the labeled peptides. The drawbacks of this technique include non specific 

binding to the matrix and incapacity to extract non cysteine containing proteins. Aebersold 

simplified his technique by coupling cysteines with solid beads giving a simpler, more 

efficient and more sensitive aspect to this approach (49). However the limitation to cysteine 

containing protein may compromise low level analysis. The quantification is based on the 

difference in mass of the tag between the control and treated experiment at the first stage MS. 
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Several other similar techniques have been proposed later, based on the chemical 

modification of proteins or peptides. Münchbach (et al.) has elaborated a similar technique to 

ICAT but based on tagging the peptides on their N-terminal amino acid either with H4 or 

with D4 reagent. The quantification is then based on the 4 Da difference in the MS spectra 

instead of the 8 Da or 9 Da difference for ICAT or cleavable isotope coded affinity tag 

(cICAT) reagents, respectively (Figure 25) (50). 

 

Figure 25: Schematic representation of the ICAT method from Steen (et al.) (20). Samples 

are tagged either with light (1H) or heavy (2H). Then proteins are extracted and 

quantification is performed at the MS level where a difference of 8 Da exists between light 

and heavy. 

Cagney modified this method by proposing his Mass-Coded Abundance Tagging 

(MCAT) based on differential guanidination of C-terminal lysine residue of peptides (51). 

The principle is based on the modification of a lysine residue using O-methylisourea which 

transforms the lysine into homoarginine which is 42 Dalton heavier than lysine. Moreover, 

this modification does not affect the biophysical properties using LC-MS. The quantification 

is then performed by monitoring the ratio between modified and non-modified proteins. The 
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next improvement based on differential protein analysis has been made by Goodlett (et al.) 

who proposed a per-methyl esterification of peptides (52). The quantification was based on 

the difference of the D0- or D3-methanol once separated from the corresponding peptide in 

the second dimension of the tandem mass spectrometer (MS/MS). Another method based on 

the relative intensities of extracted ion chromatograms is called Isotope-Coded Protein Label 

(ICPL). This method is capable of high throughput quantitative proteome profiling and is 

based on stable isotope tagging at the frequent free amino groups of isolated intact proteins 

(53). Two different experimental groups are individually alkylated and differentially labeled 

at the free amino groups with isotope encoded (heavy) or isotope free (light) ICPL tags (53). 

Figure 26 describes the workflow of this amine-based tagging. 

 

Figure 26: Overview of the ICPL workflow from Schmidt (et al.) (53). 

These stable isotope labeling techniques for proteomics are often based on complex 

and expensive reagents. A different approach emerged and was based on metabolic 
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incorporation of labeling protein into protein (54). This approach is particularly adapted to 

single cells grown in culture and different isotopically enriched amino acids can be used such 

as arginine, lysine, tyrosine and leucine. An enhanced metabolic labelling technique emerged 

then from specific incorporation of amino acids in cell into all mammalian proteins. This 

technique has been described by Ong (et al.) and is called SILAC (Stable Isotope Labelling 

by Amino acids in Cell culture) (55). It allows comparing two different populations of cells 

which will be labelled either with a normal amino acid or an isotope labelled amino acid. Cell 

culture media lack an essential amino acid which is replaced, with the same labelled amino 

acid. This labelled amino acid is then incorporated into all proteins during protein synthesis 

(Figure 27). 

 

Figure 27: Schematic representation of the SILAC method from Steen (et al.) (20). 

Isotopically enriched amino acid is incorporated during cell culture growth, which can be 

seen as a shift in mass in the MS analysis. 

No chemical labelling or affinity purification steps are necessary using this technique 

which is compatible with all cell culture conditions, including primary cells. Ong (et al.) 

show that incorporation of the labelled amino acid is complete in the proteome and that cells 
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remain normal in the presence of the labelled media. These incorporations can be used with 

arginine, lysine, tyrosine and leucine (74-77). 

1.8.2 Quantitation based on reporter ions 

These improvements introduced the iTRAQ reagents (Isotope-Tagged amine-reactive 

reagents for Relative and Absolute Quantitation) based on a multiplexed set of isobaric 

reagents that yield amine-derivatized peptides (78). This technique allows quantitative 

comparison of four different protein pools simultaneously The quantitative measurements can 

be done either using LC-MS/MS with electrospray or MALDI with TOF. Each reagent 

contains a reporter ion whose mass differs of one Dalton from each others (i.e. m/z 114, 115, 

116, and 117) and a balance moiety that give the same global mass and physico-chemical 

properties for each tagging reagent. When tagged peptides experience fragmentation, the 

charge remains on the reporter group and the balance group is removed as a neutral loss 

(Figure 28). 

 

Figure 28: Isotope-Tagged amine-reactive reagents for Relative and Absolute Quantitation 

(iTRAQ) tagging strategy from Fenselau (et al.) (33). An isobaric tag of 145, containing a 

reporter group ranging from 114 to 117 and a balance group containing masses from 31-28 

is covalently bound to amino-terminal group of all peptides. 

Peptides from four different samples are tagged separately with single channel 

iTRAQ reagent and then mixed together prior to the analysis (Figure 29). The derivatized 

peptides are indistinguishable in MS, but exhibit intense low-mass MS/MS signature ions that 

support quantitation.  



Joël Iff  2007 
  

- 85 - 
 

 

Figure 29: iTRAQ reporter ion quantitation and peptide identification in four different 

experimental conditions. Pooled peptide arrives at the same time in the mass spectrometer. 

The reporter group gives the quantification of each experimental condition.  

Each channel is represented by an experimental procedure and the ratios of the same 

protein coming from four different samples are measured in the MS/MS spectra by 

comparing reporter ions peak areas (Figure 30). 

 

Figure 30: MS/MS spectra of peptides from an equimolar mixture of four protein samples 

(left) and a 1:5:2:10 mixture of four protein samples (right) from Fenseleau (33). 

Reagents used for this technique are commercially available by Applied Biosystems 

and a new version with eight reporter ions has been recently developed. The last quantitative 

approach based on the relative intensities of fragment peaks is called Tandem Mass Tag. This 

quantitative technique based on reporter ion uses a tagged amino acid, referred to as “tandem 

mass tags” (TMTs), for the accurate quantification of peptides and proteins (56). These tags 

are designed to ensure that identical peptides labeled with different TMTs exactly co-migrate 
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in all separations and the term tandem refers to the use of MS/MS for the analysis of these 

tags. This approach is similar to other peptide isotope labeling techniques like iTRAQ. 

1.8.3 Label free quantitation approach 

The quantification of protein between two physiological states can be performed, as 

seen previously, using protein gel staining or mass-spectrometry-based methods. These 

methods include differential stable isotope labeling introduced metabolically, enzymatically 

or even by spiked synthetic peptide standards. All these different methods rely on the 

addition of a chemical compound on the protein or peptide. On the opposite, label free 

quantification allows correlating the mass spectrometric signal of intact peptides with protein 

quantification directly, without any use of external chemical modification (57). 

Different label free quantitation approaches have been reported so far. These 

approaches include replicate protocol, exponentially modified Protein Abundance Index 

(emPAI) and average method. The replicate protocol is based on an integrated algorithm that 

automatically detects and quantifies large numbers of peptide peaks aligned according to their 

m/z ratio and their elution time (58). These peaks are matched across many different datasets. 

This approach allows quantifying a large variety of peptides and the method relies on 

linearity of signal compared to molecular concentration and on reproducibility of sample 

processing (59).  

The emPAI approach is based on the estimation of absolute protein content in a 

complex mixture using the protein abundance index (PAI) (number of observed peptides 

divided by the number of observable peptide per protein) (60). This PAI value shows a linear 

relationship with the logarithm of protein concentration and can be used as a quantitative tool 

in proteomic studies. Another label-free quantitation method has been reported by Silva (et 

al.) and is based on the rule that the average peak height for the three most intense tryptic 

peptides per mole of protein is constant within a variation of ±10%. By adding an internal 

standard this relationship can give an absolute quantitation of the protein tested by calculating 

a universal signal response factor (counts/mol) applicable to all the proteins tested in their 

study (61). 
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2.1 Abbreviations 

2-DE: two-dimensional gel electrophoresis ; 2D-nLC-MS/MS: two-dimensional nanoscale 

LC tandem mass spectrometry ; %T: total monomer concentration; %C : weight percentage 

of crosslinker; ACAA2: 3-ketoacyl-CoA thiolase ; ACAT2: acetyl CoA acetyltransferase ; 

ACC: acetyl-CoA carboxylase ; acetyl-CoA: acetyl coenzyme A ; ACLY: ATP-citrate 

synthase ; ACSM1: medium-chain acyl-CoA synthetase ; AGEs: advanced glycation 

endproducts ; AHR: aryl hydrocarbon receptor ; AHRE: aryl hydrocarbon receptor element ; 

APBP/AP56: 56 kDa acetaminophen-binding protein ; ARE: antioxidant responsive element ; 

ARG1: arginase 1; ARNT: aryl hydrocarbon receptor nuclear translocator ; ATP5B: ATP 

synthase isoform 5B ; BCA: bicinchoninic acid ; BHB: beta-hydroxybutyrate ; BPB: bromo 

phenol blue ; CAT: catalase ; CCl4: carbon tetrachloride ; CPT1: carnitin-palmytoil CoA 

transferase 1 ; CSAD: cysteine sulfinic acid decarboxylase ; CYCS: Cytochrome C protein, 

somatic ; CYP7A1: cytochrome family 7 subunit A isoform 1 ; FABP1 : fatty acid-binding 

protein ;  FADH2: flavin adenine dinucleotide ; FAS: fatty acid synthase ; FBP1: fructose 

bisphosphatase 1 ; FPP Synthase: Farnesyl pyrophosphate synthase ; G-6-Pase : glucose 6 

phosphatase ; GK : glucokinase ; GLO1: glyoxalase 1 ; GPI1: glucose phosphate isomerase 

1 ; GPX1: glutathione peroxidase 1 ;  GSMT1: glutathione S-transferase 1 ; GSMT2: 

glutathione S-transferase 2 ; GST: glutathione S-transferase ; GSTP1: glutathione S-

transferase P1 ; HO-1: heme oxygenase 1 ; HRP: horseradish peroxidase; HSPA5 / GRP78 : 

heat shock 70kD protein 5 / glucose related protein 78 ; HSPD1: 60 kDa heat shock protein ; 

iTRAQ: isotope-tagged amine-reactive reagents for relative and absolute quantitation ; KO: 

knock-out ; MAT1A: methionine adenosyltransferase 1 ; MMTS: methyl methane-thiosulfate 

; mRNA: messenger ribonucleic acid ; MudPIT: multidimensional protein identification 

technology ; MUP: major urinary protein ; NADH :nicotinamide adenine dinucleotide ; NaF: 

sodium fluoride ; NAFLD : non-alcoholic fatty liver disease ; nLC: nanoscale liquid 

chromatography ; NO: nitric oxide ; NOS: nitric oxide synthase ; PCK1: 

phosphoenolpyruvate carboxykinase ; PGYL: glycogen phosphorylase ; PMA: phorbol 12-

myristate 13-acetate ; RGN: regucalcin ; ROS: reactive oxygen species; SAM: senescence 

accelerated mice ; SBP1: selenium binding protein 1 , SBP2: selenium binding protein 2 ; 

SCP2: nonspecific lipid-transfer protein ; S.E.M. : Standard Error of the Mean ; SISCAPA : 

stable isotope standards and capture by anti-peptide antibodies ; SMP30: 30kDa senescence 

marker protein ; SOCS: suppressor of cytokine signaling ; SOD1: superoxide dismutase 1 ; 

SRBP4 : serum retinol binding protein 4 ; STAT3, STAT6: signal transducer and activator of 
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transcription 3 and 6 ; TCDD: tetrachlorodibenzo-p-dioxin ; TCEP: Tris(2-

carboxyethyl)phosphine ; TEAB: triethylammonium bicarbonate ; TPCK: L-1-tosylamido-2-

phenylethyl chloromethyl ketone ; TRACE: time resolved amplified cryptated emission ; 

UGDH: UDP-glucose 6-dehydrogenase  ; WT: wild type. 

 

2.2 Abstract 

The members of the signal transducer and activator of transcription (STAT) family 

mediate different cytokine-induced gene transcription. STAT6 is a ubiquitously expressed 

member of this family transmitting interleukin 4 and 13 (IL-4 and IL-13) signaling. IL-4 and 

IL-13 exert a protective effect against liver ischemia/reperfusion (I/R) injury. I/R leads to 

cellular damage in a great part by inducing fluctuations in oxygen, nutrition and energy 

availability; also a characteristic feature of metabolic disturbances, most notably glucose 

intolerance and insulin resistance. STAT3, another member of the STAT family, has been 

recently demonstrated to regulate hepatic gluconeogenic gene expression and ameliorate 

glucose intolerance in diabetic rodents. Therefore, the aim of our study was to evaluate if 

STAT6, a homologue molecule highly expressed in the liver, exerts a similar metabolic gene 

regulatory effect contributing to its protective effect during I/R. To achieve this goal we 

compared the liver proteomes of wild type and STAT6 knock-out mice using two different 

quantitative techniques, namely 2D-PAGE gel electrophoresis and a combination of 2D 

nanoscale LC-MS/MS with iTRAQ labeling technique. Applying these two techniques we 

identified 20 down-regulated and 28 up-regulated proteins in the knock-out mice. The 

proteins identified by this comparative proteome analysis indicated a state of hepatocellular 

stress and a disposition towards liver lipid accumulation in the knock-out mice. The 

physiological relevance of these results was demonstrated by using independent histological 

and biochemical methods which confirmed the presence of latent liver steatosis in STAT6-

deficient mice. In conclusion, our study revealed a so far unidentified role for STAT6 in the 

in vivo regulation of liver lipid homeostasis and suggests a protective function for STAT6 

against metabolic stress in this organ.  
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2.3 Introduction 

Signal transducer and activator of transcription (STAT) proteins mediate different 

cytokine-induced gene transcription. STAT6 is a ubiquitously expressed member of the this 

family involved in interleukin 4 and 13 (IL-4 and IL-13) signaling (reviewed in (1)). Upon 

stimulation, STAT6 gets tyrosine phosphorylated and translocates into the nucleus as a 

homodimer. Once in the nucleus, STAT6 modulates gene transcription by binding to a 

specific palindromic DNA sequence (2, 3). Most STAT6-dependent genes display this 

sequence in their promoter regions (reviewed in (1)). In addition to its direct gene-regulatory 

function, STAT6 interacts with a wide variety of other transcription factors and serves as a 

recruitment platform for the different members of the transcriptional machinery (4-8). 

Therefore, STAT6-deficient mice display complex STAT6-dependent and -independent 

transcriptional alterations (9).  

 Most of the research effort to elucidate the molecular basis for the different effects of 

STAT6 has been attributed to its essential function in the immune system to pre-dispose T 

cells towards Th2 type differentiation (10). Recently, however, several studies indicated a 

function for STAT6 in different other cell types. Notably, STAT6 has been shown to be 

involved in adipocyte differentiation, kidney epithelial cell mechanosensation, regulation of 

apoptosis in human hepatoma cells and inflammatory reaction in lung epithelial cells (11-13). 

In the liver, STAT6 has a protective role against I/R injury (reviewed in (14)). Liver I/R leads 

to abrupt changes in oxygen supply and alterations of substrates availability required for 

cellular metabolism. Cytokines play a crucial role in modulating hepatocyte metabolic 

adaptive responses to the hypoxic insult inflicted by the I/R (15). The relationship between 

hypoxia, metabolism and liver injury is highlighted by studies demonstrating that intermittent 

hypoxia induces alterations in lipid homeostasis and predisposes to liver injury (16-18). IL-6, 

an anti-inflammatory cytokine, protects against the development of fatty liver by activating 

STAT3 and regulating the expression of various glucose and lipid homeostasis genes (19). 

IL-4 and IL-13 display a similar protective effect against I/R injury, however the gene 

expression pattern regulated by their common effector molecule, STAT6, has not yet been 

investigated.  
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 Therefore, the present study was aimed at exploring the effect of ablation of IL-4 and 

IL-13 signaling on liver function by analyzing the proteomes of wild type and STAT6 knock-

out mice using two current differential proteomic methods and validating the physiological 

relevance of the identified proteins. 

2.4 Experimental Procedures 

 Animals - Balb/cJ wild type and STAT6 knock-out male mice were obtained from 

Charles River Laboratories (L’Arbresle, France) and were kept under regular animal housing 

conditions. Ob/ob mice, fa/fa rats and their control littermates were purchased from Elevage 

Janvier (CERJ, Le Genest St Isle, France). The experimental protocol had been accepted by 

the Ethical Committee of the University of Geneva and the Veterinary Office of the Canton 

of Geneva. All experiments were carried out in accordance with the regulatory guidelines of 

the Veterinary Office of the Canton of Geneva on the care and welfare of laboratory animals. 

Mice had ad libitum access to water and standard chow (SDS Dietex, Saint Gratien, France) 

and were sacrified at the age of 20 weeks. 

 Preparation of Liver Samples and Two-dimensional Gel Electrophoresis - Mice were 

anesthetized by isoflurane administration and were sacrified by decapitation. The liver was 

immediately removed and crushed in a mortar in presence of liquid nitrogen followed by 

lyophilization for 48 hours. The resulting dried powder was stored at -80°C until analysis. 2 

mg of pooled (n=3) liver samples were dissolved in 400 µL solution containing urea (8 M), 

CHAPS (4% w/v), dithioerythritol (DTE; 65 mM), Ampholine (2% w/v) and a trace of 

bromophenol blue (BPB). The total volume of the sample was used for rehydratation of a 

commercial 7 cm nonlinear pH 4–7 IPG strip (GE Healthcare, Otelfingen, Switzerland). 

Isoelectric focusing (IEF) was carried out using a Multiphor II system at 3500 V for 17 hours 

as described in (20). The IPG gel was then equilibrated in the first equilibration buffer 

(50 mM Tris–HCl, 8 M urea, 30% glycerol, 10% SDS, 100 mM DTE) for 5 minutes at room 

temperature followed by a 5-minute incubation in the second equilibration buffer (50 mM 

Tris–HCl, 8 M urea, 30% glycerol, 10% SDS, 250 mM iodoacetamide, a trace of BPB). 

Second dimensional separation was performed on in-house manufactured SDS-PAGE gels 

(9x8x0.15 cm, 12 %T, 2.6 %C). Proteins were detected using Coomassie brilliant blue stain 

(Fluka, Buchs, Switzerland). Destaining was performed in a solution containing 40% 
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methanol and 10% acetic acid followed by extensive wash in water to remove excess 

destaining reagent.  

 Image acquisition and spot picking - Gels were scanned using a laser densitometer 

(4000 x 5000 pixels; 12 bits/pixel) (Labscan, GE Healthcare). Liver 2-DE maps (n=3) from 

pooled STAT6 KO mice were compared to 2-DE maps (n=3) from pooled wild types 

littermates. Visual and computer-assisted image analysis was performed using the 

ImageMaster 2D Platinum software v. 6.0 (GE Healthcare). All the significant spots were 

manually confirmed by visual inspection of the images. Candidate spots were manually 

excised with a Gel Pal spot picker (Genetix Ltd, Hampshire, UK). 

 In-gel Digestion and Nanoscale Liquid Chromatography Mass Spectrometry – 

Selected spots were washed twice by dehydration / rehydration cycles with 50 µl of 25 mM 

NH4HCO3:acetonitrile (1:2, v/v) and 25 mM NH4HCO3 solutions. After supernatant removal 

and spots drying by centrifuge-evaporation (RC10.22 - Jouan, France), in-gel tryptic 

digestion was performed by adding 10-15 µl of a 12.5 ng/µl TPCK-treated porcine trypsin 

(Promega, Madison, WI, USA) followed by the addition of 30 µl of 25 mM NH4CO3 to 

rehydrate the spots for 1 hour on ice. Incubation was performed at 37°C for 4.5 hours. 

Peptides were extracted by adding 30 µl of 25 mM NH4HCO3:acetonitrile (1:2, v/v) to gel 

pieces (incubation at room temperature for 20 minutes) and the supernatant was pooled to the 

first one. Gel spots were finally dehydrated by adding 30 µl of acetonitrile and, after 20 

minutes, supernatant was removed and pooled. Combined supernatants were dried down by 

vacuum-centrifugation and re-solubilized in 4µl of 1% aqueous formic acid. Sample was 

diluted twice in 0.1% aqueous TFA and 2 µl were analyzed on a nanoscale LC-MS/MS 

system. This setup consisted of a FAMOS micro-autosampler (LC Packings – Dionex, 

Amsterdam, The Netherlands), a split-free nanoLC pump (Eksigent, Dublin, CA, USA) 

delivering a flowrate of 300 nl/min on a PepMap C18 75µm ID column (LC Packings - 

Dionex). MS/MS spectra were acquired on a QSTAR XL (AB / MDS Sciex, Concord, ON, 

Canada) mass spectrometer operating in information-dependent acquisition mode with two 

product ions scans per MS survey scan. Peak list generation was performed by the Mascot 

Daemon software (v.2.1.0 - Matrix Science, London, UK) using the “AB / MDS Sciex 

Analyst wiff file” import filter with its default parameters. Protein identification was carried 

out by searching the Uniref100 database (release 7.4 – 3’334’551 sequences) installed on a 

Mascot server (v.2.1.0 - Matrix Science) with the following parameters: no taxonomy 
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restriction, trypsin digestion agent, one missed cleavage allowed, MS and MS/MS m/z 

tolerances of 0.2 Da, cysteine carbamidomethylation set as fixed modification and 

methionine oxidation set as variable modification. The significance threshold for individual 

MS/MS spectra was set at p < 0.05 and the ion score cut-off to 10 in order to remove low 

scoring peptides. Protein hits required at least one bold red peptide match in order to remove 

duplicate homologous protein hits. Only proteins related to rodent species were reported and 

proteins sharing the same set of peptides were all reported equally. 

 Preparation of Liver Samples for iTRAQ Analysis - Liver samples were lysed by 

freeze-cracking in presence of liquid nitrogen. Homogenization with a mechanical douncer 

was performed on ice by adding a Tris buffer (pH 7.4) containing 250 mM sucrose and a 

tablet of Complete protease inhibitor cocktail per 50 ml of buffer (Roche Diagnostics, 

Mannheim, Germany). The buffer volume was adjusted in order to obtain liver amounts of 50 

mg per 100 µl. Organelle enrichment fractionation was performed by differential 

centrifugation according to Arnold et al. (21) and the different fractions were stored at -80°C 

for subsequent differential analyses. 

 iTRAQ Labeling and Two-dimensional Nanoscale LC Tandem Mass Spectrometry – 

Protein concentration of pooled (n=3) wild type or STAT6 knock-out cytosolic enriched 

fractions was determined by the Coomassie Plus Bradford assay (Pierce, Rockford, IL, USA). 

Differential labeling was performed using iTRAQ reagents (Applied Biosystems) according 

to the method described by Ross et al. (22). In brief, ca. 20 µl of 500 mM triethylammonium 

bicarbonate (TEAB) buffer (pH 8.5) and 1 µl of 2% SDS were added to each sample in order 

to obtain a protein concentration of 5 µg/µl. Proteins were then reduced by the addition of 2 

µl of 50 mM Tris(2-carboxyethyl)-phosphine (TCEP) followed by an incubation at 60°C for 

one hour. At room temperature, proteins were alkylated with 1 µl of 200 mM methyl 

methane-thiosulfate (MMTS) reagent. Overnight digestion (37 °C) was performed by adding 

10 µl of a 1 mg/ml trypsin aqueous solution. Finally iTRAQ differential labeling was carried 

out by adding separately 70 µl of reagent to the respective tubes containing the pooled wild 

type or pooled STAT6-KO mice liver cytosolic fractions. After an incubation of one hour at 

room temperature, labeled samples were combined and evaporated to a final volume of ca. 

200 µl. Sample pH was adjusted to 3.0 with a 10% (v:v) aqueous formic acid solution before 

injection in the two dimensional nanoscale LC-MS/MS (2D-nLC-MS/MS) system. Analyses 

were performed according to the method described by Varesio et al. (23) and adapted as 
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follows: 5 µl of sample was injected and cation exchange chromatography was carried out on 

a 300 µm ID x 15 cm Poros 10S SCX column (packed by LC Packings – Dionex) at a flow 

rate of 6 µl/min. A step gradient of twenty KCl fractions ranging from 0 to 300 mM in 10 

mM sodium phosphate buffer (pH 3.0):acetonitrile (95:5, v:v) was performed over 24 hours. 

Each salt fraction containing peptides eluted from the SCX column was trapped onto a 

PepMap C18 300 µm ID x 5 mm cartridge and washed at 20 µl/min for 10 min. with a 0.1% 

aqueous TFA solution to remove salts from the SCX mobile phase. Then, the cartridge was 

backflushed in line with a C18 nanocolumn (PepMap – 75 µm ID x 15 cm, LC Packings - 

Dionex) at a flowrate of 300 nl/min and peptides were separated over a 30 minutes generic 

reverse-phase LC gradient (i.e. from 0% to 75% of 0.1% formic acid in acetonitrile – 70 min. 

total runtime). In the meantime the following SCX step was performed and peptides were 

retained on the second C18 cartridge mounted in parallel on the 10-ports switching valve 

(Switchos II – LC Packings - Dionex). Mass spectrometry was performed on a QSTAR XL 

(AB / MDS Sciex) operating in information-dependent acquisition mode with two product 

ions scans per MS survey scan. The sample was run in triplicate with an exclusion list built 

from the peptides identified from the previous runs (24). Peak list generation and protein 

identification were carried out by searching the Uniref100 database (release 7.4 – 3’334’551 

sequences) using the ProteinPilot software (v.1.0 – Applied Biosystems). The following 

parameters were applied: no species restriction, trypsin digestion agent, cysteine residues 

alkylated by MMTS as fixed modification, search effort was set as thorough ID for the 

Paragon search algorithm (25). Results were grouped by the ProGroup algorithm (Applied 

Biosystems) within the ProteinPilot software (26, 27) in order to group proteins sharing the 

same set of identified peptides. Protein reporting was based on at least two peptides identified 

with a confidence level higher than 95% and a detected protein threshold (i.e. Unused 

ProtScore) greater than 1.3 corresponding to a confidence level of 95% for the protein 

identification. As for the 2D-PAGE study, only proteins related to rodent species were 

reported. Proteins isoforms or members of a protein family sharing the same set of peptides 

were all reported as being equal hits. The estimation of false-positive identification rate was 

performed by searching the same dataset against a decoy database made of random sequences 

generated by the “decoy.pl” script available on the Matrix Science website (28). A false 

positive rate of 0.55 % was calculated for rodent proteins. Quantitation was performed by 

taking the peak areas ratio with a correction for the overlapping isotopic contributions from 

the different reporter ions according to manufacturer’s certificate. Experimental labeling bias 

was also corrected by the software. Peptides used for quantitation were automatically selected 
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by the software with the default criteria (i.e. the sum of reporter ion areas should be greater 

than 40 counts, peptides with a ratio of 0 or 9999 or peptides shared by several proteins and 

overlapping precursors were excluded from quantitation) and only peptides with an 

identification confidence higher than 95% were selected for quantitation. No outlier data 

points were removed. Results for proteins reported as up- or down-regulated were manually 

validated. 

 For both the 2-DE and the iTRAQ differential analyses, liver samples from wild type 

(n=3) or STAT6-KO (n=3) mice were pooled to obtain two average samples (29). These 

samples were then analyzed in triplicate by each technique to assess protein expression 

differences in wild type and STAT6-KO mice liver samples. While technical variability was 

taken into account at the proteomic level, biological variation was assessed at the mRNA and 

physiological levels by analyzing several animals separately. 

 RNA Preparation and Real-time PCR – Total RNA was prepared by homogenizing 

approximately 100-200 mg liver tissue in TRIZOL Reagent (Invitrogen, Basel Switzerland) 

and was purified by using RNAse free DNAse in combination with the RNeasy Mini Kit 

(Qiagen, Homrechtikon, Switzerland). cDNA was synthesized from 2 µg of DNA-free RNA 

by Superscript II Reverse Transcriptase (Invitrogen). Primers and probes were designed by 

Primer Express software (Applied Biosystems) and are listed online as Supplementary 

Material in Table S1. The results were quantified by the ∆∆Ct method using cyclophillin A as 

the standard internal non-variable gene to compensate for differences in RNA input and 

efficiency of cDNA synthesis. Results were expressed as arbitrary units compared to the 

average expression levels in wild type mice. 

 Western Blot Analysis – Liver tissues were snap frozen in liquid nitrogen immediately 

upon removal and were stored at -80°C till processing. Tissues were homogenized in lysis 

buffer (25 mM HEPES, 0.5% Triton X100, 65 mM NaCl, 2.5 mM EDTA, 25 mM sodium 

pyrophosphate, 50 mM NaF, 2 mM PMSF, 9 mM sodium orthovanadate, one tablet of 

Complete Inhibitor Cocktail in 20 ml (Roche Diagnostics, Rotkreuz, Switzerland), pH 7.5. 

Protein concentration was measured by bicinchoninic acid (BCA) method (Pierce, Rockford, 

IL). Lysates were dissolved in Laemmli buffer (10 mM sodium phosphate - pH 7.0, 0.1% 

glycerol, 2% SDS, 100 mM DTT and a trace of BPB) and were resolved on a 5-20% gradient 

polyacrylamide gel. Gels were transferred onto nitrocellulose membranes (GE Healthcare). 
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Non-specific binding of the antibody was prevented by blocking the membranes with 0.05% 

polyvinyl alcohol (PVA) followed by incubation with the respective primary antibodies at 

4°C overnight. Antibodies were as follows: Ezrin: SC-6407, SOCS3: SC-9023, STAT3: SC-

7179 and STAT6: SC-981 (Santa Cruz Biotechnology, Santa Cruz, CA, USA). Blots were 

then washed 3 times for 5 minutes at room temperature with TBS supplied with 0.1% 

Tween20, and subsequently incubated with the applicable secondary horseradish peroxidase 

(HRP)-conjugated antibody: goat anti-rabbit IgG (Biorad, Reinach, Switzerland) or rabbit 

anti-goat IgG (Sigma-Aldrich, Buch Sitzerland). Signals were revealed by enhanced 

chemiluminescence (ECL Advanced Western Blot Detection Kit, GE Healthcare) and were 

recorded in Chemidoc XRS system (Biorad). Quantification of the detected bands was 

performed by using the Quantity One program (Biorad). Protein expression was related to the 

amount of ezrin as a non-variable reference protein and was expressed as arbitrary units 

compared to the average expression in wild type mice. 

 Serum Testosterone Measurement - Blood was collected from the tail vein in 

heparinized tubes (BD Diagnostics, Basel, Switzerland). Testosterone measurements were 

performed by TRACE (Time Resolved Amplified Cryptated Emission) method using a 

commercial kit (Testosterone KRYPTOR kit, BRAHMS GmbH, Hennigsdorf, Germany). 

 Determination of Liver Lipid Content - Liver lipids were extracted according to a 

modified Bligh and Dyer method (30). Briefly, liver pieces were pulverized in a mortar using 

liquid nitrogen then left overnight in a chloroform:methanol (2:1, v:v) extraction solution. 

After filtration, lipids were washed once with water, then three times using 2 mM calcium 

chloride in water:methanol:chloroform (48:49:3, v:v:v) with the supernatant discarded each 

time. Finally, lipids were air dried and weighted in order to quantify total lipid amount. 

 Statistical Analysis for mRNA expression, serum and lipid content measurements - 

Results were analyzed by Student’s unpaired t test using the SigmaStat software (version 2.0 

– SPSS, Chicago, IL, USA). Results with a p value less or equal than 0.05 were considered 

significant. 

 In silico Promoter Analysis - In silico promoter analysis was performed using 

consensus DNA binding sequences as described by Pastorelli et al. (31). Briefly, genomic 

sequences were downloaded from the University of California Santa Cruz (UCSC) genome 

browser database for the most recent (mm8) assembly. The -5000 and +1000 regions relative 
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to the RefSeq transcriptional start sites were extracted and searched for the presence of 

different transcription factor binding motifs (Table VI) using custom Bioperl based scripts 

generously provided by P.C. Boutros (University of Toronto, Toronto, Canada). 

2.5 Results 

2.5.1 Comparison of Differentially Expressed Proteins Detected by 2-DE Gel 

and iTRAQ 2D nLC-MS/MS Analysis  

 Pooled mouse liver samples were arrayed on the 2-DE gel system, and proteins were 

identified by peptide MS/MS sequencing with a nanoscale LC coupled to an orthogonal 

QqTOF. From the ca. 700 spots detected by the visualization software, 10 spots were found 

to be down-regulated and 25 spots up-regulated in STAT6 knock-out mice after differential 

analysis by the software and manual validation, corresponding to 7 and 22 proteins, 

respectively (Fig. 1 shows the acidic pI range 2D gels).  

 

 

FIG. 1.  Representative 2D PAGE images of the acidic (pI:4-7) range analysis of 

livers of wild type and STAT6 KO mice. The labels “D” and “U” mark spots respectively down- or 

up-regulated in STAT6 knock-out mice. The corresponding protein identities are listed in Tables I and II. 
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 In parallel, pooled mouse liver cytosolic fractions were differentially analyzed by 2D-

nLC-MS/MS after iTRAQ labeling. From the 155 validated proteins (Table S2 in the 

Supplementary Material), 16 down-regulated and 17 up-regulated proteins were found in 

STAT6 knock-out mice. The down- and up-regulated proteins identified by the two methods 

are listed in Tables I and II, respectively. Altogether there were 20 proteins down-regulated 

and 28 proteins up-regulated in STAT6-deficient mice, from which 6 and 15 were detected 

by both methods (marked bold in Table I and II).  

Interestingly, selenium binding proteins 1 and 2 (SBP1, SBP2) were regulated in an 

opposite manner (Table I, #3 and Table II, #7). SBP1 possesses two different isoforms with a 

difference of six amino acids between their sequences (32, 33). Accordingly, we identified 

two different spots on the 2D gels corresponding to SBP1a and SBP1b. Spot D5 was 

identified as SBP1a (Q91X87), while spot D4 could be either of the two isoforms: SBP1a 

(Q91X87) or SBP1b (P17563) (Fig. 1). Both spots identified as SBP1 were down-regulated 

in the knock-out mouse. Similar to SBP1, SBP2 (Q63836 or Q9R1Z6) has been identified as 

three different spots in the gel. SBP2 has two known isoforms (SBP2a and SBP2b) with a 

difference of only one amino acid between them (33-35). As the peptide containing this 

particular amino acid has not been identified in our measurement, the spots marked as SBP2 

(Fig. 1, U4, U10 and U17) can in fact contain both isoforms. Contrary to SBP1, the 

expression of SBP2 was up-regulated in STAT6-deficient mice.  
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TABLE I  Down-regulated proteins in the livers of STAT6 knock-out mice. 

Bold font represents proteins identified both by 2-DE gel and iTRAQ 2D nLC-MS/MS techniques. Spot ID 

refers to the spot marked in Fig. 1.  

 

§ Spot ID corresponds to spot labels shown in Figure 1. 
     n.s. = “not shown” in Figure 1 since these proteins were observed in the alkaline pI range 2D gels. 
‡) iTRAQ ratios written in italic were statistically not different from 1.0 (p>0.05). 

95% E.I. = 95% confidence Error Interval = [(Mean / Error Factor) – (Mean * Error Factor)], which means that 
the true protein ratio is found in this interval with a 95% confidence level (135). 
(n) = number of peptides used for quantitation. 
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TABLE II  Up-regulated proteins in the livers of STAT6 knock-out mice. 

Bold font represents proteins identified both by 2-DE gel and iTRAQ 2D nLC-MS/MS techniques. Spot ID 

refers to the spot marked in Fig. 1.  

 

a) Albumin was found to be up-regulated in the 2D PAGE study and down-regulated in the iTRAQ study (see 
text for details). 

§ Spot ID corresponds to spot labels shown in Figure 1. 
     n.s. = “not shown” in Figure 1 since these proteins were observed in the alkaline pI range 2D gels. 
‡) iTRAQ ratios written in italic were statistically not different from 1.0 (p>0.05). 

95% E.I. = 95% confidence Error Interval = [(Mean / Error Factor) – (Mean * Error Factor)], which means that 
the true protein ratio is found in this interval with a 95% confidence level (135). 
n = number of peptides used for quantitation. 

i) This ratio is the same for the three MUP proteins and was entered as a single entry in Table S2 (MUP 1 / 
11&8 / 6 – entry #152) 
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 One protein, i.e. albumin, showed conflicting results determined by 2D-PAGE and 

iTRAQ analysis (Table II, #14). While there was a clear up-regulation in its expression in 2-

DE analysis (Fig. 2a), we could not confirm it by iTRAQ analysis (knock-out/wild type ratio 

of 0.94). To resolve this controversy we measured albumin mRNA expression by real-time 

PCR analysis. We found no significant differences between the expression levels of the two 

genotypes, although STAT6-null mice displayed a tendency towards higher expression levels 

(Fig. 2b). By contrast, serum albumin levels were undistinguishable between wild type and 

knock-out mice (Fig. 2c). The sensitivity limits of both techniques are clearly illustrated by 

the lack of identification of STAT6 among the differentially expressed proteins even though 

STAT6 was readily detected by Western blot analysis (Fig. 2d).  

 

FIG. 2.  Albumin protein and mRNA expression. A. 3 dimensional representation of the 

region where albumin (spot U8) migrates on 2D-PAGE gel. B. Expression of albumin mRNA. Each bar 

represents the average expression level expressed as arbitrary units normalized to the mean of wild type mice ± 

S.E.M. (n=10). C. Plasma levels of albumin (n=6). Data are expressed as mean ± S.E.M. D. Detection of STAT6 

expression by Western blot analysis. Ezrin is a non-variable protein showing equal protein loading (n=3). 
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2.5.2 Increased Expression of Major Urinary Proteins 

 The most prominent change in protein expression was observed in case of the 

different isoforms of the major urinary proteins (MUP1, MUP6, MUP8 and MUP11) with 15-

25-fold increase in the livers of the STAT6-null mice as determined by iTRAQ analysis 

(Table II, #8, #9, #11 and #12). The enhanced protein expression of MUPs was mirrored in 

their mRNA levels that showed a more than 500-fold increase in the knock-out mice (Fig. 3a, 

males). MUPs are synthesized in the liver and secreted in the male urine to serve as territorial 

marks, therefore MUP expression is generally higher in males than in females (36). In line 

with its sex-specific expression, female knock-out mice showed a much less robust increase 

in their MUP expression when compared to males (Fig. 3a, females). Expression of MUP 

proteins is most commonly induced by testosterone; therefore we compared testosterone 

levels in wild type and STAT6-deficient male and female mice (Fig. 3b). Contrary to our 

expectations, we found decreased testosterone levels in the knock-out mice indicating that 

other factor(s) than testosterone are responsible for the observed increase in MUP expression 

(Fig. 3b). Testosterone plays an important role in gonadogenesis; therefore we compared 

histological sections of testis and ovary of wild type and STAT6-null mice (Fig. 3c). 

Morphological analysis did not reveal aberrant structural organization in any of the organs: 

the testis showed visibly normal sperm maturation, while the ovary presented all different 

stages of follicule maturation.  
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FIG. 3.  MUP mRNA expression and plasma testosterone levels. A. Quantification of 

MUP mRNA expression in male and female mice. Each bar represents the average expression level expressed as 

arbitrary units normalized to the mean of the wild type males ± S.E.M. (males: n=5; females: n=11). Y axis is in 

logarithmic scale.  **= p≤0.01 wild type vs. knock-out mice; ###= p<0.001 males vs. females of the same 

genotype. B. Plasma testosterone levels in male and female mice (n=11). *=p≤ 0.05 and ***= p≤0.001 wild type 

vs. knock-out mice; #= p≤ 0.05 males vs. females. C. Hematoxylin-eosin staining of testis and ovary 

(magnification: 5x).  

 



Joël Iff  2007 
  

- 110 - 
 

2.5.3 Expression of Stress-related Proteins in STAT6 Knock-out Mice 

 Ten proteins involved in cellular defensive strategies against oxidative, metabolic and 

heat shock stress showed changes in their expression levels as indicated by the two different 

proteomic methods: glutathione S-transferase Mu 2 and 1 (GSTM2, GSTM1), methionine 

adenosyltransferase 1 (MAT1A), superoxide dismutase 1 (SOD1), regucalcin (RGN), 

lactoylglutathione lyase (GLO1), glutathione peroxidase 1 (GPX1), heat shock protein 60 

(HSPD1), heat shock 70 kDa protein 5 (HSPA5) and glutathione S-transferase P1 (GSTP1) 

(Table I, # 1, 4, 6 and Table II, # 4, 5, 6, 13, 15, 20, 23). Real-time PCR analysis revealed that 

the increased protein expression was accompanied by an increase in the corresponding 

mRNA levels of RGN, HSPA5 and GLO1 (Fig. 4a). By contrast, GPX1 and SOD1 mRNA 

levels were not different between wild type and STAT6-deficient mice suggesting a 

posttranscriptional mechanism in the regulation of the cellular levels of these proteins (Fig. 

4b). Additionally, we evaluated the mRNA expression of catalase, the enzyme responsible for 

neutralizing H2O2 by converting it into H2O. The expression of this enzyme remained 

unaltered both at the mRNA and the protein levels, suggesting intracellular H2O2 

accumulation in the STAT6 knock-out livers (Fig. 4b and Table S2 #17). 

 To further characterize the hepatocellular stress of the knock-out mice we measured 

the mRNA expression levels of two important STAT6-related anti-oxidant proteins: heme 

oxygenase (HO-1) and arginase I (ARG1). Heme oxygenase is intimately involved in 

interleukin 10 (IL-10)–mediated protection against ischemia/reperfusion induced injury (37). 

STAT6 is required for IL-10 expression; therefore a previous study suggested that the lack of 

HO-1 might be an important factor in the development of increased hepatocellular stress in 

STAT6 knock-out mice (38). In accordance with this concept, a slight decrease in HO-1 

expression was observed, though the difference did not reach statistical significance (Fig. 4b). 

Arginase I (ARG1) is a liver enzyme situated in the endoplasmatic reticulum (ER) and its 

expression has been shown to be induced by IL-4 in a STAT6-dependent manner (39). 

Contrary to our expectations, STAT6 knock-out mice displayed not a decrease but an 

increase in their ARG1 expression suggesting a more complex mechanism in the in vivo 

regulation of basal mRNA transcription of this gene (Fig. 4b). ARG1 competes with the nitric 

oxide synthase (NOS) for the same substrate (Arginine), therefore an increased ARG1 

expression would imply lower hepatocellular nitric oxide (NO) levels (40). Nitric oxide is a 

protective factor against ischemia-induced hepatocellular injury (41). An increase in ARG1 
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expression would therefore aggravate the development of cellular stress in the livers of 

STAT6 knock-out mice through a reduction in nitric oxide availability. 

 

FIG. 4.  Analysis of mRNA expression in the livers of wild type and STAT6 knock-

out mice. A. Verification of up-regulation of proteins identified by both proteomic methods. Each bar 

represents the average mRNA level expressed as arbitrary units normalized to the mean of wild type controls ± 

S.E.M., (n=5). RGN: regucalcin, GLO1: Lactoylglutathione lyase, HSPA5: Glucose Regulated Protein 78; *= 

p≤ 0.05, ***= p ≤0.001. B. mRNA expression of oxidative stress-related proteins. GPX1-1: Glutathione 

peroxydase, SOD-1: Superoxide dismutase 1, CAT: Catalase, HO-1: Heme oxidase, ARG1: Arginase I; **= p≤ 

0.01, n=10. 

 Further proteins involved in the regulation of cellular oxidative state are enzymes 

involved in the maintenance of reduced glutathione levels within the cell (reviewed in (42)). 

Glutathione is one of the major cellular protective factors against oxidative stress as it can act 

as a “buffer” against different reactive oxygen species by a reversible change between a 

reduced and an oxidized dimer form (GSH, GSSG). It also contributes to the maintenance of 

proper enzymatic functions by protecting oxidation-sensitive cystein groups situated in the 

active centers of a large variety of enzymes. The changes in the expression levels of the 

different members of this complex system identified in the liver proteome of STAT6 knock-

out mice indicate a depletion of reduced glutathione pool leading to a decreased cellular 

capacity against oxidative insult. The summary of the functions of the different proteins of 

the glutathione system is depicted in Figure 5. Two important detoxifying enzymes using the 

glutathione system are GPX1 and GLO1. GPX1 catalyzes the reduction of peroxides while 

GLO1 is involved in the elimination of toxic metabolic by-products (43). Increased amount 

of GPX1 and GLO1 will result in lower levels of reduced glutathione (GSH), thus impairing 

the cell’s defensive capacity against oxidative assaults. GSH is the major substrate of 

glutathione S-transferase Mu 1 (GSTM1). Accordingly, the restrained availability of GSH 

was reflected in a diminution of GSTM1 expression. The decrease in glutathione availability 

is aggravated by the down-regulation of a key enzyme involved in its synthesis e.g. methione 
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adenosyltransferase 1 (MAT1A). Thus, decreased glutathione synthesis, coupled to increased 

GPX1 and GLO1 activity will result in the further exhaustion of GSH pool leading to 

impaired GST-mediated conjugation and a defective capacity to withstand oxidative stress. 

 

FIG. 5.  Changes in the glutathione biochemical cycle in STAT6 knock-out mice. 

Proteins identified by any of the proteomic approaches as up- or down-regulated in the STAT6 knock-out mice 

are represented in green and red, respectively. Arrows represent the direction of changes in protein expression 

(up-or down-regulation), = represents no change. Up-regulated proteins: GLO1: Glyoxalase 1, GPX1: 

Glutathione peroxidase 1, SOD1: Superoxide dismutase. Down-regulated proteins: GSTM1: Glutathione S-

transferase Mu1, MAT1A: Methionine adenosyltransferase 1. Other abbreviations: Ado-Hcy: S-

Adenosylhomocystein, Ado Met: S-Adenosyl-N-Methionine, CAT: catalase, G6PD: Glucose-6-Phosphate 

dehydrogenase, GR: Glutathione reductase, GSH: Glutathione (reduced form), GSSG: Glutathione (oxidized 

form), Hcy: Homocystein, Met: Methionine, NADPH: nicotinamide-adenine-dinucleotide phosphate. 



Joël Iff  2007 
  

- 113 - 
 

2.5.4 Increased Lipid Deposition in the Livers of STAT6 Knock-out Mice 

 Hepatocytes fulfill a complex metabolic role both in lipid and glucose homeostasis. 

The proteome of the livers of the STAT6 knock-out mice revealed differences in the 

expression levels of several enzymes involved in both processes. The functions of the 

different lipid and glucose metabolic enzymes identified by the proteomic comparison and 

discussed in the following two chapters are summarized in Figure 8. 

 Liver fatty acid binding protein (FABP1) is involved in the uptake, intracellular 

transport and esterification of fatty acids (44). FABP1 expression was up-regulated in the 

livers of STAT6 knock-out mice as demonstrated by both 2-DE gel and iTRAQ analyses 

(Table II, #2). Cellular FABP1 content is regulated at the transcriptional level (45). 

Accordingly, we found a corresponding up-regulation of FABP1 mRNA expression in the 

knock-out mice (Fig. 6a). The physiological relevance of this elevated expression was 

established by direct quantification of liver lipid content which was significantly increased in 

the knock-out mice (Fig. 6b). Previous studies conducted in the STAT6-deficient mice failed 

to describe morphological signs of hepatic lipid accumulation when examined by 

hematoxylin-eosin staining (46). In accordance with these studies we found no gross 

structural alterations in similarly stained liver sections (Fig. 6c, upper panels). However, 

when applying the neutral lipid dye Oil-red-O, the generalized lipid deposition in the livers of 

the knock-out mice became evident (Fig. 6c, lower panels).  

 Increased lipid accumulation can reflect increased fatty acid uptake, an increase in the 

rate of fatty acid synthesis or a decrease in mitochondrial fatty acid β-oxidation. In contrast to 

the increased lipid storage we actually observed a decrease in the amount of ATP-citrate 

synthase (ACLY), an enzyme involved in the first step of fatty acid and cholesterol 

biosynthesis (Table I, #18). To better characterize the changes in fatty acid synthesis we 

assessed the mRNA expressions of two key regulatory lipogenic enzymes, acetyl-CoA 

carboxylase (ACC) and fatty acid synthase (FAS), which are regulated at the transcriptional 

level. None of the two enzymes showed significant alterations in their mRNA levels 

confirming that the observed lipid accumulation is not due to enhanced fatty acid synthesis 

(Fig. 6d). Exogenous fatty acids taken up by the liver can be oxidized during starvation or be 

used for triglyceride synthesis in fed conditions. FABP1 has been demonstrated to regulate 

fatty acid uptake and esterification but also mitochondrial β-oxidation under starving 
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conditions when circulating fatty acid levels are high. Increased FABP1 levels in the STAT6 

knock-out mice may therefore indicate increased triglyceride synthesis but also enhanced 

fatty acid β-oxidation. Indeed, we identified two β-oxidation-related enzymes whose 

expression was up-regulated: the medium-chain acyl-CoA synthetase (ACSM1) and the 3-

ketoacyl-CoA thiolase (ACAA2) (Table II, # 17 and 24). Moreover, an increase in fatty acid 

β-oxidation is also indirectly suggested by the upregulation of the mitochondrial ATP 

synthase F1 complex (ATP5B) (Table II, # 22) involved in the oxidation of the NADH  and 

FADH2 produced during this process and in the Kreb’s cycle. The rate limiting step of β-

oxidation is the acyl-CoA transport across the mitochondrial membrane by the carnitin-

palmytoil CoA transferase 1 (CPT1). CPT1 mRNA levels were not different between wild 

type and knock-out mice suggesting that the increase in fatty acid oxidation was within the 

limits of physiological capacity of this transporter (Fig. 6d). Fatty acid uptake in the liver is 

elevated during starvation. This elevation leads to increased triglyceride synthesis but also to 

enhanced acetyl-CoA production which might saturate the Kreb’s cycle’s eliminating 

capacity. Accumulation of acetyl-CoA results in the formation of beta-hydroxybutyrate 

(BHB) and acetoacetate, commonly referred to as “ketone bodies”. In line with the similar 

mRNA expression levels of CPT1 we found identical BHB and acetoacetate levels in wild 

type and knock-out mice regardless if mice were fed or were challenged by overnight 

starving (Fig. 6e). This finding again suggests that the increased liver lipid content found in 

the STAT6 knock-out mice is the result of enhanced triglyceride synthesis and that the 

alterations in mitochondrial β-oxidation enzymes reflect an increase in fatty acid availability 

most likely due to the up-regulation of FABP1 expression. 

 iTRAQ analysis also revealed decreased expression of several enzymes involved in 

the cholesterol / bile acid synthesis pathway e.g. acetyl CoA acetyltransferase (ACAT2), 

farnesyl pyrophosphate synthetase (FPP Synthase) and cysteine sulfinic acid decarboxylase 

(CSAD) (Table I, #17, 14 and 20). In accordance with the decreased expression of these 

proteins we found diminished mRNA expression of CYP7A1, the rate-limiting enzyme of 

bile acid synthesis in rodents (Fig. 6d).  

 Liver plays a crucial role in the metabolism of bile acids and heme, the major 

functional component of hemoglobin. Bile acids are conjugated with taurin or glycin, while 

the degradation product of heme, bilirubin, is conjugated with glucorinic acid. The livers of 

STAT6 knock-out mice showed decreased expression of two key enzymes of these two 
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conjugating pathways: the cysteine sulfinic acid decarboxylase (CSAD) and the UDP-glucose 

6-dehydrogenase (UGDH) (Table I, #20 and 13). The decreased expression of CSAD is in 

line with the decreased expression of several enzymes of the cholesterol/bile acid synthesis 

pathway. The physiological importance of the observed decrease in UGDH expression was 

reflected by a significant decrease in the ratio of conjugated bilirubin in the STAT6 knock-

out mice (Fig. 6f).  

 

 

 

 

 

 

 

 

 

FIG. 6.  Changes in liver lipid homeostasis in STAT6 knock-out mice (see next 

page). A. mRNA expression of the Fatty Acid Binding Protein 1 (FABP1). Each bar represents the average 

mRNA level expressed as normalized to the mean of the controls ±S.E.M.; n=5, *=p≤0.05. B. Total liver 

chloroform/methanol-extractable lipid content. n=9, *= p≤0.05. C. Hematoxylin-eosin (H.E.) (magnification 

20x) and Oil red O (magnification 10x) staining of liver sections. D. mRNA expression of enzymes involved in 

lipid metabolism. Each bar represents the average mRNA level expressed as arbitrary units normalized to the 

mean of the wild type controls ± S.E.M. ACC: Acetyl CoA Carboxylase, FAS: Fatty Acid Synthase, CPT1: 

Carnitin Palmoyltransferase 1, CYP7A1: Cytochrome 7A1. n=5, *=p≤0.01. E. Ketone body concentrations. 

Each bar represents the mean values ±S.E.M. n= 9, ###=p≤0.001 fed vs. starved state in mice of the same 

genotype. HO-butyrate: hydroxybutyrate. F. Ratio of conjugated plasma bilirubin. Data are expressed as the 

mean ± S.E.M. n= 9, *= p≤ 0.05. 
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2.5.5 Changes in the Expression of Glucose Homeostasis Enzymes 

 The two proteomic methods identified several differentially expressed proteins 

involved in glucose homeostasis regulation. Namely, we found a decrease in the expression 

levels of fructose bisphosphatase 1 (FBP1), glycogen phosphorylase (PYGL) and glucose 

phosphate isomerase 1 (GPI1) (Table I, #10, 12, 16). Phosphoenolpyruvate carboxykinase 

(PCK1) is another key regulatory enzyme of gluconeogenesis whose expression is mainly 

regulated at the transcriptional level. Accordingly, we found a decrease in PCK1 mRNA 

expression (Fig. 7a), which is in keeping with the decreased FBP1 expression suggesting 

decreased gluconeogenesis. The altered FBP1 and PCK1 expression was a singular feature as 

two other rate limiting enzymes involved in glucose synthesis/utilization, glucose 

6 phosphatase (G-6-Pase) and glucokinase (GK), did not show any significant variations in 

their expression levels (Fig. 7a). PCK1 expression has been shown to be regulated by another 

member of the STAT family, STAT3. The signaling of STAT family members is negatively 

modulated by the Suppressor of Cytokine Signaling (SOCS) proteins. In particular, SOCS3 

expression was shown to be STAT6 dependent in HepG2 human hepatoma cells (47). To 

verify if modifications of STAT3 or SOCS3 expression are responsible for the observed 

down-regulation of PCK1 expression we evaluated their mRNA and protein levels by real 

time PCR and Western blot analysis. As judged by these two methods the expression levels 

of these two proteins remained unchanged in the STAT6 knock-out mice (Fig. 7b and 7c, 

respectively). 

 

FIG. 7.  Expression of glucose homeostasis enzymes and proteins involved in 

cytokine signaling. A. mRNA expression of glucose homeostasis enzymes. PCK1: Phosphoenolpyruvate 

carboxykinase, G-6 Pase: G-6 Phosphatase, GK: Glucokinase, (n= 10). B. mRNA expression of STAT3 and 

SOCS3. n=6. In all mRNA expression experiments bars represent average mRNA levels expressed as arbitrary 

units normalized to the mean of wild type mice ± S.E.M. C. Western blot analysis of protein expression of 

STAT3 and SOCS3. Ezrin is a non-variable protein showing equal protein loading. Each blot shows three 

representative samples from a blot containing six individual samples. 
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FIG. 8.  An overview of the functions of glucose- and lipid metabolic proteins 

identified by the two proteomic methods. Up-or down-regulated proteins in the STAT6 knock-out 

mice are marked in green and red, respectively. Proteins marked in black are enzymes which were not identified 

in the proteomic study but whose expression was established by real-time PCR. Box around proteins refers to 

rate-regulating proteins. Arrows represent the direction of change, = represents no change. Up-regulated protein: 

ACAA2: 3-ketoacyl-CoA thiolase, ACSM1: acyl-CoA synthetase, ATP5B: ATP synthase, FABP1: Fatty acid-

binding protein, SCP2: Nonspecific lipid-transfer protein. Down-regulated protein: ACAT2: Acetyl CoA 
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acetyltransferase, ACLY: ATP Cytrate synthase, CSAD: Cysteine sulfinic acid decarboxylase, FPP Synthase: 

Farnesyl diphosphate synthase, GPI1: Glucose phosphate isomerase, PCK1: Phosphoenolpyruvate 

carboxykinase, PYGL: Liver glycogen phosphorylase. Other abbreviations: ACC: Acetyl-Coenzyme A 

carboxylase, Ac-CoA: Acetyl-Coenzyme A, CoA: Coenzyme A, CPT1: Carnitin Palmoyltransferase, CYP7A1: 

Cytochrome P450 7A1, FADH2: Flavin adenine dinucleotide, FAS: Fatty acid synthase, FBP1: Fructose 

bisphosphatase 1, Fructose-1,6-P2: Fructose-1,6-bisphosphate, Fructose-6-P: Fructose-6-phosphate, GA-3-P: 

Glyceraldehyde-3-Phosphate, GK: Glucokinase, Glucose-6-P: Glucose-6-phosphatase, G-6-Pase: Glucose-6-

phosphatase, NADH: Nicotinamide adenine dinucleotide. 

 

2.5.6 In silico Promoter Analysis 

 STAT6 is a transcription factor, therefore changes in protein amount observed in the 

STAT6-deficient livers could be attributed to alterations in mRNA transcription of STAT6-

dependent genes. Indeed, several proteins, e.g. GLO1, MUPs showed tight correlations 

between their mRNA and protein levels. In order to gain a better insight to the mechanism 

underlying the changes observed in the STAT6-deficient mice we performed in silico 

promoter analysis using different binding motifs, among them the consensus STAT6 binding 

element. The binding elements used for the analysis are listed in Table III.  

TABLE III  Oligo binding motives used for in silico promoter analysis. 

For each motive the sequence and the total number of binding sites found in the down- or up-regulated proteins 

are indicated. 

 

 First we analyzed the presence of STAT6 binding sequence in the promoter regions. 

16 of the 21 down-regulated and 23 of the 28 up-regulated proteins contained one or more 

consensus STAT6 binding elements in their promoter regions, indicating that the presence of 
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the binding element is not directly linked to the observed changes in expression levels in the 

knock-out mice (Tables IV and V). Indeed, HSPA5 (Table V, #20) expression was up-

regulated but the promoter region contained no STAT6 binding element. Moreover, the 

homologue selenium-binding proteins 1 and 2 were down-and up-regulated, respectively, in 

spite of the presence of several STAT6 consensus elements in the promoters of both proteins. 

Another family of transcription factors, the CCAAT/Enhancer Binding Proteins (C/EBPs), is 

a well known modifier of STAT6 regulated transcriptional activation (1). In addition, liver 

specific C/EBP knock-out mice display age-dependent hepatosteatosis (48). In our analysis 

none of the promoter regions of the identified proteins contained the classical binding 

element for C/EBP.  

TABLE IV   Transcription factor binding motives identified in the +5000/-1000 

basepair regions of down-regulated proteins.  
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TABLE V  Transcription factor binding motives identified in the up-regulated 

proteins.  

 

 We also extended our investigation to other proteins whose mRNA expression we 

analyzed in this study. Several of the proteins displayed STAT6 consensus sequence(s) in 

their promoter regions, e.g. ARG1, CYP7A1, FAS or G-6-Pase. Here again the presence of 

the binding element was not directly linked to the observed changes in expression levels as 

ARG1 was up-regulated, CYP7A1 was down-regulated while FAS and G-6-Pase showed no 

alterations (Table VI).  
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TABLE VI Motives identified in the genes whose mRNA expression has been 

determined in the study. 

 

 STAT6 knock-out mice are more susceptible to hypoxia/reperfusion induced liver 

injury (46, 49). Hypoxia-induced gene expression is mediated to a great extent by the 

hypoxia-inducible factor 1a (HIF-1α) (50). HIF-1α belongs to the family of Per-Arnt-Sim 

(PAS) family of basic helix-loop-helix (bHLH) transcription factors. The bHLH/PAS family 

of proteins is intimately involved in the adaptive responses to generalized and cellular stress. 

One of the members of this family is the aryl-hydrocarbon receptor (AHR) known primarily 

for mediating the toxic effects of aromatic xenobiotics (reviewed in (51). However, more 

recent data indicated a role for the AHR also in physiological processes, well beyond the 

adaptive response to xenobiotics, most importantly in hypoxia-mediated signaling (52). These 

data urged us to examine the presence of the different AHR-related binding sequences in the 

promoter regions of the genes identified by our proteomic study. The different nucleotide 

sequences of the consensus motifs were previously listed in Table III. Aryl-hydrocarbon 

receptor responsive element I (AHRE I) motif is the classical binding sequence for the aryl-

hydrocarbon receptor. AHRE II has been recently described as a new binding element for a 

functionally related group of genes regulated by the AHR in cooperation with an additional 

DNA-binding protein, possibly the oestrogen receptor (53). The antioxidant responsive 

element (ARE) is responsible for mediating the indirect effects of dioxin, the classical 

activator of the AHR. The core pentanucleotide sequence of the AHRE I motif was found in 

virtually all promoters. By contrast, there were only 9 down- and 12 up-regulated proteins 

containing the extended or full motif. We identified 8 down- and 14 up-regulated proteins 
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containing the consensus AHRE II motif and 15 down- and 24 up-regulated proteins 

containing the ARE motif. 

 A large number of proteins (15 down-regulated and 23 up-regulated proteins) 

contained both STAT6 elements and one or several of the AHRE I, AHRE II or the ARE 

motifs. Most notably, the promoter regions of MUPs – the proteins showing the greatest 

increase in the STAT6 knock-out mice - contained the sequence of STAT6, AHRE II and 

ARE motifs. ARH acts as a hetorodimer in association with the Aryl Hydrocarbon Receptor 

Nuclear Translocator (ARNT) (54). Interestingly, while the promoter region of the AHR 

contained several STAT6 elements, the promoter of ARNT was devoid of this sequence 

(Table VI, # 8 and 9). 

 

2.6 Discussion 

 The aim of our investigation was to assess the impact of loss of signaling by STAT6, 

a transcription factor mediating the effects of two protective cytokines, IL-4 and IL-13, in 

liver. 

 In the first part of our study we compared the liver proteomes of wild type and STAT6 

knock-out mice using two different techniques commonly used in proteomics, namely 2D gel 

electrophoresis and 2D nanoscale LC tandem mass spectrometry, also known as 

multidimensional protein identification technology (MudPIT) (55). The results illustrate well 

the complementarity of these two techniques, since about a third of all the differentially 

expressed proteins identified in this study were found by both techniques. The main 

advantage of 2D-PAGE remains in the fact that separation occurs at the protein level and this 

technique is well adapted to resolve protein isoforms (56) as shown for the different SBP1 

and SBP2 isoforms or for the MUP protein family (57). On the contrary, separation occurs at 

the peptide level in shotgun liquid-based techniques such as the MudPIT approach. Thus, 

peptides issued from the digestion of a single protein are not anymore analyzed in the same 

nLC-MS/MS run as in the 2D-PAGE approach, but are scrambled over all the two 

dimensional SCX and C18 fractions, which renders isoforms identification less obvious. 

However, quantification of differentially expressed proteins remains a difficult task when 

comparing 2D gel maps. Indeed, direct comparison of different 2D gel images is rarely 
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evident and often requires some image warping. Thus, quantification based on spot intensity 

differences becomes limited even with a good normalization of image backgrounds. 

Therefore, gel-based techniques with covalently bound fluorescent dyes have been developed 

such as the 2D fluorescence differential gel electrophoresis (DIGE) technology (58, 59) to 

circumvent problems due to 2D maps comparison and leverage technical variability. But it 

has been shown recently that migration shifts exist between the small amount of labeled 

proteins (i.e. 1-2%) and the remaining unlabeled proteins, which can lead to a loss of 

sensitivity and thus a loss in protein identification reliability (60). On the contrary, with the 

liquid-based approach combined with tandem mass spectrometry quantification occurs by 

comparing peak areas of isotopically labeled compounds. In iTRAQ analysis, the ratio of two 

different MS/MS reporter ions (i.e. reporter 114 and 115) is calculated for each identified 

peptide in order to find differentially expressed proteins. MS-based quantitation is more 

accurate than gel image comparison, and tandem mass spectrometry is commonly used for its 

quantitative performance of low molecular weight compounds when using selective scanning 

mode such as selected reaction monitoring (SRM) (61). Recently, SRM has also been adapted 

for the quantitative analysis in proteomics and new strategies, such as the stable isotope 

standards and capture by anti-peptide antibodies (SISCAPA) method, have been developed 

for targeted proteomics analyses (62-64). Using these two complementary proteomic 

techniques we identified 20 down-regulated and 28 up-regulated proteins in the STAT6 

knock-out mice. 

 In the next phase of our study we validated the physiological relevance of the 

identified proteins. The highest increase in expression was detected in case of the major 

urinary proteins (MUPs). MUPs received their name by their predominance in mouse urine 

constituting a “physiological proteinuria” (reviewed in (65). MUPs are filtrated by kidney 

glomeruli freely due to their low (approximately 18kDa) molecular weights and their globular 

form. Major urinary proteins belong to the family of lipocalin proteins, characterized by an 

overall structure of eight β-sheets defining a β-barrel configuration. The hydrophobic core of 

the molecule binds volatile polar pheromones in the male urine and releases them slowly 

once deposited as a territorial “scent mark” (66, 67). MUPs are primarily produced in the 

liver in a sex dependent manner with the males having significantly higher expression levels 

than females (68, 69). MUPs are the products of a multigene family of approximately 30 

genes and pseudogenes localized on mouse chromosome 4 displaying high sequence 

homology both at the mRNA and the protein levels (70). Transcription of MUPs can be 
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induced by testosterone, growth hormone, thyroxin, insulin and dexamethasone 

administration. Surprisingly, we found a decrease rather than an increase in testosterone 

levels, a finding that rules out the most common factor as the cause of the spectacular up-

regulation of MUP expression in the knock-out mice. STAT6 knock-out mice display no 

noticeable differences in body size or weight arguing against an increase in growth hormone 

levels, as well. In addition, thyroid hormone and random fed insulin levels were not different 

between wild type and STAT6 knock-out mice (data not shown). Taken together, these data 

suggest the involvement of currently unidentified factor(s) in the regulation of MUP 

expression.  

 Results from other studies showed that MUP expression is often altered in conditions 

linked to liver dysfunction e.g. lipid accumulation or sclerosis though no direct correlation 

between MUP expression and the development of fatty liver disease could be established (71, 

72). MUPs belong to the family of extracellular lipid-binding proteins, also referred to as 

“lipocalins” (73). Recently, serum retinol binding protein 4 (SRBP4), another member of the 

lipocalin family, has been shown to be increased in the white adipose tissue of high-fat diet 

fed and genetically obese (ob/ob) mice (74). When examining if a similar regulation of MUP 

expression occurs in the livers we found a down-regulation in two different genetically obese 

rodent models characterized by hepatosteatosis: ob/ob mice and fa/fa rats (Supplementary 

Material - Fig. S1). Taken together, these data also support a so far unappreciated role for 

MUP in liver lipid homeostasis though a more complex and less direct one than that of 

SRBP4 in the white adipose tissue.  

 The two proteomic analyses identified several members of diverse stress-related 

cellular networks related to the regulation of cytoplasmic selenium and glutathione 

concentrations. Moreover, we found a large number of proteins involved in the defense 

mechanism against heat shock and endoplasmatic reticulum stress.  

One of the most important stress-response proteins are the selenium binding proteins. 

Selenium binding proteins (SBPs) belong to the family of selenium-containing proteins (43). 

In contrast to the subgroup of selenoproteins containing selenium incorporated in 

selenocystein by the use of a specific selenocysteil- tRNA, SBP molecules do not internally 

contain selenium but rather bind it externally in a chemically yet undetermined fashion (43). 

There are three different selenium-binding proteins: a 14 kDa protein called the liver fatty 

acid-binding protein (FABP1) and two homologue proteins called selenium binding protein 1 



Joël Iff  2007 
  

- 126 - 
 

and 2 (SBP1 and SBP2). Selenium binding protein 2 has been described as the major target 

for acetaminophen in mouse liver cytosol and therefore is also known as the 56 kDa 

acetaminophen-binding protein (APBP, AP56) (35, 75-77). The two SBPs share a high 

degree of identity both at the mRNA (98%) and at the protein (96%) levels with a difference 

of mere 18 amino acids between their sequences. SBP1 has a slightly lower calculated 

molecular weight (52351.82) and higher pI value (5.97) when compared to SBP2 (MW= 

52628.04 and pI= 5.78). In contrast to SBP1, the expression of SBP2 was up-regulated in 

STAT6-deficient mice. This opposite regulation of the two SBP isoforms was confirmed by 

2-DE and iTRAQ analyses validating its physiological relevance. Indeed, in spite of their 

structural and apparent functional similarity SBP1 and SBP2 expression were found to be 

divergent in several previous studies (78-82). SBP2 was down-regulated in CCl4-induced 

liver injury, while administration of the AHR-ligand TCDD led to the up-regulation of this 

protein (31, 72, 83, 84). Clofibrate, a hypolipidemic compound acting through the 

peroxisome proliferator α (PPAR-α) was shown to protect cells from oxidative stress and the 

resultant cytotoxicity induced by H2O2 treatment, a diverse array of hepatotoxic compounds 

and hypoxia–reoxygenation (85). Interestingly, SBP2 expression decreases after clofibrate 

treatment co-inciding with a decrease in hepatic lipid content (83, 84). An even more specific 

link between liver lipid homeostasis and SBP2 expression was indicated by the study of Park 

et al. where feeding of a hypercholesterinemia-inducing diet led to the down-regulation of 

SBP2 expression in the steatosis susceptible C57BL6/J but not in the resistant C3H strain 

(71). In this regard the increased SBP2 expression in the STAT6 knock-out mice could be 

viewed as an adaptive mechanism against the gradually developing lipid deposition and the 

consequential ROS accumulation leading to metabolic oxidative stress. Indeed, in addition to 

their role in selenium homeostasis, a direct antioxidant activity has been postulated for SBPs 

in analogy to other selenocysteine-containing enzymes e.g. glutathione peroxidase 1 (GPX1) 

(81). This point is substantiated by the fact that GPX1 have been identified as up-regulated in 

STAT6 knock-out mice. 

Another selenium-containing protein, the 14 kDa fatty acid binding protein (FABP1, 

P12710) was also observed to be up-regulated in the livers of STAT6-null mice. Apart from 

its fatty acid binding function FABP1 has been shown to play a crucial role in the 

anticarcinogenic and growth inhibition functions of selenite by acting as a growth regulatory 

protein (32, 34, 86). FABP1 is composed of 127 amino acids containing seven methionine 

and one cysteine groups (87, 88). Notably, of all the amino acids, the sulphur containing 
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cysteine and methionine groups are the most easily oxidizable by different reactive oxygen 

species (ROS) (89). Thus, FABP1 may act as an effective endogenous cytoprotectant against 

hepatocellular oxidative stress (90).  

Confirming the presence of increased stress in the livers of STAT6 knock-out mice, 

we found an increase in the expression of a third selenium-containing protein: the seleno-

enzyme GPX1 (91). GPX1 takes part in regulating the availability of reduced glutathione, a 

major factor implicated in the cellular anti-oxidant defense system. In line with the alterations 

in GPX1 expression we found coordinated changes in the levels of other enzymes of this 

system. The overall picture that emerged was a decrease in glutathione anti-oxidative 

capacity in the STAT6 knock-out mice. This finding is in accordance with the sensitivity of 

STAT6 knock-out mice towards liver and kidney ischemia-reperfusion injury and with the 

protective effect of IL-4 and IL-13, the two STAT6-dependent cytokines against these insults 

(92). The importance of intact glutathione metabolism is emphasized by the finding that mice 

deficient for MAT1A, the enzyme regulating glutathione synthesis, develop spontaneous non-

alcoholic hepatosteatosis (NASH) and hepatocellular carcinoma (93, 94). The importance of 

the intact function of the glutathione system was recently confirmed in a human study where 

a decrease in GSTM expression was reported in steatotic livers (95). 

The glutathione system also plays an important role in the defense against the 

accumulation of toxic metabolic by-products. Toxic byproducts can be formed through lipid 

peroxidation and the formation of advanced glycation endproducts (AGEs). One of the 

enzymes involved in the elimination of these toxic metabolites is lactoylglutathione lyase / 

glyoxalase 1 (GLO1). GLO1 mediates the glutathione-conjugated elimination of 

methylglyoxal, a reactive -oxoaldehyde formed during lipid peroxidation, glycolysis or the 

degradation of glycated proteins (96, 97). GLO1 uses the reduced form of glutathione (GSH) 

for its detoxification function; therefore elevated GLO1 activity will further deplete cellular 

GSH stocks. Nitric oxide is a potent inhibitor of lipid peroxidation (98). We found an up-

regulation of ARG1 expression in STAT6 knock-out mice implying lower cellular nitric 

oxide levels through direct competition with the nitric oxide synthase for their shared 

substrate, arginine. Thus, lower nitric oxide levels would further aggravate ROS 

accumulation and would contribute to the development of cellular stress.  

In summary, the proteome of the STAT6-deficient mice presented an overall picture 

with a depletion of cellular defensive reserve to withstand oxidative stress and an up-
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regulation of enzymes involved in the elimination of different reactive oxygen species and 

damaging metabolites. 

 Cellular stress is also linked to disturbances in ER function through a complex 

response known as the unfolded protein response (UPR). (99, 100) Metabolic and calcium 

disturbances, hypoxia or an unbalance in cellular redox or glycosilation state can all lead to 

stress within the endoplasmatic reticulum (ER) resulting in the release of Ca2+ and triggering 

cell injury or apoptotic response (101, 102). STAT6 knock-out mice displayed a strong up-

regulation of HSPA5 expression, a hallmark of ER stress (103). HSPA5 has been shown to be 

activated by reduced Ca2+ concentration, to protect cells from oxidative/metabolic stress thus 

prevent cell death (83, 104-107). The ER stress and the activation of defensive mechanisms 

suggested by the increase in HSPA5 expression is in line with the up-regulation of regucalcin 

and GLO1 implying disturbed calcium homeostasis and an increase in protein glycosylation, 

respectively. The physiological importance of HSPA5 in liver function is underlined by a 

recent study identifying HSPA5 as one of the “focus” genes in experimental NAFLD (108). 

HSPA5 belongs to the family of heat shock proteins. Expression of heat shock 

proteins can be induced by exposing the cells to conditions of environmental stress, including 

heat shock, oxidative stress, heavy metals, or to pathologic conditions, such as ischemia-

reperfusion, inflammation, tissue damage, infection or mutant proteins associated with 

genetic diseases (109). Heat shock proteins function as molecular chaperones or proteases. 

Molecular chaperones are a class of proteins that interact with diverse protein substrates to 

assist in their folding, with a critical role during cell stress to prevent the appearance of 

folding intermediates or otherwise damaged molecules (109). Consequently, heat shock 

proteins assist in the recovery from stress either by repairing damaged proteins (protein 

refolding) or by degrading them, thus restoring protein homeostasis and promoting cell 

survival (109). In our study we identified another up-regulated heat shock protein: HSPD1 

(HSP60). HSPD1 is a mitochondrial matrix protein that participates in a chaperone complex 

responsible for the proper folding of mitochondrial DNA encoded proteins and polypeptides. 

As the mitochondria generates copious amounts of free radicals, the chaperones promoting 

refolding of redox-modified proteins to prevent aggregation are of extreme importance (110). 

The up-regulation of this mitochondrial chaperone suggests a specific role for mitochondria-

derived ROS production in the development of hepatocellular stress in STAT6 knock-out 
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mice. This finding is line with a previous human studies showing mitochondrial deficiency in 

NASH biopsies (111, 112).  

Cellular stress related to disturbed ER and mitochondrial functions is linked to 

unbalanced intracellular calcium homeostasis (102). Many different cellular mechanisms are 

influenced by cytoplasmic calcium concentrations including enzyme activity and protein 

synthesis (101). Perturbation of calcium homeostasis in STAT6 knock-out mice was 

suggested by the up-regulation of regucalcin, a protein playing a major role in regulating 

cellular calcium fluxes. Regucalcin is a 299- amino-acid protein preferentially expressed in 

hepatocytes and in renal tubular epithelia (reviewed in (113)). Expression of regucalcin 

decreases with age in rat and mouse liver in an androgen-independent manner hence its 

second name, senescence marker protein (SMP30) (114). Regucalcin is thought to play an 

important regulatory role in cytosolic Ca2+ homeostasis through modulating the activity of the 

plasma membrane, mitochondrial and microsomal Ca2+ pumps thus protecting the cell against 

a rise in cytosolic calcium content and the subsequent cellular stress and cell death (115). 

This protective function was also demonstrated in vivo using regucalcin knock-out mice. 

Indeed, these mice display signs of accelerated ageing: oxidative stress in the brain, pigment 

deposition in kidney tubular cells and elevated triglyceride deposition and mitochondria 

enlargement in liver (116-119). Regucalcin expression is regulated at the transcriptional level 

(115). Enhanced regucalcin promoter activity and expression have been observed upon 

stimulation with phorbol 12-myristate 13-acetate (PMA), dexamethasone and insulin in H4-

II-E murine and in HepG2 human hepatoma cells. By contrast, TNF-α treatment resulted in 

reduced regucalcin protein amount (120-122). Based upon the contrasting regulation by 

insulin and TNF-α Solomon et al. suggested a role for regucalcin in hepatocyte insulin 

resistance (122). The importance of regucalcin in liver metabolism in vivo was confirmed by 

several proteomic and genomic studies. Most notably, an upregulation of regucalcin 

expression was identified in the livers of Han/Wistar rats resistant to the hepatotoxic drug 

tetrachlorodibenzo-p-dioxin (TCDD) when compared to the livers of the TCDD sensitive 

Long-Evans rats (31). By contrast, regucalcin was found to be down-regulated in livers of 

C57Bl/6 mice, a strain susceptible to atherogenic diet, compared to the resistant C3H/HeJ 

mice; and in the livers of senescence accelerated mice (SAM) (71, 82). Taken these data 

together, they suggest that the increased regucalcin expression observed in the STAT6 knock-

out mice can be viewed as part of the cellular defense mechanism against the 

metabolic/calcium stress induced by the hepatocellular lipid deposition in these mice.  In line 
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with the close relationship between calcium- and STAT6-mediated signaling are the data 

reporting the intertwining activation of these two pathways in polycystic kidney disease (12).  

Several liver enzymes controlling lipid and glucose homeostasis were differentially 

expressed in STAT6 knock-out mice. Altogether, these changes suggested an increase in fatty 

acid metabolism due to excess exogenous fatty acid loading. The most prominent change was 

observed in case of the liver fatty acid binding protein, FABP1. Interestingly, another 

member of the family of fatty acid binding proteins, the adipocyte/macrophage aP2 has been 

shown to be inducible by IL-4 in human bronchial cells (HBCs) in a STAT6 dependent 

manner. This study also showed a contrasting regulatory mechanism regulating aP2 

expression in HBCs and in murine 3T3L1 adipocytes pointing towards a complex tissue-

specific network implicated in the regulation of this gene’s expression (13). Our data 

concerning the up-regulation of FABP1 expression in STAT6 knock-out mice add a new 

element to our understanding of the regulation of expression of different fatty acid binding 

proteins in vivo. It is of interest that both FABP1 and STAT6 have been down-regulated in 

human hepatitis C protein expressing but not in steatotic Huh7 hepatocytes implying the 

possible involvement of these proteins in the development of steatosis-related inflammation 

and fibrosis (123, 124).  

Concerning the liver lipid accumulation in STAT6 knock-out mice it is worthwhile to 

mention, that the mice used in this study were created using the Balbc/J inbred mouse 

background, a strain less frequently employed in metabolic studies. One related strain, 

Balb/cByJ was recently shown to display highly increased serum and liver triglyceride levels 

due to a deletion in the short-chain acyl-CoA dehydrogenase gene impairing fatty acid β-

oxidation (125). Previous studies indicated that this mutation was absent from the Balbc/J 

strain, a result that we also confirmed in the mice used in these experiments ((126) and data 

not shown). 

 Comparing our results with those obtained from different rodent models of 

hepatosteatosis we confirmed the relevance of several proteins. Regucalcin, carbonic 

anhydrase 3 and selenium binding protein 2 were up-regulated in our study while they were 

down-regulated in the atherogenic diet-sensitive C57BL6/J mice and in CCl4 treated BALB/c 

mice indicating that these proteins are not likely to be determining factors in the development 

of hepatosteatosis but rather reflect a general defensive mechanism against 

oxidative/metabolic stress (71, 72). By contrast, a more direct role can be confirmed for 
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HSPA5, which has been differentially expressed in several murine models of hepatosteatosis 

(72, 127). Up-regulation of HSPA5 in the STAT6 knock-out mice is likely aimed at 

alleviating ER stress, thus providing an efficient protection of hepatocytes. The efficiency of 

protection is evidenced by the lack of overt hepatic pathology in the STAT6 knock-out mice. 

Indeed, improving ER folding capacity by the administration of chemical chaperones was 

successfully applied to improve hepatosteatosis in the ob/ob mice (128). Moreover, a 

protective role for HSPA5 against the development of fatty liver was proposed in a recent 

study where a significant decrease of HSPA5 was reported in early stage hepatic steatosis 

(129).  

 Our proteomic data suggested that STAT6 exerts a protective effect against the 

development of non-alcoholic fatty liver disease (NAFLD) through a complex regulatory 

network involving metabolic enzymes and proteins involved in redox and cell cycle 

regulation. When comparing our data we found that several proteins identified in our study 

have been positively identified in studies exploring the network of aryl-hydrocarbon receptor 

(AHR) signaling. Indeed, recent data indicated that beside its major function as a xenobiotic 

receptor for aromatic compounds, the aryl-hydrocarbon receptor-mediated pathways play an 

important role in regulating metabolic homeostasis in pancreatic islet β-cells and in 

transmitting the effect of hypoxia on vascular endothelial growth factor expression in mice in 

vivo (51, 52, 130). Using in silico analysis we identified different AHR binding motifs in the 

promoter regions of the proteins with differential expression in STAT6 knock-out mice. Our 

results concerning the number of identified sites are not in complete agreement with previous 

studies due to using updated gene annotation from the UCSC database (mm8 versus mm5) 

and owing to the fact that since the publication date of the papers mentioned above additional 

untranslated region (UTR) exons were identified resulting in the modification of the position 

of the transcription start sites (31, 131). However, we confirmed the binding motifs in several 

proteins identified in those studies e.g. regucalcin, CA3, SBP2 and PCK1. While the 

verification of the functionality of the motifs found in the promoter regions is well beyond 

the scope of this study it is of interest that a relatively large percent of proteins contained one 

or more full or extended AHRE I and/or AHRE II elements when compared to our 

expectations based upon a previous phylogenetic analysis published by Boutros et al. (53). 

 The development of non-alcoholic fatty liver in STAT6 knock-out mice is in 

accordance with previous results demonstrating that these mice are prone to develop more 
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serious atherosclerotic lesions with enhanced lipid deposition in the aortic wall when 

challenged by a high-fat diet (132). The relevance of these results to human pathology was 

recently highlighted by data identifying STAT6 as one of the three mRNAs showing the 

greatest up-regulation in aortic atherosclerotic plaques (133). In addition, a recent study 

suggested an association between atherosclerosis and NAFLD (134). Proteomic studies 

conducted in human NAFLD did not identify STAT6 as a differentially expressed protein. It 

is not surprising given the very low abundance of this protein as demonstrated by the lack of 

detection both by 2D gel electrophoresis and iTRAQ analysis in our study. Microarray 

studies of human NAFLD did not reveal significant differences in STAT6 expression but 

identified several common proteins with our study (95, 111, 112). Moreover, STAT6 was 

down-regulated in hepatitis C virus protein expressing human hepatocytes (124). Hepatitis C 

virus infection is often associated with the occurance of liver steatosis. These results confirm 

that the phenotype of STAT6 knock-out mice bears resemblance to the human pathology and 

imply a yet unappreciated, most likely indirect contribution of STAT6 to the development of 

NAFLD.  

 In summary, our study explored the effect of the suppression of IL-4 and IL-13-

mediated anti-inflammatory signals in liver function by comparing the proteomes of wild 

type and STAT6 knock-out mice. To achieve this goal we employed two complementary 

techniques frequently used for differential analyses: 2D gel electrophoresis and 2D nLC-

MS/MS combined with iTRAQ labeling technique. Based upon the identified proteins we 

revealed a so far unknown metabolic phenotype in the STAT6-deficient mice and showed the 

presence of latent liver steatosis. These results demonstrate a protective role for STAT6 

against hepatic lipid deposition; a finding reminiscent of the protective role it plays against 

the development of atherosclerotic lipid accumulation. According to our results, a role for 

STAT6 in the context of non-alcoholic fatty liver disease in humans is a topic worth to be 

further explored. 
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2.9 Supplementary Material 

 

FIGURE S1   Major Urinary Protein (MUP) mRNA levels in obese murine models. 

MUP mRNA level is significantly decreased in the livers of ob/ob mice and fa/fa rats, ** = p ≤ 0.01 

 

TABLE S1   Primers used for real-time PCR 

 
NAME Entry Forward Reverse 

Acetyl-Coenzyme A carboxylase (ACC) NM_133360 taa acc agc act ccc gat tc cca tcc tgt aag caa gag at 

Albumin (ALB) NM_009654 tgc ttt ttc cag ggg tgt gtt tta ctt cct gca cta att tgg ca 

Arginase 1 (ARG1) NM_007482 tgg ctt gcg aga cgt aga c gct cag gtg aat cgg cct ttt 

Carnitine palmitoyltransferase (CPT1) NM_013495 gca ctg cag ctc gca cat tac aa ctc aga cag tac ctc ctt cag gaa a 

Catalase (CAT) NM_009804 atg gct ttt gac cca agc aa cgg ccc tga agc ttt ttg t 

Cyclophilin XM_341363 caa atg ctg gac caa aca caa gcc atc cag cca ttc agt ct 

Cytochrome P450 7A1 (CYP7a1) NM_007824 aca cca ttc ctg caa cct tc gct gtc cgg ata ttc aag ga 

Fatty acid binding protein (FABP1) NM_017399 gag gag tgc gaa ctg gag ac gtc gcc caa tgt cat ggt a 

Fatty acid synthase (FAS) NM_007988 gct gcg gaa act tca gga aat aga gac gtg tca ctc ctg gac tt 

Glucokinase (GK) NM_010292 cag atc ctg gca gag ttc cag cgg tcc atc tcc ttc tgc at 

Glucose-6-phosphatase (G-6 Pase) NM_008061 ctg tga gac cgg acc agg a gac cat aac ata gta tac acc tgc tgc 

Glutathione peroxidase 1 (GPX1) NM_008160 gcg gcc ctg gca ttg gga cca gcg ccc atc tg 

Glyoxalase (GLO1) NM_025374 gat ttg gtc aca ttg gga ttg c tcc ttt cat ttt ccc gtc atc ag 

Heat Shock 70 kDa protein 5 (HSPA5) NM_022310 acc ccg aga aca cgg gtc tt tgc cca cct cca ata tca act 

Heme oxygenase (HO-1) NM_010442 caa cag tgg cag tgg gaa ttt a cca ggc aag att ctc cct tac 

Major Urinary Protein (MUP) NM_008647 gaa gct agt tct acg gga agg a agg cca gga taa tag tat gcc a 

Phosphoenolpyruvate carboxykinase (PCK1) NM_011044 cca cag ctg ctg cag aac a gaa ggg tcg cat ggc aaa 

Regucalcin (RGN) NM_009060 gaa cta cag gtg tgg gga gtc tga ccg tat ccc atc gac aaa ta 

Signal transducer and activator of transcription 3 (STAT3) NM_213660 caa tac cat tga cct gcc gat gag cga ctc aaa ctg ccc t 

Superoxide dismutase (SOD1) NM_011434 acc agt gca gga cct cat ttt a tct cca aca tgc ctc tct tca tc 

Suppressor of cytokine signaling 3 (SOCS3) NM_007707 cct tca gct cca aaa gcc ag gct ctc ctg cag ctt gcg 
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TABLE S2 Proteins identified in the livers of wild type and STAT6 knock-out mice by iTRAQ 2D nLC-MS/MS technique 
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3. Metabolic study 

 
STAT6-deficient Mice Display 

Age-dependent Hepatosteatosis 

and Glucose Intolerance 
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STAT6-deficient mice display age-dependent hepatosteatosis and glucose 

intolerance 
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3.1 Introduction 

 The incidence of obesity worldwide has increased drastically during recent decades. 

Consequently, obesity and the associated disorders now constitute a serious threat to the 

current and future health of all populations. Obesity is associated with an array of additional 

complications, including an increased risk of insulin resistance, type 2 diabetes, fatty liver 

disease, cardiovascular pathologies and degenerative disorders including dementia and 

airway diseases (1). The high occurance of diabetes and the wide variety of pathologies 

associated with it makes this condition the focus of several different research fields. 

 Obesity and type 2 diabetes resides at the cross-road of metabolic and inflammatory 

signaling pathways with the adipose tissue as a major regulator of these processes (2). The 

chronic “inflammatory state” observed in obesity is characterized by abnormal cytokine 

production, an increase in acut phase reactants and a generalized cellular sttress in different 

insulin target tissues (3). These findings are supported by the data showing that mice which 

lack the inflammatory mediator IKK are resistant to high fat diet induced obesity (4). 

Inflammatory responses can be transmitted through the innate or the adaptive immune 

system. The involvement of adaptive immune system in the development of insulin resistance 

was established a little over a decade ago by the finding that the inflammatorry cytokine 

tumor necrosis factor-α (TNF- α is overexpressed in the adipose tissue of obese mice (5). 

These studies were followed by a landside of discoveries demonstrating the involvement of a 

variety of inflammatory cytokines in the development of obesity-linked pathologies. More 

recently, the implication of the innate immune system was highlighetd by the study of Shi et 

al.  who reported that the innate immune receptor Toll like receptor 4 (TLR4) is crucial in 

mediating high fat diet induced inflammation, weight gain and insulin resistance (6). The 

inflammatory response that emerges in the presence of obesity seems to be predominantly 

linked to the adipose tissue, though other tissues, particularrly the liver might be also 

involved (2). Metabolic, inflammatory and innate immune processes are also coordinately 

regulated by lipids (7). Several transcription factors, particularly those in the peroxisome-

proliferator activated receptor (PPAR) and liver X receptor (LXR) families, appear to be 

crucial for modulating the intersection of these pathways. Activation of these transcription 

factors inhibits the expression of several genes involved in inflammatory response in 

macrophages and adipocytes (8). Thus, these transcription factors provide an interface for 

lipid metabolism, inflammatory response and adipose tissue differentiation.  
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 As demonstrated above, significant research efforts have been devoted to unreveal the 

role of increased inflammatory signals in the development of insulin resistance. By contrast, 

practically no study addressed the question if the lack of anti-inflammatory signals would 

have similar deleterious metabolic effects.  

 Two major anti-inflammatory cytokines are interleukin 4 and 13 (IL-4 and IL-13). 

These cytokines are produced by activated lymphocytes and mediate their signaling through a 

common transcription factor named Signal Transducer and Acivator of Transcription 6 

(STAT6). STAT6 is a ubiquitously expressed member of the STAT protein family involved 

in interleukin 4 and 13 (IL-4 and IL-13) signaling (reviewed in (9)). Upon stimulation, 

STAT6 is tyrosine phosphorylated and translocates to the nucleus as a homodimer. Once in 

the nucleus, STAT6 modulates gene transcription by binding to a specific palindromic DNA 

sequence (10, 11). Most STAT6-dependent genes display this sequence in their promoter 

regions (reviewed in (9)). In addition, STAT6 interacts with a wide variety of transcription 

factors and serves as a recruitment platform for the different members of the transcriptional 

machinery (12-16). Most importantly, STAT6 has been shown to attenuate the inflammatory 

signals mediated by the IKK/NFκB pathway (13, 17). Due to the multiple interaction partners 

of STAT6, mice deficient in STAT6 expression display complex STAT6-dependent and –

independent transcriptional alterations (18).  

 In spite of the fact that STAT6 is expressed in a wide variety of tissues most of the 

research efforts to elucidate the molecular basis for the different effects of STAT6 have been 

attributed to its essential function in the immune system to pre-dispose T cells towards Th2 

type differentiation (19). Recently, however, several studies indicated a function for STAT6 

in different other cell types. Notably, STAT6 has been shown to be involved in adipocyte 

differentiation, kidney epithelial cell mechanosensation and regulation of apoptosis in human 

hepatoma cells (20, 21). Cytokines known to activate STAT6 play an important role in liver 

function. Notably, IL-4 and IL-13 injection activates STAT6 and protects against 

ischemia/reperfusion (I/R) injury (22, 23). Therefore, the lack of STAT6 activation leads to 

aggravated hypoxic injury both in liver and in the kidney (reviewed in (24)).  

 Liver I/R leads to abrupt changes in oxygen supply and alterations of substrate 

availability required for cellular metabolism. Cytokines play a crucial role in modulating 

hepatocyte metabolic adaptive responses to the hypoxic insult inflicted by the I/R (25). 

Intermittent hypoxia predisposes to liver injury and induces alterations in lipid homeostasis 
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(26-28). IL-6, an anti-inflammatory cytokine, protects against the development of fatty liver 

by activating STAT3 and regulating the expression of various glucose and lipid homeostasis 

genes (29). IL-4 and IL-13 display a similar protective effect against I/R injury, however the 

gene expression pattern regulated by their common effector molecule, STAT6, has not yet 

been investigated. A previous study indicated that STAT6 knock-out mice show increased 

aortic lipid plaque formation when challenged by an atherogenic diet (30). The relevance of 

these findings were confirmed when a human study reported increased STAT6 expression in 

the coronary artery intima of patients with advanced atherosclerosis (31). The above studies 

demonstrated that STAT6 is involved in the regulation of metabolic adaptation under 

different stress conditions such as hypoxia and suggested that it might be involved in the 

regulation of peripherial lipid deposition. 

 In summary, taking the currently available in vitro and in vivo data together, they 

establish a complex interaction between inflammatory, metabolic and hypoxia-regulated 

factors in the development of metabolic syndrome. The role of inflammatory signals in the 

control of these processes is well established, but data concerning the regulatory function of 

anti-inflammatory signals are still largely unavailable. STAT6, a mediator of anti-

inflammatory signals, is at the crossroad of all the above mentioned pathways: the innate and 

lymphocyte mediated inflammatory reactions, lipid metabolism, hypoxia and the ROS 

production.  

 Therefore, based upon our current knowledge and the results derived from our 

previous study in the STAT6 knock-out mice it is quite relevant to ask if STAT6  might in 

fact be a major protector against the onset of metabolic disturbances. To answer this question 

we used STAT6- deficient mice and characterized their responses to high fat diet challenge. 

 

 



Joël Iff  2007 
  

 - 163 - 
 

3.2 Experimental Procedures 

Mice and high fat diet feeding - All experiments were conducted in accordance with 

the regulatory guidelines of the Veterinary Office of the Canton of Geneva on the care and 

welfare of laboratory animals. The experimental protocol had been accepted by the Ethical 

Committee of the University of Geneva and the Veterinary Office of the Canton of Geneva. 

Mice had ad libitum access to water and standard chow (SDS Dietex) or high fat diet 60% of 

energy as fat (cat: D12108, Provimi Kliba). Balb/cJ wild-type and STAT6 knock-out male 

mice were obtained from Charles River Laboratories and were kept under regular animal 

housing conditions.  

Intraperitoneal glucose and insulin tolerance tests - Mice were starved overnight for 

16 hours and blood glucose was measured (Glucotrend Premium, Roche Diagnostics) from 

the tail vein before intra-peritoneal glucose (2 g/kg body weight) or insulin (1 U/kg body 

weight) injection and again at 15, 30, 60, 90 and 120 min afterwards.  

 Serum measurements - Blood was obtained from tail vein in a heparinized tube (BD 

Vacutainer) and immediately centrifuged. Plasma was stored at -80°C before use. Insulin 

plasma concentrations were measured by ELISA (Insulin ultrasensitive mouse ELISA, 

Mercodia AB). Starving values were obtained after 16 hours of food deprivation; random fed 

values were obtained four hours after the lights were off. Insulin resistance index (IRI) was 

calculated using the following formula: fasting glucose (mM) X fasting insulin (ng/ml) X * 

39.64 / 22.5. Total and HDL cholesterol and triglycerides were measured using DxC800 

Beckman Coulter machine. 

Cold exposure - Mice were starved overnight. Rectal temperature, body weight and 

glucose were measured at 5:00 pm before overnight starvation and the next morning at 9.00 

am before cold (4°C) exposure. During the experiment blood glucose and rectal temperature 

were recorded at 0.5, 1, 2, 3 and 4 hours. At the end of the experiment, mice were placed at 

room temperature and were given access ad lib. to chow diet. Body weight, blood glucose 

and rectal temperature were again measured the following day at 9:00 am (24 hours after the 

beginning of cold exposure).  

Liver lipid content - Liver lipids were extracted according to a modified Bligh and 

Dyer method (35). Briefly, liver pieces were pulverized in a mortar using liquid nitrogen then 
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left overnight in a chloroform:methanol (2:1, v:v) extraction solution. After filtration, lipids 

were washed once with water, then three times using 2 mM calcium chloride in 

water:methanol:chloroform (48:49:3, v:v:v) with the supernatant discarded each time. 

Finally, lipids were air dried and weighted in order to quantify total lipid amount. 

Triglycerides and cholesterol contents were determined with commercially-available 

enzymatic kits (Randox Labs.) (36, 37). 

RNA preparation and quantitative real-time RT-PCR - Total RNA was prepared by 

homogenizing approximately 100-200 mg liver tissue in TRIZOL Reagent (Invitrogen) and 

was purified by using RNAse free DNAse in combination with the RNeasy Mini Kit 

(Qiagen). cDNA was synthesized from 2 µg of DNA-free RNA by Superscript II Reverse 

Transcriptase (Invitrogen). Primers and probes were designed by Primer Express software 

(Applied Biosystems) and are listed as a supplementary material in Table S1. The results 

were quantified by the ∆∆Ct method using cyclophillin A as the standard internal non-

variable gene to compensate for differences in RNA input and efficiency of cDNA synthesis. 

Results were expressed as arbitrary units compared to the average expression levels in wild-

type mice and are represented as mean ± S.E.M.  

Western blotting - Liver tissues were snap frozen in liquid nitrogen immediately upon 

removal and were stored at -80°C till processing. Tissues were homogenized in lysis buffer 

(25 mM HEPES, 0.5% Triton X100, 65 mM NaCl, 2.5 mM EDTA, 25 mM sodium 

pyrophosphate, 50 mM NaF, 2 mM PMSF, 9 mM sodium orthovanadate, one tablet of 

Complete Inhibitor Cocktail in 20 ml (Roche Diagnostics), pH 7.5. Protein concentration was 

measured by bicinchoninic acid (BCA) method (Pierce). Proteins were separated by SDS-

PAGE, transferred onto nitrocellulose membranes and identified by immunoblotting. Primary 

antibodies were as follows: p-IR, IR, p-IRS2, p-SHC, SHC, SREBP1, p-IRS1 ser, P-IRS1-

tyr, IRS1, Ezrin and STAT6 (Santa Cruz Biotechnology) and P-ACC, P-GSK3β, IRS2, JNK, 

p-JNK, p-MAPK, MAPK, p85 IRS (Cell Signaling). Secondary HRP-conjugated antibodies 

were from Biorad and Sigma-Aldrich. Signals were revealed by enhanced 

chemiluminescence and were recorded in Chemidoc XRS system (Biorad). Quantification of 

the detected bands was performed by using the Quantity One program (Biorad). Results were 

expressed as arbitrary units compared to the average expression levels in wild-type mice and 

are represented as mean ± S.E.M.  
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Statistical analysis - Results were analyzed by Student’s unpaired t test using the 

SigmaStat software (version 2.0 – SPSS, Chicago, IL, USA). Results with a p value less or 

equal than 0.05 were considered significant.  

3.3 Results 

3.3.1 Starving hyperglycemia and hypoinsulinemia in STAT6 KO mice  

Serum glucose and insulin levels were determined in four-month-old wild-type and 

STAT6 KO mice. The mice were then divided into two groups: one group was given standard 

chow while the second group was fed a high fat containing diet for a period of ten weeks. 

Four-month-old STAT6 KO mice displayed elevated blood glucose and decreased plasma 

insulin levels upon overnight starving but no difference in the fed state (Table 1, 4 months). 

Ageing led to elevated starving but decreased fed glucose levels in both genotypes. These 

changes were accompanied by a tendency of lower insulin secretion in STAT6 KO mice in 

both fed and starved state (Table 1, 6.5 months chow diet). Ten weeks of high fat diet 

feeding led to the deterioration of metabolic balance in both genotypes; but again, STAT6 

KO mice showed much more severe alterations than wild-type mice (Table 1, 6.5 months 

high fat diet). 
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TABLE I  Serum parameters in wild type and STAT6 knock-out mice. 

Results are expressed as mean ± S.E.M., n.s. = non significant (p ≥ 0.05, p ≥ 0.01, p ≥ 0.001 determined by 

Student’s t test). Number of mice is given in parentheses. 

 

  WT  STAT6 KO  

  p value   

WT vs KO   4 Mo vs 6 Mo  Chow vs High Fat  

4 months       

Random fed       

Glucose (mM) 7.2 ± 0.1 (n=26) 7.3 ± 0.1 (n=26) n.s.  -  -  

Insulin (ng/ml)  0.88 ± 0.18 (n=11) 0.73 ± 0.13 (n=11) n.s.  -  -  

Starving       

Glucose (mM) 4.0 ± 0.1 (n=37) 4.5 ± 0.1 (n=47) p ≤ 0.001  -  -  

Insulin (ng/ml)  0.25 ± 0.08 (n=11) 0.11 ± 0.01 (n=11) p ≤ 0.05  -  -  

      

6 months chow diet       

Random fed     WT p ≤ 0.01   

Glucose (mM)  6.6 ± 0.1 (n=11) 6.9 ± 0.1 (n=9) n.s.  KO n.s.  -  

Insulin (ng/ml) 0.34 ± 0.11 (n=9) 0.25 ± 0.04 (n=6) n.s.  p ≤ 0.05  -  

Starving       

Glucose (mM) 4.9 ± 0.2 (n=23) 5.4 ± 0.2 (n=20) n.s.  p ≤ 0.001  -  

Insulin (ng/ml) 0.13 ± 0.04 (n=7) 0.09 ± 0.01 (n=5) n.s.  WT p ≤ 0.01  -  

    KO n.s.   

6 months high fat diet       

Random fed       

Glucose (mM) 7.6 ± 0.2 (n=16) 7.9 ± 0.2 (n=17) n.s.  -  p ≤ 0.01  

Insulin (ng/ml) 2.56 ± 0.48 (n=9) 1.06 ± 0.21 (n=10) p ≤ 0.01  -  WT p ≤ 0.001  

Starving      KO p ≤ 0.05 

Glucose (mM) 5.8 ± 0.2 (n=16) 6.9 ± 0.3 (n=17) p ≤ 0.01  -  p ≤ 0.01  

Insulin (ng/ml) 0.77 ± 0.19 (n=9) 0.30 ± 0.07 (n=9) p ≤ 0.05  -  p ≤ 0.05  
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3.3.2 STAT6 KO mice are glucose intolerant  

 Our preceding study identified the presence of latent liver lipid accumulation in 

STAT6 KO mice. Liver steatosis is often associated with impaired glucose homeostasis; 

therefore we performed intraperitoneal glucose and insulin tolerance tests (GTT and ITT, 

respectively). At four months of age STAT6 knock-out mice displayed severely impaired 

glucose tolerance (Fig. 1a). By contrast, there was no difference in the response to insulin 

between wild-type and knock-out littermates, except a small but significant latency in glucose 

clearing observed at 15 minutes in the STAT6-deficient mice (Fig. 1b). Meanwhile aging led 

to higher fasting glucose levels (Table 1) it had no effect on the response to glucose 

administration in any genotype (Fig. 1c and compare to Fig. 1a). Interestingly, aging 

rendered mice of both genotypes more responsive to insulin (Fig. 1d and compare it to Fig. 

1b). Ten weeks of high fat diet feeding lead to the development of pronounced glucose 

intolerance in wild-type mice resulting in blood glucose levels similar to the ones displayed 

by their STAT6 KO littermates on chow diet (Fig. 1e).  By contrast, high fat diet did not 

further impair glucose intolerance in the knock-out mice (Fig. 1e and compare it to Fig. 1c). 

High fat diet resulted in the development of moderate insulin resistance in mice of both 

genotypes, evident only at the early time point of 15 minutes of insulin challenge (p ≤ 0.01 in 

both genotypes; chow diet vs. high fat diet) (Fig. 1f and compare it to Fig. 1d). In line with 

the lower insulin levels, STAT6 KO mice were more insulin sensitive judged by homeostasis 

model assessment-insulin resistance (HOMA-IR) (Fig. 1g). The lower serum insulin levels 

were reflected in a decrease in pancreas islet insulin content in chow fed STAT KO mice. By 

contrast, mice of both genotypes displayed the adaptive increase in insulin content upon high 

fat diet feeding (Fig. 1h).  
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FIG. 1.  Characterization of glucose tolerance, insulin resistance and insulin 

production of WT and STAT6 KO mice at 4 months (n=40/genotype) and 6.5 months of 

age after ten weeks of chow or high fat diet (n=15/genotype/diet). 

(a, c, e) Blood glycemia was determined after intra-peritoneal (IP) glucose injection (2g/Kg) in 4 (a) and 6.5 

months old (c) mice kept on chow diet and in 6.5 months mice after 10 weeks of high fat diet feeding (e). 

(Dashed line and bar: WT, full line and bar: STAT6 KO; AUC =Area Under the Curve; *** p < 0.001 WT vs. 

STAT6 KO). (b, d, f) Blood glycemia after IP insulin injection (1U/Kg). (** p < 0.01, WT vs. KO). (g) HOMA-

IR: homeostasis model assessment-insulin resistance (fasting glucose (mM) X fasting insulin (ng/ml) X * 39.64 

/ 22.5. Data are presented as mean ± S.E.M.; n.s.: non-significant, ##: p≤ 6.5months vs. 4 months, (n= 

8/genotype). (h) Insulin content of whole pancreas of 6.5 months old mice kept on chow or high fat diet.  
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3.3.3 Liver lipid storage and mobilization in STAT6 KO mice 

 Wild-type and STAT6 KO mice displayed similar calorie intake (58.9 ± 3.6 vs. 56.6 ± 

2.6 kJ/day and 81.0 ± 3.3 vs. 77.0 ± 4.6 kJ/day, wild-type vs. KO, chow and high fat diet, 

respectively) and body weight gain (4.4 ± 2.2 vs. 13.8 ± 5.9 mg/day and 76.7 ± 13.6 vs. 74.6 

± 13.7 mg/day, wild-type vs. KO, chow and high fat diet, respectively). Serum cholesterol 

levels were elevated in STAT6 KO mice upon high fat diet challenge confirming the results 

of a previous study where feeding an atherogenic diet led to similar differences between 

STAT6 KO and wild-type mice (30) (Fig. 2a-b). By contrast, serum triglyceride levels were 

already significantly increased in chow fed knock-out mice and remained elevated after high 

fat diet feeding (Fig. 2c).  

Our previous study demonstrated increased lipid deposition in the livers of STAT6 

KO mice. To further characterize the consequences of the lack of STAT6 on whole body lipid 

metabolism we compared body composition and liver lipid content of wild-type and STAT6 

KO mice. STAT6 KO mice displayed lower adiposity with a decrease in relative epidydimal 

and intra-abdominal white adipose tissue mass (WATe and WATi, respectively) (Fig. 2d,e,f, 

Chow). High fat diet feeding resulted in a similar increase in WATe and WATi mass; 

however STAT6 KO mice displayed a selective increase in their liver weight compared to the 

wild-type mice (Fig. 2d,e,f, High fat Fed). Short-term fasting induces fuel and energy 

redistribution between adipose tissue and liver in order to maintain blood glucose levels by 

decreasing adipose tissue fat and liver glycogen depots. Overnight fasting revealed a dramatic 

difference in the metabolic adaptation in STAT6 KO mice. Wild-type Balb/cJ mice were 

resistant to starving-induced white adipose tissue lipolysis. By contrast, STAT6 knock-out 

mice responded with a significant loss in adipose tissue and liver mass suggesting 

exaggerated starving-induced reserve utilization in these mice (Fig. 2d,e,f, High fat Starved). 

Overnight starvation resulted in dramatic differences in liver metabolism as well. As we 

showed before, STAT6 KO mice displayed higher liver lipid levels than their wild-type 

littermates and this was further elevated upon high fat diet feeding (Fig. 2g). Acute starvation 

leads to hepatic lipid accumulation as a result of increased hepatic uptake of FFA released 

from the white adipose tissue.  Indeed, upon overnight food deprivation wild-type mice 

increased their liver triglyceride and cholesterol contents. By contrast, STAT6 KO mice 

responded to starving by depleting the previously existing lipid reserves as well (Fig. 2g,h,i). 

Liver glycogen content was not significantly different between chow diet fed wild-type and 
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STAT6 KO mice. However, when fed a high fat diet, STAT6 KO mice failed to reduce 

glycogen accumulation but showed increased utilization during overnight starving (Fig. 2j). 

To gain a better insight into the energy balance of STAT6 KO mice we measured the 

uncoupling protein 1 (UCP1) content in the brown adipose tissue. UCP1 is a brown adipocyte 

specific mitochondrial protein regulating energy dissipation. Basal UCP1 expression was 

significantly lower in STAT6 KO mice suggesting lower mitochondrial energy release. While 

high fat diet did not change this expression pattern, STAT6 KO mice failed to down-regulate 

UCP1 expression upon overnight starvation (Fig. 2k). To assess if an increase in the number 

of intercalating white adipocytes in the brown adipose mass is responsible for this 

dysregulation we compared the histological structure of the brown adipose tissue of wild-type 

and STAT6 KO mice but found no major morphological alteration (Fig. 2l). Cold induced 

stress increases UCP1-mediated thermogenesis in brown adipose tissue along with the 

induction of lipolysis in the white adipose tissue. In spite of the lower UCP1 expression, 

STAT6 KO mice were more efficient in keeping their body temperature when subjected to 

cold (4°C) challenge (Fig. 2m). Taken together, these data imply an intriguing scenario 

where the lack of STAT6 signaling leads to an imbalance in metabolic homeostasis, which 

becomes obvious during different metabolic stress conditions. 
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FIG. 2.  Characterization of plasma and liver content, lipid organ distribution and 

cold resistance between WT (grey bar) and STAT6 KO mice (full bar) on chow and 

high fat diet. 

(a,b,c) Serum levels of total cholesterol (a), high density lipoprotein (HDL) cholesterol (b) and  triglycerides (c) 

were determined in mice kept on chow or high fat diet in fed mice or after overnight starvation. (** p < 0.01, 

*** p < 0.001 WT vs. KO; ### p < 0.001 high fat vs. chow diet in the same genotype). (d,e,f) Epidydimal white 

adipose tissue (WATe) (e), intra-abdominal white adipose tissue (WATi) (e) and liver (f) weights of WT and 

STAT6 KO mice. (*p < 0.05, ** = p < 0.01, *** p < 0.001 WT vs. KO; ### p < 0.001 chow vs. high fat diet; § p 

< 0.05, §§§ p < 0.001 fed vs. starved). (g, h, i) Liver total lipid (g), triglyceride (h) and cholesterol levels (i). (* 

p < 0.01, WT vs. KO; # p < 0.05, ## p < 0.01, ### p < 0.001 chow vs. high fat diet; § p < 0.05 fed vs. starved).  
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(j ) Liver glycogen content of WT and STAT6 KO mice. (* p < 0.01 WT vs. KO; # p < 0.05 chow vs. high fat 

diet; §§ p < 0.01fed vs. starved). (k) Uncoupling protein 1 (UCP1) mRNA levels in brown adipose tissue 

(BAT). (** p < 0.01 WT vs. KO; § p < 0.01fed. vs. starved). (e) Histology of the BAT of chow diet fed WT and 

STAT6 KO mice (Hematoxylin-eosin staining, magnification 5x.) (m) Resistance to cold stress in STAT6 KO 

mice. Mice were starved overnight at room temperature (-16 hours) and placed at 4°C (0 hours) for the times 

indicated. After 4 hours mice were transferred to room temperature and were given ad lib. access to food. Rectal 

temperature was measured at the times indicated. The graph represents mean ± S.E.M. , n=  6-10/ genotype.  (*= 

p < 0.05, ** = p < 0.01, *** = p < 0.001 wild-type vs. STAT6 KO; ## p < 0.01, ### = p < 0.001 high fat vs. 

chow diet; § = p < 0.05, §§§ p < 0.001 starved vs. fed). 

 

3.3.4 Histological changes in the liver and the white adipose tissue of 

STAT6 KO mice 

 As shown previously by us and by others as well, there were no obvious changes in 

liver structure in control chow fed STAT6 KO mice by hematoxylin-eosin staining. By 

contrast, upon high fat diet feeding STAT6 KO mice developed centro-lobular micro–and 

macrovesicular hepatosteatosis while livers of control mice remained relatively intact with 

only mild microvesicular lipid deposition (Fig. 3a H.E.) This elevated lipid deposition was 

confirmed by the neutral lipid staining Oil-Red O (Fig. 3a Oil-Red O). Liver steatosis is often 

associated with collagen deposition in the intersinusoidal space resulting in liver fibrosis. 

Indeed, collagen staining showed the presence of increased deposition in STAT6 KO mice 

fed either chow or high fat diet (Fig. 3a Collagen). Increased serum levels of hepatic 

enzymes are often found in association with fatty liver disease as early indicators of impaired 

hepatic function. Interestingly, in spite of the dramatic high fat diet induced lipid 

accumulation in the livers of STAT6 KO mice, the respective serum alanine aminotransferase 

(ALT) (269.7 ± 26.0 vs. 238.9 ± 32.2 U/l), aspartate transaminase (AST) (116.4 ± 18.7 vs. 

105.8 ± 38.1 U/l) and alkaline phosphatase (ALP) (14.4 ± 0.5 vs, 15.8 ± 0.9 U/l) levels were 

identical in wild-type and STAT6 KO mice.  

Chow diet fed STAT6 KO mice had lower WAT mass and higher insulin sensitivity.  

Adipocyte size is linked to insulin sensitivity as small adipocytes are insulin sensitive, while 

large adipocytes are insulin resistant. Adipocytes of STAT6 KO mice were smaller than those 

of wild-type mice. By contrast, high fat diet feeding resulted in the substantial hypertrophy of 

STAT6-null adipocytes, actually rendering the knock-out cells larger than the wild-type ones 

(Fig. 3b, c). No difference was observed in the mRNA expression of two markers of 
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adipocyte differentiation, the nuclear receptor peroxisome proliferator-activated receptor γ 

(PPARγ) and the adipocyte fatty acid transporter AP2 (Fig. 3d, e). 

 

FIG. 3.  Comparison of liver and WATe histology of WT and STAT6 KO mice. 

(a) Histology of the liver stained by Hematoxylin-eosin (HE) (upper panels), the lipid staining Oil-Red-O 

(middle panels) and the collagen specific Masson staining (lower panels). (Magnification 10x). (b) 

Representative images of the WATe tissues from WT and STAT6 KO mice stained by hematoxylin-eosin 

(upper panels). The images were converted into computer assisted images where the adipocytes are colored 

according to their size with the increasing order of green, yellow, orange and red (lower panels). (c) Adipocyte 

size determined by quantification of random images taken from the HE stained sections of the epidydimal 

adipose tissue of WT and STAT6 KO mice. (** p < 0.01 WT vs. KO; ### p < 0.001 high fat vs. chow). (d,e) 

PPARγ mRNA measurement in WATe show no major differences between genotypes or food content. (e) AP2 

mRNA measurement show a decrease in the WT animals (# p < 0.05) after a high fat diet but no differences 

between genotypes. 
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3.3.5 Differential protein and gene expression in the liver and white adipose 

tissue of STAT6 KO mice 

 STAT6 is a transcription factor and our previous differential proteome analysis 

identified several differentially expressed enzymes involved in lipid, cholesterol and glucose 

metabolism in the livers of STAT6 KO mice. In order to understand the mechanism leading 

to glucose intolerance and liver lipid deposition in STAT6 KO mice, we measured key 

enzymes involved in these metabolic pathways. The key enzyme regulating glucose 

synthesis, PCK1, was down-regulated in STAT6 KO mice, but was induced to the same level 

as in the wild-type mice if subjected to overnight starvation. By contrast, the other key 

gluconeogenic enzyme, glucose 6 phosphatase (G-6-Pase) and the rate limiting enzyme of 

glycolysis, glucokinase (GK) showed no statistically significant alterations (Fig. 4a-c). 

Expression of liver fatty acid binding protein (FABP) was elevated in STAT6 KO mice to the 

same level as in high fat diet fed wild-type mice. Key genes of fatty acid (FA) synthesis 

(Fatty acid synthase (FAS)), FA oxidation (carnitine palmitoyltransferase 1 (CPT1)) and 

hepatocellular FA uptake (CD 36) also showed similar expression levels and regulation in 

wild-type and STAT6 KO mice (Fig. 4d-g). By contrast, CYP7A1, the rate limiting enzyme 

of cholesterol biosynthesis in rodents showed decreased expression in the STAT6 KO mice, 

most likely reflecting a compensatory mechanism against the liver accumulation of exogen 

cholesterol (Fig. 4h). Acetyl coenzyme A carboxylase (ACC) provides a pivotal step in fuel 

metabolism as it links fatty-acid and carbohydrate metabolism through the shared 

intermediate acetyl coenzyme A (CoA). The expression levels of this enzyme were similar in 

wild-type and STAT6 KO mice (Fig. 4i).  By contrast, there was a significant difference in 

the phosphorylation state of both ACC and glycogen synthase kinase 3β (GSK3β one of the 

major regulatory enzymes of glycogen synthesis. Decreased phosphorylation of ACC 

signifies increased fatty acid synthesis and decreased fatty acid oxidation, while increased 

GSK3β phosphorylationrepresents increased glycogen synthesis, both predisposing to 

elevated nutrition storage becoming obvious under high fat diet conditions (Fig. 4j, k, and 

see Fig.2 h, j). 

 Increased lipolysis in the WAT raises serum FFA concentrations and plays an 

important role in the development of liver steatosis. The activity of several white adipose 

tissue enzymes involved in this process is regulated at the transcriptional level. Therefore, we 

examined the expression of the adipocyte specific hormone-sensitive lipase (HSL), the 
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endothelial cell specific lipoprotein lipase (LPL) as well as that of perilipin, the enzyme 

regulating the release of tri-glyceride strorage from adipocytes but found no differences 

between their expression levels and regulation in knock-out and wild-type mice (Fig. 4l-n). 

Phosphoenolpyruvate carboxykinase (PCK1) is an enzyme playing a major role in the 

synthesis of glycerol, used as the “back-bone” during the creation of triglycerides storage. 

Similar to the liver, we found a decrease in PCK1 expression in the white adipose tissue of 

STAT6-deficient mice (Fig. 4o). This finding is in line with the decreased WAT mass of 

STAT6 KO mice.   

 

 

 

 

 

 

 

FIG. 4.  Expression of glucose and lipid homeostasis enzymes in the liver and the 

WAT of WT and STAT6 KO mice (see next page). 

(a-i) Liver mRNA expression of  Phosphoenolpyruvate carboxykinase (PCK1) (a), glucose 6 phosphatase (G-6-

Pase) (b), glucokinase (GK) (c), fatty acid binding protein (FABP) (d), fatty acid synthase (FAS) (e), carnitine 

palmitoyltransferase (CPT1) (f), CD36 (g), acetyl CoA Carboxylase (ACC) (h), and cytochromee P450 7A1 

(CYP7A1) (i). (j , k) Western blot analysis (j ) and its quantification (k) of liver glycogen synthase kinase 3 (P-

GSK3β) and acetyl CoA carboxylase (P-ACC) phosphorylation in WT and STAT6 KO mice. (l,m,n,o) White 

adipose tissue mRNA expression of hormone-sensitive lipase (HSL) (l), Lipoprotein lipase (LPL) (m), perilipin 

(PLIN) (n) and phosphoenolpyruvate carboxykinase (PCK1). (Bars represent mean ± S.E.M.; * p < 0.05 WT vs. 

KO; # p < 0.05, ## p < 0.01, ### p < 0.001 chow vs. high fat diet; § p < 0.05, §§ p < 0.01, §§§ p < 0.001 fed vs. 

starved) 
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Excess accumulation of de novo synthetized fatty acids is a hallmark of both human 

and rodent liver steatosis (32, 33). Lipogenesis is regulated at the transcriptional level and 

altered expression of different transcriptional factors have been linked to the development of 

liver steatosis(34). Two major transcription factors are the peroxisome proliferator activated 

receptor-γ (PPARγ) and the sterol regulatory element-binding protein 1c (SREBP-1c). In the 

liver, STAT6 KO mice had elevated PPARγ levels compared to wild-type mice. By contrast, 

other members of the PPAR family, namely PPARα and β and the PPARγ co-activator 1α 
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(PGC-1α) were not altered (Fig. 5a). The elevated PPARγ expression is in line with the 

decreased mRNA levels of PCK1, a known PPARγ target gene. SREBP proteins regulate 

endogen cholesterol synthesis in response to exogen cholesterol levels. The function of 

SREBP proteins is regulated through translocation from the endoplasmatic reticulum (ER) to 

the Golgi apparatus and activation by proteolytic cleavage. Accordingly, no difference was 

observed at the mRNA level. By contrast, STAT6 knock-out mice displayed elevated non-

cleaved (non-activated) protein levels which indicates repression of cholesterol synthesis 

reflected in the decreased expression of CYP7A1 (Fig. 5c,d, see Fig. 4h).  

Our previous study indicated that several genes differentially expressed in the knock-

out mice lacked the consensus DNA binding sequence for STAT6, but contained various 

binding elements for the aryl-hydrocarbon receptor (AHR) in their promoter regions. Indeed, 

there was a tendency of higher expression levels of AHR and the related aryl-hydrocarbon 

receptor nuclear translocator (ARNT) in the chow diet fed knock-out mice. Moreover, high 

fat diet feeding resulted in an increase in both AHR and ARNT suggesting that these 

receptors might play a role in mediating the changes in gene expression related to metabolic 

stress (Fig. 5e,f). ARH activity is induced by dioxin, a hepatotoxic drug and one of the 

classical targets of this receptor is the induction of the cytochrome CYP1A1. When 

evaluating CYP1A1 expression we found no differences between STAT6 deficient and wild-

type mice suggesting that ARH and ARNT have different signaling pathways and targets 

during toxic or metabolic assaults (Fig. 5g). 

Another finding of our proteomic study was the revelation of signs of cellular stress in 

STAT6-deficient livers. Notably, we identified upregulation of the expression of the 

molecular chaperone 78 kD glucose regulated protein (GRP78) and that of glyoxalase (GLO) 

involved in the elimination of the advanced glycated endproducts (AGEs). GRP78 is a 

marker of endoplasmatic (ER) stress that has been casually linked to the development of 

insulin resistance, while up-regulation of GLO signifies a defense mechanism against 

increased cellular glucose and lipid load. Indeed, the expression of both genes remained 

elevated in the knock-out mice upon high fat diet feeding suggesting that they play an 

important role in the development of liver metabolic phenotype in these mice (Fig. 5h).  

CYP2E1 is a cytochrome enzyme, highly expressed in the livers and most commonly known 

to be linked to the development of cellular stress and alcoholic liver damage. However, the 

expression of this enzyme is also regulated by insulin and recent data indicated that it is 
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involved in the process leading to hepatic steatosis in obese and Type 2 diabetic patients. 

Interestingly, our previous proteomic analysis did not identify CYP2E1 as a differentially 

expressed protein in chow diet fed mice. Here we confirmed these data at the level of mRNA 

expression. Moreover, we also extended our observations to high fat diet fed mice where we 

found a significant up-regulation of this gene in the knock-out but not in wild type mice (Fig. 

5h).   

 

FIG. 5.  Elevated mRNA expression of lipid homeostasis transcription factors and 

stress-related proteins in the livers of STAT6 KO mice. 

(a, b) mRNA expression of Liver X receptor α (LXRα), peroxisome proliferator-activated receptor α,β,γ 

(PPARα, PPARβ, PPARγ), peroxisome proliferator-activated receptor γ coactivator 1 α (PGC1α) (a) and Sterol 

regulatory element-binding protein 1 and 2 (SREBP1, SREBP2) (b). (c, d) Western blot analysis (c) and 

quantification (d) of SREBP1c protein expression.  (e, f, g) mRNA expression of  the aryl hydrocarbon receptor 

(AHR) (e), aryl hydrocarbon receptor nuclear translocator (ARNT) (f) and cytochromee P450 1A1 (CYP1A1) 

(f). (h) mRNA expression of the 78kDa glucose regulated protein (GRP78), glyoxalase (GLO) and cytochromee 

P450 2E1 (CYP2E1). (Bars represent mean ± S.E.M.; * p < 0.05 WT vs. KO; # p < 0.05, ## p < 0.01, ### p < 

0.001 chow vs. high fat diet).  
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3.3.6 Insulin signaling in the livers of STAT6 KO mice  

 Our data indicated that STAT6-deficient mice display higher sensitivity to insulin, 

particularly during high fat diet feeding (see Fig. 1g). Therefore, we compared the insulin-

induced signaling pathways between high fat diet fed STAT6 KO and wild type mice injected 

by intraperitoneal insulin and sacrified after 15 minutes (Fig. 6a,b). While we found no 

difference in insulin receptor expression or phosphorylation, there was a shift in the balance 

between IRS-1 and IRS-2 mediated signaling with an increase in IRS-1 and a decrease in 

IRS-2 phosphorylation. These data suggest an imbalance between insulin’s mitogenic and 

metabolic effects which are linked to IRS-1 and IRS-2, respectively. In line with an increase 

in IRS-1-mediated mitogenic signaling the phosphorylation of p42/44 mitogen activated 

kinase (MAPK) was enhanced in the knock-out livers. Insulin also activates stress –related 

pathways, mediated largely by the members of the c-jun kinase (JNK) family. The 54 kDa 

JNK isoform has also been casually linked to the development of liver steatosis. In this 

context it is of interest that STAT6 KO mice showed a unique enhancement of insulin-

induced phosphorylation/activation of this JNK isoform. 

 

3.3.7 Expression of STAT6 in liver steatosis 

 The obese diabetic leptin deficient model (ob/ob) mice develop liver steatosis. To 

explore the possibility that decreased STAT6 mediated signaling is associated with the 

presence of liver steatosis we measured STAT6 mRNA and protein expression in the livers of 

this model of non-alcoholic fatty liver disease (NAFLD). Indeed, our data confirmed 

diminished levels of STAT6 expression in these mice (Fig. 6c). To further explore the 

significance of our findings in the context of human pathology we compared STAT6 

expression between obese, non-diabetic subjects with and without the presence of liver 

steatosis. In keeping with the data obtained from the mouse model we found a significant 

down-regulation of STAT6 expression in humans with hepatosteatosis (Fig. 6d). 
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FIG. 6.  Decreased STAT6 expression is associated with hepatosteatosis. 

(a,b) Western blot analysis (a) and quantification (b) of the insulin-induced signalization/phosphorylation 

cascade. (insulin receptor (IR), phosphorylated insulin receptor (p-IR); (serine/ tyrosine- phosphorylated) insulin 

receptor substrate 1/2 (IRS1/2, p-IRS1 ser, p-IRS1/2 tyr); (phosphorylated) mitogen-activated protein kinase (p-

MAPK); phosphorylated glycogen synthase kinase-3 β (p-GSK3β); (phosphorylated) 46 and 54 kDa c-Jun N-

terminal kinase (JNK46/JNK54 and p-JNK46/p-JNK54). (Bars represent mean ±S.E.M, * p < 0.05, ** p < 0.01 

WT vs. KO). (c) STAT6 mRNA (left panel) and protein expression (right panel) in the livers of ob/ob mice. The 

gel above the right panel shows a representative Western blot. (* p < 0.05 control vs. ob/ob)  (d)  Quantification 

of liver STAT6 mRNA levels in obese, non-diabetic patients with or without the presence of steatosis (steatotic 

and control, respectively). (*** p < 0.001 control vs. steatotic liver). 
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3.4 Discussion 

Our previous study uncovered the presence of hepatocellular stress and latent lipid 

accumulation in the livers of STAT6 KO mice. Liver steatosis is frequently associated with 

disturbed glucose and lipid homeostasis; therefore we explored these metabolic changes in 

mice deficient in STAT6 signaling. In the present study we have shown that the lack of 

STAT6 expression results in the development of age-dependent glucose intolerance and a 

decreased capacity to regulate metabolic balance under acute (overnight starving) or chronic 

(high fat diet feeding) challenges. We found that STAT6 knock-out mice display a pathologic 

distribution of fat deposition with a shift from the adipose tissue towards the liver. These data 

are in good correlation with previous murine and human studies where STAT6 expression 

was linked to peripherial fat deposition in the arterial wall. Furthermore, we demonstrate that 

STAT6-deficient mice store higher amount of liver glycogen and triglyceride under nutrition-

rich conditions but use these stocks more extensively during starvation periods. Thus, the 

lack of STAT6-mediated signaling leads to the perturbation of the balance between energy 

storage and utilization in liver. This higher energy turn-over is also supported by the 

resistance of STAT6 KO mice to cold challenge which is accompanied by a compensatory 

decrease in the brown adipose tissue mediated heat generation indicated by the decreased 

expression of UCP-1, a molecule responsible for the majority of heat production through non-

shivering thermogenesis.  

The major significance of our study is that it identifies STAT6 as one of the molecules 

that is at the crossroad of inflammation and metabolic processes and whose expression is 

necessary for the fine tuning of the complex network regulating whole body nutritional 

partitioning, energy balance and the defense against metabolic assaults. The phenotype of 

STAT6 knock-out mice is even of greater importance taking into account the fact that most of 

these disturbances need an important timeframe to develop and remain subtle, but become 

evident and deleterious in the environment of metabolic stress closely resembling the process 

leading to the development of Type2 diabetes and liver steatosis.  The predisposition towards 

the development of this complex phenotype is reflected at the level of gene expression as 

most of the genes that show differential expression in the knock-out mice basal (chow diet 

fed) state are regulated in the same direction in the wild type mice upon high fat diet feeding.  
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Our further experiments were focused on exploring one aspect of this complex phenotype: 

the link between impaired STAT6-mediated signaling and the development of liver steatosis. 

This correlation is supported by the decreased STAT6 expression detected in both murine and 

human steatotic livers. 

Our previous proteomic study indicated that most of the differentially regulated 

proteins are probably not direct targets of STAT6. Indeed, in this study we identified up-

regulation of the adipogenic receptor PPARγ the compensatory down-regulation of SREBP1c 

activity leading to the suppression of endogen cholesterol biosynthesis, and the up-regulation 

of the xenobiotic receptors AHR and ARNT. The altered expression of PPARγ is reflected in 

the decreased expression of PCK1, while reduced SREBP1c activity is reflected in the 

diminished expression of CYP7A1. The potential role and the transcriptional targets of AHR 

and ARNT are more obscure. Importantly, however, AHR has been shown to participate in 

mediating the response to in vivo ischemia and reduced expression of ARNT has been linked 

to the development of insulin resistance in pancreatic islet β cells. These data suggest that 

these molecules are important mediators of physiological processes and have other, yet 

unappreciated functions than simple xenobiotic receptors. The fact that both receptors are up-

regulated upon high-fat diet feeding without altering their conventional target gene involved 

in xenobiotic detoxification provides further indication of their potential involvement in the 

development of metabolic disturbances.  

In summary, our study explored the effect of an imbalance in inflammatory mediators 

on the development of metabolic disturbances by using STAT6 knock-out mice, a model of 

decreased anti-inflammatory cytokine signaling. We demonstrated that these mice display 

latent metabolic disturbances that can aggravate and become obvious under stress conditions 

similar to those leading to the development of Type2 diabetes-related complications. These 

data indicate that mutations in STAT6, leading to decreased activity might be a so far 

unappreciated predisposing factor towards the development of diabetes-related 

complications. Moreover, these findings designate STAT6 as a potential therapeutic target in 

human hepatosteatosis. 
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The aim of this work was to evaluate the impact of the loss of STAT6, a transcription 

factor transducing the effect of the anti-inflammatory cytokines, IL-4 and IL-13. The link 

between increased pro-inflammatory signals and insulin resistance and type 2 diabetes is well 

established, but much less information is available about the potential role of decreased anti-

inflammatory signals in these disorders. We hypothesized that a reduction of anti-

inflammatory signaling in the organism would have similar deleterious effects as in the 

increase of pro-inflammatory mediators. To verify this hypothesis we decided to identify and 

quantify differences in protein liver expression in STAT6 knock-out mice. Liver has a 

particular implication in metabolic homeostasis, thus studying this organ was crucial to verify 

our hypothesis. The challenge of analyzing this complex organ convinced us to utilize two 

different proteomic techniques. The two techniques were two-dimensional gel electrophoresis 

(2-DE) with Coomassie blue staining and two-dimensional nanoscale liquid chromatography 

tandem mass spectrometry (2D nLC-MS/MS) with iTRAQ labeling. 2-DE performs the 

analysis on a protein base while (2D nLC-MS/MS) with iTRAQ labeling performs the 

analysis at the peptide level.  

A recent publication from the group of M. Mann (1) described the identification of 

3244 liver proteins with high confidence. In a first step they performed a large scale analysis 

of mouse liver tissues using several fractionation techniques followed by high accuracy mass 

spectrometry and identified 2210 proteins. To obtain this high amount of proteins, the authors 

had to use a number of different separative techniques, including centrifugal separation of 

membrane proteins from soluble ones, followed by 1D gel electrophoresis and nanoscale LC-

MS/MS. Finally, the list of 3244 liver proteins was generated by merging their new data with 

that from the proteome obtained in a previous study (2). The aim of their work was the 

creation of a complete proteomic map of mouse liver and interestingly, they found only 220 

proteins annotated as belonging to the cytoplasmic fraction. 

Contrary to their effort to identify the whole mouse liver proteome, the focus of our 

investigation was to identify with certitude the most intense differences in protein expression 

resulting from the loss of STAT6. For this reason we used the two different separative 

techniques cited before: 2-DE and 2D nLC-MS/MS. Due to the specificity of each technique 

we decided to use full liver lyophilisate with 2-DE and cytosolic fraction solution with 

iTRAQ. Our investigations let us detect about 700 proteins with 2-DE, providing 

identification of 10 down- and 25 up-regulated proteins in the STAT6 KO mice. Moreover, 
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155 validated proteins were identified with iTRAQ, including 16 down- and 17 up-regulated 

in the STAT6 KO mice. Taken together, both 2-DE and iTRAQ gave complementary results 

with a total of 35 proteins for the 2-DE and 33 proteins for iTRAQ among which 21 were 

similar.  

Regarding the relatively low number of differentially expressed proteins detected by 

2-DE, it can be explained by the inherent limitation of densitometric spot comparison with 2-

DE. The first limitation implies to exclude underlying spot and, the second one implies to 

correctly superimpose two different gels. Effectively, some differences exist during 

electrophoresis which can result in warping the gel while detecting the spots. To resolve this 

issue, we might have used a different technique such as two-dimensional difference gel 

electrophoresis (DIGE). In DIGE lysine labeling of the samples with the different dyes allows 

the reliable comparison of different samples because they are analyzed on the same gel. 

However, this approach requires an automatic spot picker linked to a laser detector, which is 

not of common use and drawbacks exist with this technique as well. Labeling induces a shift 

during migration and, due to poor labeling efficiency (1-2%), spot identification may be 

performed on wrong protein localization.  

Although 2-DE and iTRAQ methods are different, they still provided similarities 

including 6 down- and 15 up-regulated proteins, representing about one third of all our 

identified proteins. There was only one protein that gave conflicting results, which finally 

revealed, after Taqman measurement, not to be regulated (albumin). One of the advantage of 

2-DE is that post-translational modifications (PTM) or protein isoforms can be identified with 

more ease compared to 2D nLC-MS/MS. This identification is less obvious with liquid based 

approach because of the cleavage of proteins into peptides resulting in PTM loss. To 

conclude we can argue that 2D nLC-MS/MS based quantification is more selective than 

densitometric spot quantification because it uses at least a ratio between the two reporter ions 

(i.e. m/z 114 and m/z 115). This ratio is directly linked to the identification, while 

quantification and identification are separated into two different processes when using 2-DE. 

Proteomics revealed a higher amount of up-regulated protein in STAT6 KO mice. This was 

surprising due to the role of STAT6 which is a transcription factor, mostly involved in 

positive regulation of gene transcription. 

This proteomic analysis was finally applied as a first screening of the difference of 

protein expression between a limited number of WT and STAT6 KO mice. For that reason, 
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most of the proteins of interest have then been confirmed by another specific quantitative 

technique. We used gene amplification (Taqman) and protein antibody detection (Western 

Blot) to confirm the proteomic identifications.  

Among the up-regulated proteins, we identified fatty acid binding protein (FABP1). 

This protein is known to transport lipid across membranes, from the outer part of the cell to 

the intra-cellular compartments (3). Interestingly, ten of these proteins were stress or 

detoxification related proteins. These protein include regucalcin (RGN), heat shock 70 kDa 

protein 5 (HSPA5), heat shock protein 60 (HSPD1), lactoylglutathione lyase (GLO), 

glutathione peroxidase 1 (GPX1), glutathione S-transferase Mu 1 and 2 (GSTM1, GSTM2), 

glutathione S-transferase P1 (GSTP1), superoxide dismutase 1 (SOD1) and methionine 

adenosyltransferase 1 (MAT1A). This observation, together with the high increase of stress 

proteins in the liver, induced us to have a closer look at the hepatic structural content. This 

up-regulation of these stress protein, due to the removal of STAT6, was the result of an 

accumulation of harmful substances, leading to liver structural damages. We discovered that 

STAT6 KO mice were subjected to an increased liver lipid accumulation resembling the 

human non alcoholic fatty liver disease (NAFLD). To evaluate the harmful consequences on 

metabolism, we decided to challenge these mice with a high dose of glucose. According to 

our expectations, STAT6 KO mice had developed, together with NAFLD glucose 

intolerance, thereby unable to uptake glucose correctly.  

Interestingly, one of the most intense up-regulating proteins found in STAT6 KO 

mice, Major Urinary Protein (MUP) has been shown to be regulated in metabolic disorders 

models. For example MUP is decreased in obese mice and rats suggesting a link between this 

protein and metabolic disorders. However, no human homologue is known so far. 

To better characterize the latent metabolic disease identified with the proteomic 

approach, we started a feeding regime of high fat containing diet to WT and STAT6 KO 

mice. This nutritional challenge is comparable to dietary excesses characteristic to obese 

patients. This harmful diet induced an increase in circulating amount of total- and HDL-

cholesterol as well as triglycerides in STAT6 KO animals. These increased levels of 

circulating lipids were accompanied, as expected, with elevated deposition of triglyceride and 

cholesterol in STAT6 KO livers. This lipid accumulation became evident by a specific lipid 

staining (Oil-Red O) on histological liver slices. This liver lipid accumulation resulted in an 

increased liver weight which was accompanied with lipid redistribution with a decrease in the 
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peripheral adipose tissue in the STAT6 KO animal. Therefore, STAT6 plays an important 

role in peripheral fat distribution. Interestingly these animals were not subjected to liver 

inflammation. However, a small trigger, like infection, could lead to a release of pro-

inflammatory cytokines and initiate a fibrosis, which is related to the human non alcoholic 

steatohepatis (NASH). 

Finally this work could open a new field in identification of biomarkers in the 

detection of non alcoholic fatty liver disease (NAFLD). Moreover, STAT6 could constitute a 

genetic predisposition, explaining toward the development of fatty liver. We cannot say, for 

the moment if this transcription factor is the cause or the consequence of the development of 

the disease. However, activators of STAT6 could be one of the targets in developing new 

therapeutic compounds to treat patients with NAFLD. 
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