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Résumé de la these

Ces derniéres années, la majorité des cas d’hlispitan liés au systéme cardio-
vasculaire, rénal ou oculaire ont été en relatieecades complications liées au diabete. La
prise en charge de cette maladie est donc deveneepréoccupation majeure de santé
publique. Dans tous les cas de figure, le factéateshcheur de cette pathologie est le résultat
d’'une perturbation du métabolisme du glucose etliggdes qui a pour conséquence une
élévation de la glycémie. Il existe deux dysfonmtiements principaux liés a cette élévation
de glycémie. Le premier (diabete de type I) est &lune incapacité des cellulgs
pancréatiques de sécréter de l'insuline. La raikooette destruction est principalement due a
une réaction auto-immune contre les llots de Ldrayes qui sécrétent linsuline. Le
deuxiéme (diabéte de type Il) estlanséquence d’exces alimentaires a répétition, isadt
a une accumulation lipidique et un état inflamnrata@u niveau des tissus adipeux. Cette
inflammation provoque la libération de cytokineso-piflammatoires (TNE, IL-6),
responsables de la diminution de I'effet de I'iiis@l) et qui agissent principalement au niveau
des tissus adipeux, du muscle et de la productoglucose par le foie. Les taux de glucose
circulants ne sont donc plus en mesure d’étre sbgiar ces organes, ce qui entraine une
augmentation des secrétions d’insuline par le gas;rqui finit par s’épuiser et perdre ainsi
sa capacité a produire de linsuline. L'organisnee teouve ainsi dans l'incapacité de
s’opposer a une élévation de la glycémie. Les ®fiéfastes d’une glycémie élevée finissent
pas entrainer des complications micro- et macratases qui sont les conséquences de

l'inflammation et de I'accumulation de lipides ddas vaisseaux sous forme d’athéromes.

Pour mieux comprendre limplication des signaux -pftammatoires sur la
sensibilité a l'insuline de tissus périphériquels |gue muscle, foie et tissus adipeux, la
démarche utilisée lors de ce travail a consisténaidérer le scénario inverse, a savoir étudier
limpact d’'une suppression de signaux anti-inflantmires sur le métabolisme. Les
conséquences d’'une telle suppression devraierthéemie, provoquer le méme effet qu’'une
sécrétion d’effets pro-inflammatoires. Nous avonsnal choisi un modeéle de souris
dépourvues de STAT6, une protéine nécessaire aralasnbission des signaux anti-
inflammatoires d’'IL-4 et IL-13. Ces deux cytokineat par ailleurs un rble protecteur au
niveau du foie. Pour évaluer les conséquences sigplaression de ce facteur de transmission
nous avons comparé le protéome du foie de soudsT6 KO avec celui de souris contréle.

Les différences d’expression des protéines ongtitdiées par le biais de deux approches
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protéomiques complémentaires. La premiere (gel 2Pgrmis de visualiser 'ensemble du
protéome et d’identifier puis d’analyser les pro&si qui présentaient des modifications ou
dont I'expression était différente. La deuxiéme rappe (réactif iTRAQ couplé avec LC-
MS/MS) a permis d’analyser tous les peptides de &ide mettre en évidence les protéines
différemment exprimées. Grace a leur complémegtarés techniques nous ont permis
d’obtenir des résultats bien supérieurs a ce qumgtel’'une ou l'autre de ces techniques
prises individuellement. Afin de valider la confi@ndes résultats obtenus par protéomique,
nous avons confirmé chaque protéine d’intérét daiéna quantificative, soit au niveau de

’ARN messager (Tagman), soit au niveau des preg{lVestern Blot).

Cette approche protéomique nous a finalement pettigientifier un certain nombre
de protéines liées au stress cellulaire qui étaamette augmentation dans les foies STAT6
KO (GRP78, GLO1). De plus, 'augmentation d’'une tpnoe liée au transport lipidique
(FABP1) nous a suggéré un déreglement du métabmldes acides gras, déreglement que
nous avons pu mettre en évidence en soumettansow$s a une alimentation riche en
graisse. A la suite de ce régime, le foie des sdBTIAT6 KO contenait beaucoup plus de
dép6ts lipidiques (cholestérol, triglycérides) aqadui des souris contrble. Les souris STAT6
KO présentaient également des taux plasmatiquediqiy@es trés nettement supérieurs.
Contrairement & nos suppositions qui stipulaienturgpr suppression de facteurs anti-
inflammatoires provoquerait une diminution de laskilité & I'insuline, les souris STAT6
KO n’'ont pas présenté de résistance a l'insulinés mphtét une intolérance au glucose. De
plus, conscients que cette observation pouvaitrawee¢ implication clinigue, nous avons
mesuré I'expression de STAT6 dans le foie de ptisouffrant d’une stéatose hépatique,
similaire a celle observée sur notre modele deis®{® ainsi que sur un modéle de souris
obéses (Ob/Ob). Les niveaux de cette protéinerdtamttement inférieurs a ceux observes
chez les patients sains. Cette observation ouvne &b porte a une nouvelle possibilité de
dépister cette maladie de maniére précoce et diiieidence de la stéatose hépatique a une
prédisposition génétique. Une approche théraperifigut finalement étre envisagée a l'aide

d’'un agoniste STAT6 afin de réduire I'incidence ttesibles liés a la stéatose hépatique.
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1.1 Metabolic diseases, related complications and inflammation

1.1.1 Diabetes mdllitus

Diabetes mellitus and its complications are onthefleading causes of morbidity
and death across the globe, thus being responfiblex substantial proportion of
worldwide health care expenditures (1). Recentmegtons indicate that 171 million
people (2.8% of the population) in the world livattwdiabetes and the number of
affected patients will double by 2030 to reach 3@ion (4.4%) (2). One of the most
critical factors involved in the regulation of ghse homeostasis and the development of
diabetes is insulin. Depending on the implicatidrtlos hormone, two major types of
diabetes are indexed. Nomenclatures have evolveah fluvenile- and adult- onset
diabetes to insulin-dependent (IDDM) and non-insdéependent diabetes (NIDDM) and
finally, according to the current state of knowledtp type 1 and type 2 diabetes mellitus
(DM) (3). Type 1 DM (IDDM), is characterized by a@&rus impairment of insulin
production, while type 2 DM (NIDDM), is characteziz by a decrease in peripheral
insulin efficiency, along with decreased pancregustlin production (4).

1.1.1.1 Type 1l diabetes

Type 1 diabetes accounts for approximately 5-10%llofases of diabetes (5). It
is characterized by an incapacity of pancreatet fskcells to produce insulin leading to a
state of insulin deficiency (5). Originally, itsgualence was considered to be mainly age
dependent, most of the patients being childrenooing adults, hence its historical name
of “juvenile diabetes”. However, recent data suggiest only 50-60% of all the patients
are younger than 16-18 years (5). Type 1 diabetssatstrong genetic component and the
main etiology seems to be an autoimmune responamsiginsulin producing cells,
triggered by different, currently not yet fully wnered environmental factors (3, 5).
Exposure to one or more of these triggers, viruses (enteroviruses, congenital rubella),
toxins (nitrosamines) or food (milk protein, glujega a major accelerating factor in the

evolution of the disease leading to the destructbmhe insulin producing-cell (5).
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Therefore, type 1 diabetes requires exogenousimsubke to adjust blood glucose to a
physiological level. Without this external suppiype 1 diabetes is fatal. Opposite to type
2 diabetes, patients affected by this disease @rebese, but rather suffer of weight loss

(5).
1.1.1.2 Type 2 diabetes

According to the WHO, type 2 diabetes accountsafound 90% of all diabetes
cases worldwide (6). Type 2 diabetes is a hetemmes) polygenic disease. It is
characterized by the combination of a resistandadolin’s action in peripheral tissues
and a defect in pancreatic islgtcell insulin secretion. Patients suffering fronpey2
diabetes develop insulin resistance years befoee dimical appearance of insulin
deficiency (7). This delay is due to the capacityhe p-cells to increase insulin release
sufficiently to overcome the gradually developingsulin resistance (8). This
compensatory mechanism can delay the onset of bypdrglycemia leading to belated
diagnosis when complications have already ariséweréfore, early diagnosis and the

identification of predisposing risk factors arepoimary importance.

To date, several risk factors have been identtitrede linked to the development
of type 2 diabetes, classified as non-modifiabld armodifiable (9). The non-modifiable
risk factors include genetic factors, age and gende previous gestational diabetes.
Although genetic factors contributing to the oneéttype 2 diabetes are still elusive,
difference between ethnic groups implies a sigaiftagenetic contribution (10). Contrary
to the non modifiable risk factors, the modifiablsk factors can be reduced by the
patient’s goodwill to lose weight, increase phykativity and improve nutrition. Type 2
diabetes leads to a variety of associated commitatresulting from the onset of
simultaneous dysfunctions in several organs. Thar@ most frequently affected are the
cardiovascular system, the kidney and the eye. éllogsnplications are due to the
presence of a long term increase in blood glucesgel,| accompanied by disturbances in
other serum metabolites, most notably the metad=obf lipid homeostasis. The cause of
this homeostatic imbalance is a malfunction of ¢benplex regulatory network relating

the pancreas, liver, muscle, fat and brain. Thisueately regulated network is
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responsible for keeping serum glucose levels wigtigsiological boundaries at all time
in order to maintain proper organ functioning. $erglucose levels are determined by
the net balance between the inflow from intestglatose absorption and hepatic glucose
production, and the outflow due to peripheral ghecaptake. The precise coordination of
these processes secures the maintenance of plysalaglucose levels after food
consumption or during periods of fasting. A simlif overview of the regulatory

mechanisms is provided Kigure 1.

POST-PRANDIAL PERIOD STARVED CONDITIONS
Blood Blood
Y
Brain/Heart Pancreas Brain/Heart Pancreas
_— insulin Glucagon insulin
Glucose Insulin glucagon Glucose glucagon
. ( \ .
Muscle Intestine Muscle Intestine
Glucose
Glucose EFA Glucose
) N\ \ Y
Adipose tissue \ Liver Adipose tissue Liver
A _ Clucoaen Pl TP, Glvcogen
|Lw|ucose Liytogen Giucose ]
Glucose Glucose Glucose
VLDL g
| — 9]
G3-P FFA <«—— T FFA  » FFA  G3-P FFA <« | =
. ok
\/ \P/ _— S
<« TG 3
TG VLDL <«— TG TG —| 2
\ ) \ ) \ JT> Glycerol

Figure 1. Glucose and free fatty acid (FFA) metabolism under fed (left) and starved
(right) conditions. The liver stocks energy as glycogen and the adipose tissue as
triglycerides (TG). Glucose is metabolized into glycerol 3 phosphate (G3-P) which can
produce triglyceride when associated with free fatty acid.

After food intake, during the post-prandial peritiik rise in blood glucose levels
rapidly stimulates insulin and inhibits glucagorcre¢ion in pancreati@- anda- cells.
The increased insulin/glucagon ratio leads to aceded action in different organs to
facilitate cellular glucose uptake and storagehi@ torm of glycogen in the liver and
muscle, or in the form of triglycerides (TG) in pdcytes Figure 1) (11). By contrast,

during fasting, the lowering in blood glucose lewgdigers liver glycogen degradation

-5-
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and glucose production incorporating glycerol dedifrom degradation of triglycerides
in the adipose tissue. These mechanisms ensurbuiltRip of stocks in nutrition-rich

conditions and usage of these stocks to providendeessary energy-supply for vital
organs e.g. the brain and heart for their propectfoning in periods of starving.

The core mechanism of the deregulation of the alaescribed system is a
vicious circle resulting from repeated dietary essees finally exhaustinf-cell insulin
secretion capacity, thus leading to permanentlyatésl glucose and non esterified / free
fatty acid (NEFA/FFA) levels. The development akthrocess and the role of peripheral
organs are depicted iRigure 2. Impaired insulin action in the hypothalamus legals
increased food intake, despite the presence chdreeveloped obesity, provoking the
onset of insulin resistance (8, 12). Decreasedimsation in liver leads to uncontrolled
glucose production, raising glucose levels in thieugation. This rise in blood glucose
level is further aggravated by an impaired glucageake in muscle. The increased
lipolysis in adipose tissue results in the relealsaon esterified fatty acids (NEFAS) in
the circulation, accelerating the development ofipbeeral insulin resistance in the
muscle and liver. In addition, NEFAs exert a deletes effect onB-cell function thus

initiating a vicious circle.
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T Foodintake =~ ——> Insulin resistance
= obesity
% —> T Glucose production ——> T Plasma glucose
/ Liver
Pancreas
Insulin
secretion =y — » | Efficiency of —> T Plasma glucose
w glucose uptake
Muscle
Insulin
R — T Lipolysis —> resistance and
= NEFAs 1 B-cell function
Adipocytes

Figure 2: Model of development of type 2 diabetes described by Kahn (et al.) (8).

1.1.1.3 Diabetesrelated complications

The persistence of insulin resistance, hyperglyaeamd elevated FFA levels
leads to multiple complications of serious conseges. Thus, understanding the
metabolic and signaling pathways provoking the brifethese complications is an
important healthcare objective (12). Notably, thesetabolic alterations damage the
vasculature resulting in a variety of micro- and cnoaascular disorders. The
microvascular damages provoke nephropathy, retthgpa neuropathy and
cardiovascular disorders. Diabetic nephropathiiésmajor cause of renal transplantation
and a leading cause of dialysis need, while diabegiinopathy is the most common
cause of acquired blindness (5). Neuropathy camsecaither generalized dysfunction
(cardiac or erectile) or peripheral dysfunctionducing skin ulceration and gangrene.
These symptoms are usually accompanied by macrahaastomplication®.g. ischemic

heart disease, stroke and peripheral vascularssisddacrovascular complications are of
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extreme importance as cardiovascular diseaseseaponsible for about 70% of all
deaths among the people living with type 2 diabekésreover, diabetes is the major

cause for limb amputation (13).

Obesity and type 2 diabetes has also negativeteféat liver function. A major
liver disease related to type 2 diabetes is thesldpment of non alcoholic fatty liver
disease (NAFLD) characterized by liver lipid accuation. This lipid accumulation can
provoke the onset of inflammation leading to noohtdic steatohepatitis (NASH) and
further in time to cirrhosis in a small percentagaffected individuals. In cirrhosis liver
tissue is replaced by fibrotic tissue, leading timss of liver function Kigure 3) (14).
This step might be the starting point for the depaient of hepatocellular carcinoma
(HCC).

Obesity Hepatic steatosis NASH Cirrhosis HCC
30-90 % 10-20%
A in 20 years 27
Dietary excesses Deposits of fat Scar tissue forms. Scar tissue Hepatocellular
cause liver More liver cell makes liver hard carcinoma
enlargement. injury occurs. and unable to

work properly.

Figure 3: Modd of the stages of non alcoholic fatty liver disease (NAFLD). Disease
evolves from hepatic steatosis characterized by lipid accumulation, to inflammatory
nonalcoholic steatohepatitis (NASH), cirrhosis and finally hepatocellular carcinoma
(HCC).

Incidence of diabetes-related complication has lmmonstrated to be reduced
by 25% after tight control of glycemia (15). Contaf blood glucose levels can be
achieved by using different approaches includingeresge, weight loss and
pharmacological treatment. There is an ample choicegents available to treat type 2

diabetes.
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Type 2 diabetes often requires insulin supplemmmtato obtain adequate
glycemic control in combination with an oral hypgggmic agent. Different oral
hypoglycemic agents target different organs andabwdic processes. These mechanisms
include the reduction of glucose intestinal absomtthe increase op-cell insulin
production, or the improvement of peripheral fatd adiver insulin sensitivity. For
example,a-glucosidase inhibitors diminish glucose absorpfimm the gastro-intestinal
tracts by inhibiting a carbohydrate metabolizingzygne on the intestine mucosa,
reducing therefore glucose epithelial transpormatidhe most frequent prescribed
therapeutic agent, the biguani@sy( metformin), reduces glucose production in therlive
by inhibiting gluconeogenesis and promoting pemphglucose utilization by increasing
glucose transporter translocation in muscle aref I{¢6, 17). The second most frequently
prescribed class, the sulfonylureag(tolbutamid) acts on multiple targets. This type of
compound stimulates insulin secretion through divatoon of insulin exocytosis in the
pancreaticp-cell by blocking ATP dependent potassium chanri@®. Sulfonylureas
also directly lower glucose level by increasingstsrage in the form of glycogen in the
liver and lower circulating free fatty acid levdby reducing lipolysis in the adipose
tissue. A good example for multiple actions is tiazolidinediones (TZDs)e(g.
rosiglitazone). TZDs improve insulin sensitivitydligh the activation of the peroxisome
proliferating-activated receptqr (PPARy). Due to the main localization of this receptor
in the adipose tissue this class acts by altelwegeixpressions of certain adipose genes
e.g. fatty-acid transporter 1 (FAT-1)Cbl-associated protein (CAP) or 18-
Hydroxysteroid Dehydrogenase type 1 (3-HSD1). These alterations will result in a
decrease in the level of circulating free fattyda@FAs) and thus will improve insulin
sensitivity in muscle and livef={gure 4) (19). In addition, PPARagonists possess an
indirect effect by suppressing the expression mutating insulin resistance factorsd.
the pro-inflammatory cytokines such as Tumor Neasrésctoro (TNFo), and resistin)

and enhancing the expression of insulin sensitifactprs (e.g. adiponectin (Acrp30)).
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Figure 4. Potential mechanisms of insulin sensitization by peroxisome proliferating-

activated receptor y (PPARy) ligands from D. Moller (19).

1.2 Inflammation and insulin resistance

Metabolic and immune systems are the two majoresystensuring survival. The
first one by regulating nutrition and energy availity, and the second one by protecting
from infections (20). In fact, many hormones, cyt@s, signaling proteins, transcription
factors and lipid derivates can function in botignsiling systems providing logical

connecting “crosstalk” points between them (20).

Adipose tissue and liver are the main examples evhiekage between immune
and metabolic systems exists. These tissues poasgagicular structural organization
where immunological cells are highly representeat. &ample, in case of liver, two-
third of the total cell population is representgdtie hepatocytes but the remaining cells
are immune population. This heterogeneous populationtains multiple cell types
residing within the hepatic sinusoid, including Kigp cells (the macrophages of the
liver), B and T lymphocytes, natural killer (NK)rhphocytes and dendritic cells. These
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cells are of crucial importance in the recognitairpathogens but also contribute to the
inflammatory process that evolves with liver damagea result of the onset of diabetes
(21). Figure 5 shows configuration of principal metabolic (adiptes and hepatocytes)
and immune cells (macrophages, granulocytes, lymyiee and dendritic cells) in
adipose tissue and in liver. This spatial conforamatlose allows interaction between
metabolic and immune cells and supplies these eellpid access to blood vessels for
cytokine release which provides a molecular mean communication between
inflammatory cells residing in different organs Y24n order to appreciate the
contribution of inflammatory processes to the depeient of metabolic disorders, it is

important to provide a short overview of the immusestem and the inflammatory
response.

Immune cells

Blood vessels

Metabolic cells I

Hepatocytes

Pancreas

Immune cells

Figure 5. Configuration of principal metabolic (adipocytes and hepatocytes) and

immune (macrophages, granulocytes, lymphocytes and dendritic cells) cells in liver and
adipose tissue from Hotamidligil (22).
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1.2.1 Theinflammatory response

The immune system provides a non-specific/innatespecific/acquired immune

response against foreign invading agents.
1.2.1.1 Innateimmune response

Innate immunity provides the first immediate, banhrspecific response against
external threat, thus it plays a crucial role ia tecognition of “self” from “non self”. It
is the starting point of an inflammatory responsading to an activation of a complex
network consisting of various immune cell typese3d recognition mechanisms involve
complement’s proteins for the recognition of baeer NK lymphocytes for the
recognition of viruses and eosinophil granulocytasthe recognition of parasites. The
system is activated when Toll Like Receptors (TLRpressed on Antigen Presenting
Cells (APCs) (macrophages and dendritic cells) geze Pathogen-Associated
Molecular Patterns (PAMPSs), which are present andhrface of the invading micro-
organism. This activation leads to the productiérdifferent inflammatory mediators,
termed chemokines with distinct functions. Intekieu 6 (IL-6) and IL-8 recruit
leukocytes, TNE and IL-1 activate tissue permeabilization, whildFb also activates
APCs. Release of TNFby phagocytes (macrophages and dendritic cellsg}gaired to
increase vascular permeability and vasodilatatioompting leukocytes recruitment.
Vascular permeabilization, vasodilatation and reerent of leukocytes are crucial to
attract innate cells at the infectious place legdio the state of acute inflammation.
Within a few days, this first immune response iofeed by a second adaptive response
providing much more specific defense on a long teasis. This second response cannot
be activated without the first innate immune regeogigure 6).

-12 -



Joél Iff 2007

Bacterial pathogen
]
: o":\v
fo<5% g8

s

8

00

(1] o &

Antimicrobial peptides, ‘ on ga (] -
chemokines and cytokines & . e® ° — Dendritic cell endocytosis
. o and activation via TLRs
°
@ Migration to skin
Chemokine/cytokine mediated Phagocyte endocytosis " draining lymph nodes
* activation of dermal endothelium and killing of pathogen =
* increased extravasation of leukocytes a Lymph node
* chemotaxis of T cells and innate leukocytes
N i 4 Naive Tcell M
T cytotoxic killing - posiqe.mHc Naive T ce emory.
\ © Memory skin-homing | @ a < I| £ TCR Teell
" voX ©— B 7o i
= T N\ = | ___ T cell activation
T A g 4 b and polarization
Al ®

o B cell Memory CD4,
TN Boell Tedl
Antibody mediated | |
* pathogen neutralization 1 = Provision of
* complement activation "'& - * B cell help

» enhanced endocytosis by phagocytes

¥

Figure 6: Interaction betweernnnate and adaptive immunity in response to baadteri
infection of the skin from Clarke{ al.) (23).

Interconnection between immune and metabolic paghwsareinforced by several
examples. As mentioned before, inflammation is agmanied by increased levels of
TNFo and IL-6. Elevated TNk and IL-6 levels are characteristic if obesity aare
linked to tissue lipid accumulation. TNFand IL-6 may be released by adipocytes,
leading to a state of subacute inflammation andlimgesistance in the adipose tissue.
Another example is the Toll Like Receptor 4 (TLR#LR4 is the receptor for bacterial
wall lipopolysaccharide (LPS) thus plays an impairteole in pathogen recognition by
triggering a primary inflammatory reaction. Thiceptor may also be activated by free
fatty acid in adipocytes and macrophages, induamgnflammatory response in these
cells (24). Thus, TLR provides a crucial crosstplint between the metabolic and
inflammatory pathways in circumstances like obesiien circulating free fatty acids
levels are high. The physiopathological relevanicéLdr4 was recently demonstrated by
Shi €t al.) by showing that TLR4 deficient mice are protectaghinst high fat diet
induced insulin resistance (24). These two pathwalslFo overexpression or

overgrowth in intestinal bacteria causes NAFLDiwel. By blocking TNFe effects with
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antibodies or decontaminating intestine, NAFLD dgesaare reduced (25). Finally, it is
known that key molecules in the mediation of inflaation are eicosanoids
(leukotrienes, prostaglandins). Interestingly, tAkkse molecules derive from the same
precursor, a fatty acid called arachidonic acid @8. These examples demonstrate that

crosstalk between immune and metabolic responsesf @rucial importance.

1.2.1.2 Adaptive immune response

The second type of inflammatory reaction is thepaga/humoral immunity. As
mentioned before, it takes place a few days dfierfitst encounter with the antigen and
provides a long term, specific response to a gagant. The activation of this reaction is
initiated by the dendritic cells, which are impartalayers of the first/innate response as
well. Dendritic cells are capable of stimulatingecial population of T lymphocytes: the
naive T helper cells. These cells are termed “riadigethey have not yet encountered
antigen. After stimulation by dendritic cells, naiVv helper cells differentiate into4T,
Tn2 or T regulatory (Treg) cells. The decision foiveaT cell to become either T helper
1 (Tyl) or T helper 2 (%2) is made during the direct contact to a dendadélt through
the T Cell Receptor (TCR) and a co-signal: CD28vival exposition to dendritic cell
elicits Tyl, whereas a parasitic exposition elicif2Tresponse (23).4L cell maturation
is initiated by IL-12 while IL-4, produced by masells, basophils, granulocytes and
other differentiated 42 lymphocytes, initiates maturation ofZ cells. 1 cell typically
produce interferory (IFNy), activate macrophages and stimulate cytotoxiells ¢Tc).
Thl response is also called cellular mediated immpuidy contrast, mature R cells
produce IL-4, IL-5 and IL-13 and elicit B lymphoeytantibody production (humoral
immunity). Ty2 maturation process seems to occur mostly via SITAT specific
transcription factor termed Signal Transducer antivator of Transcription (28-32). The
function of the third type of cells, the regulatofy cells (Treg), is modulating the
activation of other T celldgure 7).

-14 -



Joél Iff 2007

Ty1-polarizing
Typel i
PAMPs/ TFs Dendri}ic cell factor(IL 12, |L27)
¢ o IFN-y
PRR ® ‘ TNF-B
\ — g Peptide—-MHC
: (D) (g class Il
NG
B -—ﬁr‘-x_
—am L4
PRR —> IL-5
— g S / IL-13
F (%) o
o S,
: ?Q‘ P |zing\
Type2 PRR & ¢ o 3 [ IL-10
PAMPs/TFs L) eg TGF-B
Tw2-polarizing
factor (CCL2)
Regulatory ® L
PAMPs/TFs {T o @
Treg-polarizing
factor (IL-10, TGF-f3)

Figure 7: T helper cell differentiation after dendritic cell stimulation, adapted from
Clark (et al.) (23).

1.2.2 Crosstalk between metabolism and inflammation in the adipose

tissue and theliver

As shown before immune and metabolic cells fornméertwining network in the
adipose tissue and the liver. Adipose tissue cordadipocytes, the most abundant cell,
but also pre-adipocytes (not yet loaded with lipidmdothelial cells (barrier between
circulation and metabolic cells), fibroblasts (reqd to maintain structure), leukocytes
and macrophages (33). Adipocytes, beside their abligpid storage cells, possess the
ability to produce certain pro- and anti-inflammgtocytokines termed adipokines
providing again a link between adipose tissue anffarmmation (33). The pro-
inflammatory cytokines such as TMFIL-6, IL-1 mediate inflammatory reactions but
they also play a direct role in metabolic processemodulating different signaling steps
of the insulin receptor, and exerting a hyperglyeaifect (33). By contrast inhibiting
pro-inflammatory effects of IL-1 with IL-1 receptoantagonist (IL-1RA), has a
counteractive effect in insulin resistance and efieb (34). Similarly, adiponectin plays
an anti-inflammatory role by inhibiting the prodieet of TNFa and IFNy and promoting

production of IL-10 and the IL-1 Ra in monocytesdianacrophages, and has an anti-
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hyperglycemic effect by increasing insulin sen#ii33, 35). Taken together, these
examples suggest a pro-hyperglycemic effect folammatory signals and an anti-

hyperglycemic effect for anti-inflammatory signals.

The pathway leading from adipose tissue expansworithe development of
systemic insulin resistance is depictedrig(re 8). The connection between the elevated
levels of inflammatory cytokines and the developtr@rninsulin resistance allows to use
TNFa, IL-6 and C-reactive protein (CRP) serum levels naarkers to predict the

development of type 2 diabetes mellitus and caafioular diseases (33, 36).
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Figure 8: Potential mechanism for obesity induced inflammation from Shoelson (et al.)
(22).

Another diabetic complication related to inflamnoatiis the non alcoholic fatty
liver disease (NAFLD). NAFLD is usually accompaniday the elevation of
inflammatory mediators and activation of inflammateignaling pathways in liver. This
state of subacute inflammatory response in the Iwesimilar to the one seen with the
accumulation of lipid in the adipocytes (37). Moreg proinflammatory cytokines

produced by the adipocytes (TWFIL-6) are carried to the liver through the portal
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circulation and contribute actively to the hepatitammation. These proinflammatory
signal as well as the free fatty acids (FFAs) datifrom the adipose tissue or released by
hepatocytes upon the activation of transcriptiartdatermed Nuclear FacterB (NF«B)

will lead to the activation of a specific type adgatic macrophages, termed Kupffer cells
(Figure 9) (37). This specific hepatic type of cells accaufdr over 5% of total cells
mass (37). This inflammation will be amplified byetparticipation of the other resident
immune cells: the T and B lymphocytes, NK cells ahdritic cells. These damages
lead generally to nonalcoholic hepatostatitis (NASKth presence activated hepatic
stellate cells provoking fibrosis which can procetd cirrhosis and hepatocellular

carcinoma (38).

Hepatocytes

Space of Disse
Hepalic

slgllate celly,

Sinusoidal endothelium

Lumen

Portal delivery
of cytokines,
FFAs, etc.

Figure 9: Potential mechanisms for adiposity-induced inflammation in the liver from
Shoelson et al. (37).
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1.2.3 Cytokine signaling, the JAK/STAT pathway

As discussed before, elevated glucose and FFA dewggiger gluco- and
lipotoxicity, resulting in cellular oxidative stresand the upregulation of inflammatory
cytokines, most importantly in liver and in the pabe tissue (37)l’he major signaling
pathways activated by cytokines is the Janus kinagmal Transducer and Activator of
Transcription (Jak/STAT) signal transduction systé38). This system consists of a
complex cascade of protein phosphorylation whichlik to transmit signal inside the
cell and initiate transcription from a broad rangk genes. Almost forty different
cytokines and several hormones act through Jak/SFathway activating a large variety
of receptors. The cytokines include IL-1 to IL-12terferon (IFN) and leptin, while the
hormones using this network are growth hormone @othctin. Taken together, due to
the contribution of cytokines in the immune systelak/STAT pathway is of crucial

importance in the innate and adaptive immune resgon
1.2.3.1 Cytokines

Cytokine have first been classified into type LXJike) and type 2 (#2-like)
according to the type of T cell that has produdeaht. This nomenclature has been, later,
extended to all cell types producing cytokines (40). In general, type 1 cytokines
promote the development of a strong cellular immwesponse (IL-2, IL-12, IFN, TNF
B), whereas type 2 cytokines promote a strong huhmoraune response (IL-4, IL-5, IL-

6, IL-10, IL-13) (Table 1) (41). This complex response is achieved by timeesaytokine
eliciting a cell type specific response due to dipalar combination of the Jak/STAT

pathway.
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Table 1: The nomenclature and functions of well-defined T-cgtokines, adapted from
C. Janewayd. Al.) (42).

) T-cdl Effect on
Cytokine —
source B cells T cells Macr ophages Hematopoietic cells
. naive T cell, )
Interleukin 2 (IL-2) Growth Growth Stimulates NK growth
Tul, Tc
. o Inhibits TH2 Activation, .
Interferony (IFN vy) Tul, Tc Differentiation . Activates NK cells
cell growth production of MHC
) Activation, o Increase growth
Interleukin 4 (IL-4) T2 Growth Activation
growth of mast cells
. ) o Inhibits macrophage Increase eosinophil
Interleukin 5 (IL-5) T2 Differentiation
activation growth and differenciation
. Production Inhibits cytokine Inhibits cytokine nckease growth
Interleukin 10 (IL-10) T2
of MHC release release of mast cells
) Tul,
Interleukin 3 (IL-3) Growth factor
Th2, Tc
Tumor Necrosis Facter Thl, o
Activation
(TNFo) Tu2, Tc

1.2.3.2 Cytokinereceptors

Once released in the media, cytokines can act ighloaring or more distant cells
and bind a family of receptors called cytokine pgoes (43). The interaction between the
cytokine and this specific receptor is requiredremsmit the message inside the cell and
to initiate a response. Cytokine receptors aregmtesn many different immune and non
immune cell types including T and B cells and mpbamges, as well as hematopoietic,
endothelial, epithelial, and muscle cells, fibr@bland hepatocytes. Cytokine receptors
are composed of two subunits, which, upon activatassociate and form dimers. These
receptors are divided into two types: type 1 ampetg [Table 2) (44). Type | receptors
are composed of either heterodimers, which are édrafter association of the cytokine
receptor chain with a choice of three different aoon chainsy chain,f chain or gp130)
or homodimers, which are formed after associatibriwm cytokine receptor chains.
Depending on the subunit association of homo- aerbedimers, these receptors bind
different cytokines. The chain is associated with IL-2, IL-4, IL-7, IL-9nd IL-15
receptor chains, thg chain is associate with IL-3 and IL-5 receptorinhahile gp130
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forms hetero-dimer with IL-6 and IL-11 receptor ©iga IL-12 and leptin receptors are

also related to gp130. Finally, homodimeric receptund growths hormone, prolactin,

erythropoietin and thrombopoietiiigble 2) (45). The group of type Il receptors contains
the interferon (IFN) and IL-10 receptors.

In generaly chain receptors mediate growth and maturatiorymphocytes (46,
47). B chain receptors mediate the production of myelamgtic cells, including
myeloid, erythroid and megakaryocytic lineages (48hile gpl130 receptors mediate
immune, hematopoietic, and thrombopoietic respoé@k Class Il cytokine receptors
including IFNo/B and IFN receptors are primarily involved in antiviral and

inflammatory modulation (50).

Table 2: Cytokines and the Jak-STAT signaling pathway, setijirom Leonardef al.)
(50).

Type I Cytokines Jaks STATs
Cytokines whose receptors share y,.

IL-2, IL-7, IL-9, IL-15 Jakl, Jak3 Stat5a, Stat5b, Stat3
1L-4 Jakl, Jak3 Stat6

IL-13* Jakl, Jak2, Tyk2  Stat6
Cytokines whose receptors share f3.

IL-3, IL-5 Jak2 Stat5a, Stat5b
Cytokines whose receptors share gp130

IL-6, IL-11 Jakl, Jak2, Tyk2  Stat3

IL-12% Jak2, Tyk2 Stat4

Leptin™ Stat3
Cytokines with homodimeric receptors

Growth hormone Jak2 Stat5a, Stat5b, Stat3
Prolactin Jak2 Stat5a, StatSb
Erythropoietin Jak2 Stat5a, Stat5b
Thrombopoietin Jak2 Stat5a, Stat5b
Type 11 Cytokines

Interferons

IFNe, IFNS Jakl, Tyk2 Statl, Stat2
IFNy Jak1, Jak2 Stat1

IL-107 Jakl, Tyk2 Stat3

*IL-13 does not share y but uses IL-4Ra.
*IL-12 and leptin do not share gp130, but their receptors are related to gp130.
+1L-10 is not an interferon, but its receptor is a type II cytokine receptor.
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1.2.3.3 Signal initiation and termination through cytokine receptors

As mentioned before, cytokines bind to their recepsubunit, allowing
dimerization with other subunits, depending ontifpe of cytokine and this association
will activate a signal transduction cascade of girophosphorylation. However, as the
cytokine receptor family lacks intrinsic tyrosine&se activity, cytokine receptors cannot
activate their own tyrosine phosphorylation reqdiifer the phosphorylation cascade
(51). To bypass this issue, Jak protein tyrosimases, are constitutively associated with
the cytosolic part of the receptor chain, promotitygosine phosphorylation upon
receptor lignand binding (52). Jaks are therefmsemtial to propagate the cytokine
signaling cascade (53). Moreover, this Jaks-STA3tesy can transduce signal with a
combinations of four Jak (Jakl, Jak2, Jak3 and Jgk#@ seven STAT (STAT1, STAT2,
STAT3, STAT4, STAT5a, STAT5b and STAT6) proteinshid rich number of
combination suggests commonality across the JakFSSignaling system thus signal
and cell-specificity will depend on the Jak/STATndanation (39, 45, 50, 54). To be
able to integrate signal from different physiol@icesponses, a single cell expresses
multiple cytokine receptors at its surface. Recepteequired for hemopoietic cell
development and proliferation use Jak2, while commahain receptors, essential for
the development and maintenance of lymphocytes,Jag&é and Jak3, whereas other
receptors use only Jakl (39, 55). Receptors usak@,JTyk2, or a combination of
Jak2/Tyk2 and Jak3 have not been described. In hum&2 seem to be activated by a
broad range of cytokines involved in innate anduaeg immunity (56). As seen
previously, STATs are mainly activated by Jaks doiea lack of intrinsic catalytic
domain in the cytokine receptors. However, STATy @lgo be directly phosphorylated
through receptor tyrosine kinases by growth faclites epidermal growth factor (EGF),
platelet-derived growth factor (PGDF) and insub@),

STAT proteins possess the same general structudwhconserved through the
seven family members. They are approximately 7580 amino acids in lengths with
the exception of STAT2 and STATG6, which containragpmately 850 amino acids (50).
In order to function properly, every STAT prote;ndomposed of four distinct domains
(Figure 10).
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A.

Transcriptional
Activation

N-terminus

Figure 10: Dimerized structure (A.) and domains (B.) of STAT proteins from Horvath
(58).

These domains include from N-terminal to C-termirmaDNA binding domain
(DNA) which is required for the recognition of tBNA binding site. The SH2 domain
(SH2) is required for receptor recruitment and Fmmodimerization. The carboxy
terminus domain, called transactivation domain (JA¥required to initiate and increase
rate of gene transcription through recruiting otleamscriptional factors. Finally, a
tyrosine residue (Y) is required for STAT phosplatipn leading to the activation of the
protein. The coiled-coil (C-C) and linker (Link) mha@ins are important for the structural
organization of the protein but have no direct @ffen activation or physiological

function.
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The classical Jak/STAT signaling pathway is demaed inFigure 11 using the
IL-4/1L-13 receptor as models. IL-4 and IL-13 areot major anti-inflammatory
cytokines, mediating signal Jak/STAT pathway thlou§TAT6. Moreover, IL-13
possesses many of the same effects than IL-4.id_ptoduced by g2 cells, basophils,
mast cells and eosinophils. Once secreted, thiskiyd can activate IL-4 receptor chain
located on various cell types, including T and Blsgehematopoietic, endothelial,
epithelial, muscle, fibroblast, hepatocyte and bt&ssues (59, 60). IL-4 plays a critical
role in the differentiation of naive T cells andagd switching in B cell antibody
production. IL-13 is mainly secreted by cells and its receptor is present on B cells,
basophils, eosinophils, mast cells, endothelidscébroblasts, monocytes, macrophages,
respiratory epithelial cells and smooth muscle scelbl). IL-13 can inhibit pro-

inflammatory cytokine production in monocytes anacnophages (62, 63).

Once activated IL-4 receptor (IL-4R) needs to beetrwlimerized with the
gamma common chain, also involved in IL-2 signalm@rder to activate the Jak-STAT
cascade. IL-13 can bind IL-40Rand recruity chain as well, but can also activate a
complex between IL-4 &Rreceptor and IL-13 receptor chain (IL-13)RFinally IL-13
binds IL-13 Rx with low affinity but when paired with IL-4R it bds IL-13 with high
affinity (61). The specificity resides in the prese of absence of IL-13 receptor on the

targeted cell.

Receptor activation initiates its dimerization, efhbrings into proximity two Jak
proteins, constitutively associated with the cytmspart of the receptor (39, 50, 64).
This proximity allows Jak activation, which results a trans-phosphorylation of the
receptor cytosolic chain (65). The resulting phasplation will conduct to the
recruitment of latent cytosolic STAT by creatingcllimg site for the Src homology 2
(SH2) domain of the STATs. SH2 domain, first ddsedi in the activity of retroviral
oncoprotein v-FPS is now attributed to a large faraf molecular-interaction domains
that organize the localization, communication aetlvdies of proteins (66-68). SH2
domain of different STATs differ sufficiently to cegnize different receptor
phosphorylated motifs, which increases STAT spatyfi(50). Once recruited to the
receptor, STAT monomer, associated with the tymshosphorylated receptor, will be
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in turn phosphorylated by Jak. This STAT phospladrgh will allow homo- or hetero-
dimerization through reciprocal phosphotyrosine Sidfhain interaction. Once activated
by tyrosine phosphorylation, STAT protein can dimerand migrate to the nucleus,
where they activate transcription of targeted genes

No stimulus Classical activation Alternative activation

»J Extracellular

Figure 11: TheIL-4/IL-13 Jak-STAT signaling pathway from Hebenstreit (et al.) (69).

Once induced STAT DNA binding activity can be dételcin the nucleus within
minutes of cytokine binding (50). The preferred diny sites for STAT transcription
factors consist of the palindromic TTC(N3)GAA or TTTTC(N4)GAA motifs, although
some variation exists even in the TTC/GAA sequdbfe 69). STAT proteins bind to the
DNA too far from RNA polymerase Il to initiate trseription. This distance requires
contact with other proteins to facilitate the aation of the transcription. For this reason,
STATG6 interacts with a wide variety of other tramgton factors and serves as a

recruitment platform for different members of thenscriptional machinery (70-74).
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The coactivators mainly interact through the C-ieahtransactivation domain
and contribute to the specificity of the transadpal activation despite of high similar
DNA binding sequences (69). Two important factonsoived in the initiation of
transcription by STAT6 are p300/CBP, the bindingtpin for cCAMP response element
Binding protein (CREB) and p100. CBP is requiredeiax chromatin near transcription
sites and serves a bridging factor to the previodsiscribed transcription machinery.
Two other factors are important for the initiatiohthe transcription: the co-integrating
protein (p/CIP) or nuclear receptor co-activatofN&CoA-3) and Steroid Receptor Co-
activator 1 (SRC-1) or NCoA-1 (72, 7%jigure 12 depicts the interaction between these
co-activators in the initiation of transcription BTAT6. Recently, Goenkaet(al.) have
identified a new co-factor called CoaSt6 (collabaraof STAT6), a poly(ADP-
ribosyl)polymerase, which associates with STAT6 athances its transcriptional

activity by chromatin decondensation (76).

Nucleus

Figure 12: Coactivators involved in STAT6 activation of traription process from
Hebenstreit (69).

Finally, different STAT6 isoforms have been ideetf STAT6a is identical to
STAT6 with shorter mRNA untranslated region, wher&I'AT6b displays the same
biological functions with a shorter amino-termimagion and finally, STAT6c acts as a
dominant-negative isoform due to deletion of SH&hdm (69).
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Signal termination is achieved by activating a riegaregulatory system. STATs
become inactive by dephosphorylation and monom@rizaThe negative regulatory
proteins activated by STATs are Suppressor of GyeokSignaling (SOCS), SH2
containing Protein tyrosine phosphatase (SHP) anteia Inhibitors of Activated Stats
(PIAS). SOCS acts in a negative feedback to suppf@sher signaling. Under this
inactive configuration it migrates back to the syb(77). SOCS can also target Jak to
help proteasomes degradation and block STATs rtecent to the receptor. Moreover,
SHP dephosphorylates STAT in the nucleus while Pi&8et STATs in the nucleus to

be degraded in the proteasomes.

This complex system shows crosstalk between otligrakng pathways. For
example, the receptor IL-4, once phosphorylateddkycan recruit and activate STAT6,
but also the Insulin Receptor Substrate 1 and 31R). This activation is due to the
fact, that a part of this receptor is highly hongaos to the insulin and insulin growth
factor 1 (IGF-1) receptors which activate the IR3-gignaling pathway (78). Indeed,
STAT6 and IRS-2 have been shown to interact andnpting both IL-4 induced
proliferative and differentiating responses and-lR@&as downregulated STAT6 knock
out Tyl cells suggesting a complex interaction betweesdahwo IL-4 induced mediators
(79). This common pathway between STAT6 and IRSslifgest a likely crosstalk point
between IL-4/IL-13 and insulin mediated signaling.

Other examples for the crosstalk between the JAR/STmediated and the
metabolic pathway includes studies showing thatulins can stimulate STAT3
phosphorylation (80). Indeed, STAT3 has been régestiown to regulate hepatic
gluconeogenic gene expression and ameliorate guotalerance in diabetic rodents. In
addition, IL-6, an anti-inflammatory cytokine, pects against the development of fatty
liver by activating STAT3 and regulate the expressof various glucose and lipid
homeostasis genes (81).

In spite of the structural homology and the highmikirity of the target DNA
binding sequence, analysis of the different STADdout mice revealed a different

role for each of these proteins (39). All four Jaksl seven STATs family members have
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been deleted in mice, in addition to the creatibrcanditional knock-out mice, when
losses were lethalS@t3, combined deficiency ofSatba and Satbb) (39). The
phenotypes of the mice deficient for different dald STAT proteins are described in
Table 3.

Table 3: Phenotypes of mice deficient in various Jaks andT&Tadapted from Leonard
(et al.) (50).

Jaks
Jakl: Severe Combined Immunideficiency similar to X-linked SCID
Jak2: Embryonic lethal owing to a defect of erythropoiesis
Jak3: Severe Combined Immunodeficiency similar to X-linked SCID
Tyk2: Susceptible to parasite infections

STATS
Statl: Defective signaling in response to type I and type II IFNs
Stat2: Susceptible to viral infections
Stat3: Fetal lethal. Implantation occurs, but fetal growth is blunted
Stat4: Defective Thl development, consistent with the role of IL-12 in
activating Stat4 and promoting Thl development
StatSa: Defective lobuloalveolar development in the breast
StatSbh: Required for sexual dimorphism of body growth rates, similar to Laron-type
dwarfism, a human disease due to growth hormone resistance. Defective
GM-CSF signaling in bone marrow—derived macrophages. Defective
IT -2-induced IL-2Rw expression in splenic T cells
Stat6: Defective Th2 development, consistent with the role of IL-4 for Stat6
and Th2 development

Jakl deficient mice present severe defect in lymplesis and show perinatal
lethality (82). Deletion of Jak2 is lethal due t@womplete erythropoiesis. Jak3 deficient
mice display Severe Combined Immunodeficiency (SCHImilar to human X-linked
SCID (83-87). This human genetic disorder is chiaramed by a deficiency of common
X chain leading to a T and B cell deficiency. Fipalkcontrary to other Jaks, where
inactivation leads to a complete loss of the respeaytokine receptor signal, Tyk2
deficient mice expose reduced responses taufldnd IL-12, and are prone to parasite

infections (88).

STATL1 deficiency in mice leads to a lack of inneenunity toward viral disease

and severe defects in IFN immune response (89, BO)vever, these mice keep the
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ability to respond to other cytokines, and havenmajor abnormality in development
(64). STAT2 deficient mice display increased vuéimglity to viral infection (91). STAT3
deficiency leads to embryonic lethality. Howeveaalestive disruption of STAT3 in T cell
and macrophages revealed the vital role of STATB8gponse to IL-2, IL-6 and IL-10
(64). Liver specific STAT3 knock out mice have beggmerated and display impaired
cell proliferation (92). STAT4 knock-out mice presempaired activation by IL-12 in
Tyl cell development (93, 94). STATS has two distirectisoforms: STAT5a and
STAT5b. These isoforms share more than 90% amimbhenmology (95). Both isoforms
have been deleted in mice in addition to a doubletmn. Stat5a deficient mice show a
loss of prolactin signaling with impaired mammagvdlopment during pregnancy (96).
In addition, STAT5b deficient mice possess a deileg@rowth hormone signaling with
loss of sexual growth (97). Moreover, STAT5a/b deutbeficient mice contain no NK
lymphocytes. Finally, STAT6 deficient mice show efett in T2 cell differentiation
resulting in defective IgE class switch (31, 98).9%aken together these data give
evidence that STAT, proteins play a crucial role nmdulating pro- and anti-
inflammatory responses. Finally, we should notd tedetion of STAT proteins is less
damaging than Jaks’, except in the case of STATH#s Wifference is due to the
multiplicity of roles of Jaks compared to STATs. 8iof the Jaks are activated by many

different cytokines, by contrast STAT activatiormsich more stimulicospecific.
1.2.4 Insulin signaling

To better understand the relationship between imsahd cytokine receptor
signaling, a closer look at the signaling netwofkinsulin is required as well. Insulin
receptor (IR), once activated, gets autophosphiagldy its intrinsic tyrosine kinase
activity. The phosphorylated tyrosines provide dogksites for several downstream
signaling molecules. Two different pathways canabgvated by insulin, the metabolic
pathway (glucose, lipid and protein metabolismy] #re mitogenic pathway (cell growth
and protein and DNA synthesis). Depending on thiavpay, different molecules are
recruited to the cytosolic part of the receptosulm receptor substrate 1-4 (IRS 1-4)
proteins are main IR partners in the transmissidroth pathways. Once phosphorylated,

these proteins are recruited to the receptor. Tpti®sphorylation will activate
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phosphatidylinositol 3 (PI3) kinase and the setreehine kinase (AKT) in the case of
metabolic pathway, while Ras and extracellular f&tga kinase (ERK) are activated in
case of mitogenic pathway. One of the major poafitsrosstalk, the signaling between
cytokine and insulin implies IRS proteirfSigure 13).

Plasma membrane
/ |
Glucose / /<_
uptake | <— <— l
~&» |
\ @ \ Cell growth, /
differentiation
/ Node3\ /
/ N -
synthesis. l

Figure 13: Mechanism insulin action and crosstalk betweenlins TNF and cytokine

signaling from Taniguchiet al.) (100).
1.2.5 Crosstalk points

IRS proteins provide one of the major sites of retdon with inflammatory
activators. For example, IRS proteins can be aetd/by IL-4 and leptin through tyrosine
phosphorylation by Janus Kinases (Jaks) (50, 1By )contrast, TNk can inhibit IRS
signal transmission through serine phosphorylatbiRS1 by c-Jun N-terminal kinases
(INK). The JNK pathway provides a crosstalk mectranalso for the endoplasmic
reticulum (ER) stress. One of the negative reguadd the cytokine receptor pathway is
Suppressor of Cytokine Signaling (SOCS). Activatainthis protein due to sustained
cytokine effects will lead to the inactivation &®$ proteins Eigure 14). A summary of
metabolic (FFA) and cytokine induced insulin resigte is provided ifigure 15.
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Figure 14: Mechanism insulin action and crosstalk between insulin, TNF and cytokine

signaling from Fernandez-Real (et al.) (102).

1.2.6 Oxidative stress

In addition to crosstalk at the pathway level, iattion between transcription
factors mediating inflammation and insulin actioqisés. Intracellular stress such as ER
stress or excess reactive oxygen species (ROSugrod by mitochondria can also
activate the same pathways (20). For example tymfammation signaling pathways,
like the JNK and Nuclear FacteB (NFkB), and kB Kinasea (IKK o) are activated in
response to these factors. These mediators carbalaotivated by fatty acids leading to

the inhibition of insulin actionKigure 17).

Lipids can also activate the transcription fact®/8AR and liver X receptors
(LXR) and promote lipid transport and metabolisrhe3e transcription factors are also
involved in inflammatory reactions. A balance betwe these two processes
(inflammation and lipid metabolism) must be found dptimizing cell functions (103).
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Figure 15: Molecular pathways integrating stress and inflammatory responses with

insulin action from G. Hotamigligil (103).

The summary of the molecular mechanisms of glucivee, fatty acid, cytokine

and ROS mediated liver damage is summarizédgoare 16.
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Figure 16: Increased inflammation leads to a peripheral insulin resistance.
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1.2.7 IL-4and IL-13 signaling

Both IL-4 and IL-13 can mediate signal transductipnSTAT6 activation. For
that reason IL-4 and IL-13 share many functionabprties and induce many of the same
responses as IL-4 among airway hypersensitivitycuauhypersecretion, inflammatory
bowel disease and parasitic nematode expulsion1104

Depending on the cell type, STAT6 activates distuectypes of response. 35
different STAT6 targeted genes have been identifieany of which are associated with
T2 process (69). Depending on the cell type, eveigwk Jak, including Jakl, Jak2,
Jak3 and Tyk2, has been shown to be activated gaetwe STAT6 phosphorylation (69).
Accordingly, IL-13 IL-4 can also increase expressaf class Il MHC in B cells and
upregulate the expression of the IL-4 receptor (11P). Finally IL-4 plays an important
role in cell adhesion by inducing expression of cuder cell adhesion molecule-1
(VCAM-1) and down-regulating the expression of kesen (113, 114). These process
are required to favorite the recruitment of T ceHdad eosinophils, rather than
granulocytes, into a peripheral site of inflammat({@15). Table 4 gives an exhaustive
list of the promoters containing the STAT6 consenbinding sequence. Except E-
selectin and CDA40, all of the listed proteins aosifively regulated by STAT6 (69).
Another immune aspect of STAT6 is the infiltratioh Ty2 cells and eosinophils into

sites of allergic inflammation (69).
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Table 4: STAT6 binding motif containing protein adaptednréiebenstreit (69).
L ocus Year Reference GenBank accession no Species

Immunoglobulin/class switch
AID

Germlineyl
Germliney3
Germliney4
Germlineg
Cytokines

Flzz1

IL-4

slL-1ra
Lymphotoxin a
Chemokines
Eotaxin-1/CCL11
Eotaxin-3/CCL26
TARC

Yml

Adhesion molecules
B(3) Integrin
E-selectin
P-selectin

Enzymes
12/15-Lipoxygenase

3b-Hydroxysteroid dehydrogenase/isomerase type 1

Arginase |

Receptors

CD23

CD40

3-Opioid receptor
IL-13Ra2

IL-4Ra

MHC-II

p-Opioid receptor
Polymeric Ig receptor
Intracellular signaling
BCI-XL

SOCs-1
Miscellaneous
Angiotensinogen
al(l) procollagen
a2(l) procollagen
B-Casein

RADS50 locus control region
Trefoil factor-3

2004 (116)
1993 (117)
1999 (118)
2002 (119)

1993 (117, 120)

2003 (121)

1997 (122, 123)

1996 (124)
1998 (125)

1999 (126)
2001 (127)
2005 (128)
2002 (129)

2001 (130)
1997 (114)
1999 (131)

200@132)
99 1@33)
2004 (134)

1993 (117, 120)

2000 (135)
2004 (136)
2003 (137)
1996 (138)
1988 (139)
2001 (140)

200q141)

2001 (142)
2003 (143)

1998 (144)
2004 (145)
2004 (145)
1997 (146)

2004147)
2004 (148)

NM_020661, NM_009645 Human, mouse

D78345, M12389

D78345
X56796

K01318, U17387

Human, mouse
Human
Human

Human, mouse

NM_020509 Mouse
NM_021283, NM_000589 Mouse, human
NM_031167 Mouse
NM_000595 Human
NM_002986 Human
NM_006072 Human
NM_002987 Human
NM_009892 Mouse
NM_016780 Mouse
NM_000450 Human
BC068533 Human
NM_001140 Human
AF252254 Human
NM_007482 Mouse

NM_002002, NM_013517 Human, mouse

NM_001250
NM_013622
NM_000640

NM_001008699

NM_008206

NM_001008504

NM_002644

NM_009743
NM_003745

NM_134432
NM_000088
AF004877
NM_017120
NM_009012
BC017859

Human
Mouse

Human
Human
Mouse

Human
Human

Mouse
Human

Rat
Human
Human
Rat
Mouse
Human
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1.3 Diabetes-related liver damage: theroleof IL-4 and IL-13

The implication of the anti-inflammatory signalintgrough IL-4, IL-13 and
STATG6 in metabolic disease has never been repo#fkrent studies have evaluated
the implication of IL-4 or IL-13 in the incidencd bver disease and these cytokines
seems to have a deleterious effect on liver Troelfliated hepatotoxicity. For example a
study showed that IL-4 and deficient mice was et fromConcanavalin Anduced
hepatitis and IL-13 knock-out mice were protectemht acetaminophen overload (149).
Finally overexpression of IL-4 has been recentlporeed to promote hepatocyte
apoptosis. These examples suggest a deletericerst eff IL-4 and IL-13 in certain liver
function. Similarly, by suppressing STAT6 anti-arfimatory effect, Lentschet(al.)
observed an augmentation of pro-inflammatory cyte&i production leading to
leukocytes accumulation and significant hepatoutalinjury (150).By contrast, STAT6
is protective against ischemia/reperfusion induicgaly which leads to cellular damage
by inducing fluctuations in oxygen, nutrition andeegy availability (151-153). These
disorders are also a characteristic feature of moditadisturbances, most notably glucose
intolerance and insulin resistance. The relatigndietween hypoxia, metabolism and
liver injury is highlighted by studies demonstrgtithat intermittent hypoxia induces
alterations in lipid homeostasis and predisposedivier injury (151-153). Notably,
STATG is not only expressed in immune related dalisalso in different other cell types,
raising the possibility of a broader physiologisanificance from previously supposed.
Indeed, STAT6 has been shown to be involved in aujife differentiation, kidney
epithelial cell mechanosensation, regulation ofpapsis in human hepatoma cells as well
as inflammatory reaction in lung epithelial cell64-156). Therefore, STAT6-deficient
mice, in addition to impaired immune functionaldigplay severe and multiple disorders
(157).

In addition to its protective role in ischemia/repsion, STAT6 has been shown
to be involved in atherosclerosis. Indeed, STAT6 Ki2e develop more severe aortic
wall lipid accumulation upon high fat diet feediagd, in humans, it was identified as

one of the three up-regulated genes in atherogsidecoronary plaques (158, 159).
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Recently,STAT6 was reported to play a role in fatty aciddation in macrophage3his
protein modulates lipid metabolism and cellularlifecation in alternatively activated
macrophages (156, 16(.TAT6 is intimately involved in this process, cantiting to
the switch between glycolytic and lypolytic metabol. Interestingly, STAT6 provide a
counterbalance to the transcription factor Hypolkiduced Factor (HIFa) allowing

resulting in an increase in lypolytic activity aaiowing wound healingFigure 17).

Classical : Alternative

MHCII

Fatty Acid
Oxidation

Glycolysis

L-arginine }
iNOS) . ( Arginase O Dectin-1

s 2 Urea -1 FA
Nitric oxide -  L-ornithine < ‘

% Proline Polyamines

Mannose R

v
Proliferation

Microbicidal NO  : Collagen Wound healing
Tissue damage : Granuloma formation
Cellular immunity Attenuated inflammation

Figure 17: STAT6 activation can lead to fatty acid oxidation in the macrophage from
Lacy-Hulbert (et al.) (161).

Hepatocyte are master regulators of glucose amdi tiygtabolism and are known
to express STATG6 (154). Despite of the growing emizk of the involvement of STAT6
in non-immune cell functiothe role of STAT6 has never been evaluated in tmtext
of the development of metabolic diseases and thkited complications. To explore this
potential new function, the liver proteomes of wijgpe and STAT6 knock-out mice were
compared using two different quantitative techngjuenamely 2D-PAGE gel
electrophoresis and a combination of 2D nanosc&@eVIS/MS with iTRAQ labeling

technique. These techniques will be reviewed imiad chapter.

-35 -



Joél Iff 2007

1.4 Bibliography

1. King H, Rewers M. (1993) Global estimates fay@ence of diabetes mellitus
and impaired glucose tolerance in adults. WHO Ad B@betes Reporting
Group.Diabetes Care 16: 157-177.

2. Wild S, Roglic G, Green A, Sicree R, King H. (20 Global prevalence of
diabetes: estimates for the year 2000 and projectiar 2030Diabetes Care 27:

1047-1053.

3. Rother KI. (2007) Diabetes treatment--bridgihg tivide.N Engl J Med 356:
1499-1501.

4. (1999) Definition, Diagnosis and Classificatimm Diabetes Mellitus and its

ComplicationsWorld Health Organization.

5. Daneman D. (2006) Type 1 diabeteancet 367: 847-858.

6 Zimmet P, Alberti KG, Shaw J. (2001) Global audtietal implications of the
diabetes epidemidNature 414: 782-787.

7. McMahon GT, Arky RA. (2007) Inhaled insulin fdiabetes mellitud\N Engl J
Med 356: 497-502.

8. Kahn SE, Hull RL, Utzschneider KM. (2006) Mectsans linking obesity to
insulin resistance and type 2 diabetdature 444: 840-846.

9. Alberti KG, Zimmet P, Shaw J. (2007) InternatibDiabetes Federation: a
consensus on Type 2 diabetes preveniinabet Med 24: 451-463.

10. Shai |, Jiang R, Manson JE, et al. (2006) Eihniobesity, and risk of type 2
diabetes in women: a 20-year follow-up stubjabetes Care 29: 1585-1590.

11. Shepherd PR, Kahn BB. (1999) Glucose transygoated insulin action--
implications for insulin resistance and diabetedlituns. N Engl J Med 341: 248-

257.

12. Petersen KF, Shulman GI. (2006) Etiology otilimsresistanceAm J Med 119:
S10-16.

13. Olefsky JM. (2001) Prospects for research abelies mellituslama 285: 628-
632.

14.  Tilg H, Hotamisligil GS. (2006) Nonalcoholictfialiver disease: Cytokine-
adipokine interplay and regulation of insulin résmnee . Gastroenterology 131
934-945.

15. Bretzel RG, Voigt K, Schatz H. (1998) The Uditdhgdom Prospective
Diabetes Study (UKPDS) implications for the pharotherapy of type 2 diabetes
mellitus. Exp Clin Endocrinol Diabetes 106: 369-372.

16. Boccuzzi SJ, Wogen J, Fox J, Sung JC, ShatkKikB,J. (2001) Utilization of
oral hypoglycemic agents in a drug-insured U.S utetpon. Diabetes Care 24:
1411-1415.

17. Bailey CJ, Turner RC. (1996) Metformhk Engl J Med 334: 574-579.

18. Proks P, Reimann F, Green N, Gribble F, Asié¢rof2002) Sulfonylurea
stimulation of insulin secretiomiabetes 51 Suppl 3: S368-376.

19. Moller DE. (2001) New drug targets for typeilsttes and the metabolic
syndromeNature 414: 821-827.

20.  Wellen KE, Hotamisligil GS. (2005) Inflammatiastress, and diabetekClin
Invest 115: 1111-1119.

-36 -



Joél Iff

2007

21.

22.

23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

Shoelson SE, Herrero L, Naaz A. (2007) Obesiflammation, and insulin
resistanceGastroenterology 132: 2169-2180.

Hotamisligil GS. (2006) Inflammation and metiéddisordersNature 444: 860-
867.

Clark R, Kupper T. (2005) Old meets new: thenaction between innate and
adaptive immunityJ Invest Dermatol 125: 629-637.

Shi H, Kokoeva MV, Inouye K, Tzameli |, Yin Rlier JS. (2006) TLR4 links
innate immunity and fatty acid-induced insulin stance.J Clin Invest 116:
3015-3025.

Li Z, Yang S, Lin H, et al. (2003) Probiotiasdaantibodies to TNF inhibit
inflammatory activity and improve nonalcoholic faliver diseaseHepatology
37: 343-350.

Christie PE, Henderson WR, Jr. (2002) Lipidamfmatory mediators:
leukotrienes, prostaglandins, platelet-activatigidr.Clin Allergy Immunol 16:
233-254.

Heller A, Koch T, Schmeck J, van Ackern K. (&8D8ipid mediators in
inflammatory disorderdrugs 55: 487-496.

Seder RA, Paul WE, Davis MM, Fazekas de SttzBot(1992) The presence of
interleukin 4 during in vitro priming determinesetlymphokine-producing
potential of CD4+ T cells from T cell receptor tsgenic miceJ Exp Med 176:
1091-1098.

Akimoto T, Numata F, Tamura M, et al. (1998)d@dmtion of bronchial
eosinophilic inflammation and airway hyperreactivit signal transducers and
activators of transcription (STAT)6-deficient mideExp Med 187: 1537-1542.
Malaviya R, Uckun FM. (2002) Role of STAT6 gH receptor/FcepsilonRI-
mediated late phase allergic responses of mast ¢&thmunol 168: 421-426.
Shimoda K, van Deursen J, Sangster MY, etl@B§) Lack of IL-4-induced Th2
response and IgE class switching in mice with gited Stat6 genélature 380:
630-633.

Swain SL, Weinberg AD, English M, Huston G.4QPIL-4 directs the
development of Th2-like helper effectoddmmunol 145: 3796-3806.

Tilg H, Moschen AR. (2006) Adipocytokines: matdirs linking adipose tissue,
inflammation and immunityNat Rev Immunol 6: 772-783.

Perrier S, Darakhshan F, Hajduch E. (2006) te€keptor antagonist in metabolic
diseases: Dr Jekyll or Mr Hydé*EBS Lett 580: 6289-6294.

Rosen ED, Spiegelman BM. (2006) Adipocytesegsilators of energy balance
and glucose homeostadiature 444: 847-853.

Despres JP, Lemieux I. (2006) Abdominal obesity metabolic syndrome.
Nature 444: 881-887.

Shoelson SE, Lee J, Goldfine AB. (2006) Inflaation and insulin resistancé.
Clin Invest 116: 1793-1801.

Cave M, Deaciuc I, Mendez C, et al. (2007) Neotzolic fatty liver disease:
predisposing factors and the role of nutritidMutr Biochem 18: 184-195.
Murray PJ. (2007) The JAK-STAT signaling patwiaput and output
integration.J Immunol 178: 2623-2629.

-37-



Joél Iff

2007

40.

41].

42.

43.

44,

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

S7.

58.

59.

Bloom BR, Salgame P, Diamond B. (1992) Rewigiaind revising suppressor T
cells.Immunol Today 13: 131-136.

Lucey DR, Clerici M, Shearer GM. (1996) Typarid type 2 cytokine
dysregulation in human infectious, neoplastic, exfldmmatory disease€lin
Microbiol Rev 9: 532-562.

Janeway CAJ. (2001) Immunobiology 5th editiabrary of Congress.
Kishimoto T, Taga T, Akira S. (1994) Cytokingrsal transductionCell 76: 253-
262.

Bazan JF. (1990) Structural design and mole@&walution of a cytokine receptor
superfamily.Proc Natl Acad Sci U SA 87: 6934-6938.

O'Sullivan LA, Liongue C, Lewis RS, Stephen&ty Ward AC. (2007) Cytokine
receptor signaling through the Jak-Stat-Socs pathmdiseaseMol Immunol

44. 2497-2506.

Gaffen SL. (2001) Signaling domains of therietgkin 2 receptorCytokine 14:
63-77.

Parrish-Novak J, Dillon SR, Nelson A, et aD@R) Interleukin 21 and its receptor
are involved in NK cell expansion and regulatioryofiphocyte functionNature
408: 57-63.

Mangi MH, Newland AC. (1999) Interleukin-3 ierhatology and oncology:
current state of knowledge and future directi@gokines Cell Mol Ther 5: 87-
95.

Ito H. (2003) IL-6 and Crohn's disea€err Drug Targets Inflamm Allergy 2:
125-130.

Leonard WJ, O'Shea JJ. (1998) Jaks and STAdlsgical implications Annu

Rev Immunol 16: 293-322.

Remy I, Wilson 1A, Michnick SW. (1999) Erythroietin receptor activation by a
ligand-induced conformation changgeience 283: 990-993.

Ihle JN, Kerr IM. (1995) Jaks and Stats in algrg by the cytokine receptor
superfamily.Trends Genet 11: 69-74.

Darnell JE, Jr., Kerr IM, Stark GR. (1994) BKAT pathways and
transcriptional activation in response to IFNs atiter extracellular signaling
proteins.Science 264: 1415-1421.

Copeland NG, Gilbert DJ, Schindler C, et 898) Distribution of the
mammalian Stat gene family in mouse chromoso@esomics 29: 225-228.
Alves NL, Arosa FA, van Lier RA. (2007) Commgamma chain cytokines:
dissidence in the detailsnmunol Lett 108: 113-120.

Minegishi Y, Saito M, Morio T, et al. (2006) hhan tyrosine kinase 2 deficiency
reveals its requisite roles in multiple cytokingrsls involved in innate and
acquired immunitylmmunity 25: 745-755.

Coffer PJ, van Puijenbroek A, Burgering BMakt(1997) Insulin activates Stat3
independently of p21ras-ERK and PI-3K signal traicsion. Oncogene 15: 2529-
2539.

Horvath CM. (2000) STAT proteins and transdoipal responses to extracellular
signals.Trends Biochem Sci 25: 496-502.

Ohara J, Paul WE. (1987) Receptors for B-¢etiidatory factor-1 expressed on
cells of haematopoietic lineagdature 325: 537-540.

-38 -



Joél Iff 2007

60. Lowenthal JW, Castle BE, Christiansen J, €t18I88) Expression of high affinity
receptors for murine interleukin 4 (BSF-1) on hewiefic and nonhemopoietic
cells.J Immunol 140: 456-464.

61. Hershey GK. (2003) IL-13 receptors and sigmgpathways: an evolving web.
Allergy Clin Immunol 111: 677-690; quiz 691.

62. Coffman RL, Ohara J, Bond MW, Carty J, ZlotAikPaul WE. (1986) B cell
stimulatory factor-1 enhances the IgE responsgopblysaccharide-activated B
cells.J Immunol 136: 4538-4541.

63. Vitetta ES, Ohara J, Myers CD, Layton JE, KranfPH, Paul WE. (1985)
Serological, biochemical, and functional identifyBocell-stimulatory factor 1
and B cell differentiation factor for IgG1.Exp Med 162: 1726-1731.

64. Imada K, Leonard WJ. (2000) The Jak-STAT pathwéol Immunol 37: 1-11.

65. Chen W, Khurana Hershey GK. (2007) Signal glansr and activator of
transcription signals in allergic disead&llergy Clin Immunol 119: 529-541;
quiz 542-523.

66. Pawson T, Gish GD, Nash P. (2001) SH2 domaitexaction modules and
cellular wiring.Trends Cell Biol 11: 504-511.

67. Koch CA, Anderson D, Moran MF, Ellis C, Pawsar(1991) SH2 and SH3
domains: elements that control interactions of gigsmic signaling proteins.
Science 252: 668-674.

68. Sadowski I, Stone JC, Pawson T. (1986) A nahgiat domain conserved among
cytoplasmic protein-tyrosine kinases modifies thmake function and
transforming activity of Fujinami sarcoma virus P@jag-fpsMol Cell Biol 6:
4396-4408.

69. Hebenstreit D, Wirnsberger G, Horejs-Hoeckusdhl A. (2006) Signaling
mechanisms, interaction partners, and target geh®$AT6. Cytokine Growth
Factor Rev 17: 173-188.

70.  Abu-Amer Y. (2001) IL-4 abrogates osteoclastmgs through STAT6-
dependent inhibition of NF-kappaBClin Invest 107: 1375-1385.

71. Biola A, Andreau K, David M, et al. (2000) Tgkicocorticoid receptor and
STATG6 physically and functionally interact in T-lyphocytesFEBS Lett 487:
229-233.

72. Litterst CM, Pfitzner E. (2001) Transcriptiorsaitivation by STAT6 requires the
direct interaction with NCoA-1] Biol Chem 276: 45713-45721.

73. Valineva T, Yang J, Palovuori R, SilvennoinenZD05) The transcriptional co-
activator protein p100 recruits histone acetyltfarase activity to STAT6 and
mediates interaction between the CREB-binding pnatad STAT6.J Biol Chem
280: 14989-14996.

74. Yang J, Aittomaki S, Pesu M, et al. (2002) tderation of p100 as a coactivator
for STATG6 that bridges STAT6 with RNA polymeraseHmbo J 21: 4950-4958.

75. Arimura A, vn Peer M, Schroder AJ, Rothman B04) The transcriptional co-
activator p/CIP (NCoA-3) is up-regulated by STAT&lasserves as a positive
regulator of transcriptional activation by STATEBiol Chem 279: 31105-31112.

76. Goenka S, Cho SH, Boothby M. (2007) Collabaraf&taté (CoaSt6)-associated
poly(ADP-ribose) polymerase activity modulates Gta¢pendent gene
transcriptionJ Biol Chem 282: 18732-18739.

-39 -



Joél Iff

2007

17.

78.

79.

80.

81.

82.

83.

84.

85.

86.

87.

88.

89.

90.

91.

92.

93.

94.

O'Shea JJ, Gadina M, Schreiber RD. (2002) Qygodignaling in 2002: new
surprises in the Jak/Stat pathwe| 109 Suppl: S121-131.

Keegan AD, Nelms K, White M, Wang LM, Pierce, JAdul WE. (1994) An IL-4
receptor region containing an insulin receptor fristimportant for IL-4-
mediated IRS-1 phosphorylation and cell grov@dl 76: 811-820.

Huang H, Paul WE. (1998) Impaired interleukisighaling in T helper type 1
cells.J Exp Med 187: 1305-1313.

Ceresa BP, Pessin JE. (1996) Insulin stimutageserine phosphorylation of the
signal transducer and activator of transcriptiohnA$3) isoform.J Biol Chem
271: 12121-12124.

Inoue H, Ogawa W, Ozaki M, et al. (2004) RAI&®AT-3 in regulation of
hepatic gluconeogenic genes and carbohydrate niistabio vivo. Nat Med 10:
168-174.

Rodig SJ, Meraz MA, White JM, et al. (1998)mion of the Jakl gene
demonstrates obligatory and nonredundant rolelseodaks in cytokine-induced
biologic response<ell 93: 373-383.

Neubauer H, Cumano A, Muller M, Wu H, HuffstagtPfeffer K. (1998) Jak2
deficiency defines an essential developmental giaokin definitive
hematopoiesiLCell 93: 397-409.

Parganas E, Wang D, Stravopodis D, et al. (L98I& is essential for signaling
through a variety of cytokine recepto@ell 93: 385-395.

Nosaka T, van Deursen JM, Tripp RA, et al. B)9efective lymphoid
development in mice lacking JakStience 270: 800-802.

Park SY, Saijo K, Takahashi T, et al. (1995y&epmental defects of lymphoid
cells in Jak3 kinase-deficient mideamunity 3: 771-782.

Thomis DC, Gurniak CB, Tivol E, Sharpe AH, Bétly (1995) Defects in B
lymphocyte maturation and T lymphocyte activatiomiice lacking Jak3.
Science 270: 794-797.

Karaghiosoff M, Neubauer H, Lassnig C, et2000) Partial impairment of
cytokine responses in Tyk2-deficient mitemunity 13: 549-560.

Durbin JE, Hackenmiller R, Simon MC, Levy DE996) Targeted disruption of
the mouse Statl gene results in compromised immateinity to viral disease.
Cell 84: 443-450.

Meraz MA, White JM, Sheehan KC, et al. (1998)geted disruption of the Statl
gene in mice reveals unexpected physiologic spéyiin the JAK-STAT
signaling pathwayCell 84: 431-442.

Park C, Li S, Cha E, Schindler C. (2000) Immresponse in Stat2 knockout
mice. lmmunity 13: 795-804.

Haga S, Ogawa W, Inoue H, et al. (2005) Comgaeng recovery of liver mass
by Akt-mediated hepatocellular hypertrophy in lhagrecific STAT3-deficient
mice.J Hepatol 43: 799-807.

Kaplan MH, Sun YL, Hoey T, Grusby MJ. (1996)aired IL-12 responses and
enhanced development of Th2 cells in Stat4-defiai@oe.Nature 382: 174-177.
Thierfelder WE, van Deursen JM, Yamamoto Kale{1996) Requirement for
Stat4 in interleukin-12-mediated responses of ahkiller and T cellsNature
382: 171-174.

- 40 -



Joél Iff 2007

95. Mui AL, Wakao H, O'Farrell AM, Harada N, Miyma A. (1995) Interleukin-3,
granulocyte-macrophage colony stimulating factat emterleukin-5 transduce
signals through two STAT5 homolodambo J 14: 1166-1175.

96. Liu X, Robinson GW, Wagner KU, Garrett L, WyashBoris A, Hennighausen
L. (1997) Stat5a is mandatory for adult mammarydldevelopment and
lactogenesisGenes Dev 11: 179-186.

97. Udy GB, Towers RP, Snell RG, et al. (1997) Respent of STAT5b for sexual
dimorphism of body growth rates and liver gene egpionProc Natl Acad Sci U
SA94: 7239-7244.

98. TakedaK, Tanaka T, Shi W, et al. (1996) Esskrdle of Stat6 in IL-4
signalling.Nature 380: 627-630.

99. Kaplan MH, Schindler U, Smiley ST, Grusby MIR$6) Stat6 is required for
mediating responses to IL-4 and for developmenthd cells.lmmunity 4: 313-
3109.

100. Taniguchi CM, Emanuelli B, Kahn CR. (2006)ttcal nodes in signalling
pathways: insights into insulin actiodat Rev Mol Cell Biol 7: 85-96.

101. Szanto |, Kahn CR. (2000) Selective interachetween leptin and insulin
signaling pathways in a hepatic cell lifeoc Natl Acad Sci U SA 97: 2355-
2360.

102. Fernandez-Real JM, Ricart W. (2003) Insulgistance and chronic
cardiovascular inflammatory syndrontendocr Rev 24: 278-301.

103. Hotamisligil GS. (2005) Role of endoplasmitadum stress and c-Jun NH2-
terminal kinase pathways in inflammation and origirobesity and diabetes.
Diabetes 54 Suppl 2: S73-78.

104. Grunig G, Warnock M, Wakil AE, et al. (1998pdrRiirement for IL-13
independently of IL-4 in experimental asthreience 282: 2261-2263.

105. Wills-Karp M, Luyimbazi J, Xu X, et al. (1998jterleukin-13: central mediator
of allergic asthmaScience 282: 2258-2261.

106. Wills-Karp M. (2004) Interleukin-13 in asthmpathogenesidmmunol Rev 202:
175-190.

107. Zhu Z, Homer RJ, Wang Z, et al. (1999) Pulmpreapression of interleukin-13
causes inflammation, mucus hypersecretion, subaittibrosis, physiologic
abnormalities, and eotaxin productidrClin Invest 103: 779-788.

108. Wynn TA. (2003) IL-13 effector function&nnu Rev Immunol 21: 425-456.

109. Grencis RK, Bancroft AJ. (2004) Interleukin-a3%ey mediator in resistance to
gastrointestinal-dwelling nematode parasi@# Rev Allergy Immunol 26: 51-
60.

110. Finkelman FD, Shea-Donohue T, Morris SC, .et28l04) Interleukin-4- and
interleukin-13-mediated host protection againststinal nematode parasites.
Immunol Rev 201: 139-155.

111. Noelle R, Krammer PH, Ohara J, Uhr JW, Vité&ifa (1984) Increased
expression of la antigens on resting B cells: atitaxhal role for B-cell growth
factor.Proc Natl Acad Sci U SA 81: 6149-6153.

112. Ohara J, Paul WE. (1988) Up-regulation ofrletéin 4/B-cell stimulatory factor
1 receptor expressioRroc Natl Acad Sci U SA 85: 8221-8225.

-41 -



Joél Iff

2007

113.

114.

115.

116.

117.

118.

119.

120.

121.

122.

123.

124.

125.

126.

Thornhill MH, Wellicome SM, Mahiouz DL, Lanchty JS, Kyan-Aung U,
Haskard DO. (1991) Tumor necrosis factor combinigls -4 or IFN-gamma to
selectively enhance endothelial cell adhesivermss tells. The contribution of
vascular cell adhesion molecule-1-dependent am@pendent binding
mechanisms] Immunol 146: 592-598.

Bennett BL, Cruz R, Lacson RG, Manning AM.q1PInterleukin-4 suppression
of tumor necrosis factor alpha-stimulated E-setegéne transcription is
mediated by STAT6 antagonism of NF-kappdBiol Chem 272: 10212-10219.
Nelms K, Keegan AD, Zamorano J, Ryan JJ, R4zl (1999) The IL-4 receptor:
signaling mechanisms and biologic functioAsnu Rev Immunol 17: 701-738.
Dedeoglu F, Horwitz B, Chaudhuri J, Alt FW,haerS. (2004) Induction of
activation-induced cytidine deaminase gene exmadsy IL-4 and CD40 ligation
is dependent on STAT6 and NFkapp#&®.lmmunol 16: 395-404.

Kotanides H, Reich NC. (1993) Requiremenyaidine phosphorylation for
rapid activation of a DNA binding factor by IL-&cience 262: 1265-1267.
Schaffer A, Cerutti A, Shah S, Zan H, Casa(il®99) The evolutionarily
conserved sequence upstream of the human Ig héauy $ gamma 3 region is
an inducible promoter: synergistic activation by4DDigand and IL-4 via
cooperative NF-kappa B and STAT-6 binding sitelsnmunol 162: 5327-5336.
Agresti A, Vercelli D. (2002) c-Rel is a sdlee activator of a novel IL-4/CD40
responsive element in the human Ig gamma4 germhooter.Mol |mmunol

38: 849-859.

Kohler I, Rieber EP. (1993) Allergy-associategsilon and Ec epsilon receptor
Il (CD23b) genes activated via binding of an irgekin-4-induced transcription
factor to a novel responsive elemedsatr J Immunol 23: 3066-3071.

Stutz AM, Pickart LA, Trifilieff A, BaumrukefF, Prieschl-Strassmayr E,
Woisetschlager M. (2003) The Th2 cell cytokinesdliand IL-13 regulate found
in inflammatory zone 1/resistin-like molecule algdene expression by a STAT6
and CCAAT/enhancer-binding protein-dependent meshad Immunol 170:
1789-1796.

Curiel RE, Lahesmaa R, Subleski J, et al. {1 88ntification of a Stat-6-
responsive element in the promoter of the humaarlagukin-4 genekur J
Immunol 27: 1982-1987.

Kubo M, Ransom J, Webb D, Hashimoto Y, Tadsldkayama T. (1997) T-cell
subset-specific expression of the IL-4 gene islegd by a silencer element and
STAT6.Embo J 16: 4007-4020.

Ohmori Y, Smith MF, Jr., Hamilton TA. (1996)-4-induced expression of the
IL-1 receptor antagonist gene is mediated by STAIT&munol 157: 2058-2065.
Worm MM, Tsytsykova A, Geha RS. (1998) CD4fation and IL-4 use different
mechanisms of transcriptional activation of the Bartymphotoxin alpha
promoter in B cellsEur J Immunol 28: 901-906.

Matsukura S, Stellato C, Plitt JR, et al. @)98ctivation of eotaxin gene
transcription by NF-kappa B and STAT6 in human aywepithelial cellsJ
Immunol 163: 6876-6883.

-42 -



Joél Iff

2007

127.

128.

129.

130.

131.

132.

133.

134.

135.

136.

137.

138.

139.

140.

Hoeck J, Woisetschlager M. (2001) Activatideataxin-3/CCLI26 gene
expression in human dermal fibroblasts is mediate8 TAT6.J Immunol 167:
3216-3222.

Wirnsberger G, Hebenstreit D, Posselt G, Hegeck J, Duschl A. (2006) IL-4
induces expression of TARC/CCL17 via two STAT6 nagdsites.Eur J
Immunol 36: 1882-1891.

Welch JS, Escoubet-Lozach L, Sykes DB, LidtlarGreaves DR, Glass CK.
(2002) TH2 cytokines and allergic challenge indMoel expression in
macrophages by a STAT6-dependent mechanl€iol Chem 277: 42821-
42829.

McHugh KP, Kitazawa S, Teitelbaum SL, Ross(2P01) Cloning and
characterization of the murine beta(3) integrineggpromoter: identification of an
interleukin-4 responsive element and regulatioiSHAT-6. J Cell Biochem 81:
320-332.

Khew-Goodall Y, Wadham C, Stein BN, Gamble \i&jas MA. (1999) Stat6
activation is essential for interleukin-4 inductiohP-selectin transcription in
human umbilical vein endothelial cellrterioscler Thromb Vasc Biol 19: 1421-
1429.

Conrad DJ, Lu M. (2000) Regulation of humafihdipoxygenase by Stat6-
dependent transcriptioAm J Respir Cell Mol Biol 22: 226-234.

Gingras S, Simard J. (1999) Induction of 3imgt@roxysteroid
dehydrogenase/isomerase type 1 expression byaokeént4 in human normal
prostate epithelial cells, immortalized keratin@sytcolon, and cervix cancer cell
lines.Endocrinology 140: 4573-4584.

Pauleau AL, Rutschman R, Lang R, Pernis Aowigh SS, Murray PJ. (2004)
Enhancer-mediated control of macrophage-specifimase | expressiod.
Immunol 172: 7565-7573.

Nguyen VT, Benveniste EN. (2000) IL-4-activh&TAT-6 inhibits IFN-gamma-
induced CD40 gene expression in macrophages/miardglmmunol 165:; 6235-
6243.

Borner C, Woltje M, Hollt V, Kraus J. (2004) &T6 transcription factor binding
sites with mismatches within the canonical 5-TTEAS3" motif involved in
regulation of delta- and mu-opioid receptardleurochem 91: 1493-1500.

David MD, Bertoglio J, Pierre J. (2003) Fuontl characterization of IL-13
receptor alpha2 gene promoter: a critical rolenefttanscription factor STAT6
for regulated expressiof@ncogene 22: 3386-3394.

Kotanides H, Reich NC. (1996) Interleukin-duced STAT6 recognizes and
activates a target site in the promoter of theriatgkin-4 receptor gend.Biol
Chem 271: 25555-25561.

Boothby M, Gravallese E, Liou HC, Glimcher L{#988) A DNA binding
protein regulated by IL-4 and by differentiationBrcells.Science 242: 1559-
1562.

Kraus J, Borner C, Giannini E, et al. (200&py&ation of mu-opioid receptor
gene transcription by interleukin-4 and influenéew allelic variation within a
STATG transcription factor binding sité Biol Chem 276: 43901-43908.

-43 -



Joél Iff

2007

141.

142.

143.

144.

145.

146.

147.

148.

149.

150.

151.

152.

153.

154.

155.

156.

Schjerven H, Brandtzaeg P, Johansen FE. (2080hanism of IL-4-mediated
up-regulation of the polymeric Ig receptor: roleSiAT6 in cell type-specific
delayed transcriptional respongémmunol 165: 3898-3906.

Masuda A, Matsuguchi T, Yamaki K, Hayakaw& @shikai Y. (2001)
Interleukin-15 prevents mouse mast cell apoptésmugh STAT6-mediated Bcl-
XL expressiond Biol Chem 276: 26107-26113.

Hebenstreit D, Luft P, Schmiedlechner A, e{2003) IL-4 and IL-13 induce
SOCS-1 gene expression in A549 cells by three fomat STAT6-binding motifs
located upstream of the transcription initiatioie sl Immunol 171: 5901-5907.
Mascareno E, Dhar M, Siddiqui MA. (1998) Signansduction and activator of
transcription (STAT) protein-dependent activatidrangiotensinogen promoter: a
cellular signal for hypertrophy in cardiac musdteoc Natl Acad Sci U SA 95:
5590-5594.

Buttner C, Skupin A, Rieber EP. (2004) Traipsimnal activation of the type |
collagen genes COL1A1 and COL1AZ2 in fibroblastsrigrleukin-4: analysis of
the functional collagen promoter sequendeSell Physiol 198: 248-258.

Moriggl R, Berchtold S, Friedrich K, et al9@7) Comparison of the
transactivation domains of Stat5 and Stat6 in lyoibleells and mammary
epithelial cellsMol Cell Biol 17: 3663-3678.

Lee DU, Rao A. (2004) Molecular analysis ¢d@us control region in the T
helper 2 cytokine gene cluster: a target for STAU6not GATA3.Proc Natl
Acad Sci U SA 101: 16010-16015.

Blanchard C, Durual S, Estienne M, et al. @00-4 and IL-13 up-regulate
intestinal trefoil factor expression: requirememt $TAT6 and de novo protein
synthesisJ Immunol 172: 3775-3783.

Jaruga B, Hong F, Sun R, Radaeva S, Gao B3J2Drucial role of IL-4/STAT6
in T cell-mediated hepatitis: up-regulating eotaxamd IL-5 and recruiting
leukocytesJ Immunol 171: 3233-3244.

Lentsch AB, Kato A, Davis B, Wang W, Chao @wards MJ. (2001) STAT4
and STATG6 regulate systemic inflammation and proagainst lethal
endotoxemiaJ Clin Invest 108: 1475-1482.

Li J, Grigoryev DN, Ye SQ, et al. (2005) Chimimtermittent hypoxia
upregulates genes of lipid biosynthesis in obes®@iAppl Physiol 99: 1643-
1648.

Li J, Thorne LN, Punjabi NM, et al. (2005)dmhittent hypoxia induces
hyperlipidemia in lean mice&€irc Res 97: 698-706.

Savransky V, Nanayakkara A, Vivero A, et 20q7) Chronic intermittent
hypoxia predisposes to liver injuflepatology 45: 1007-1013.

Aoudjehane L, Podevin P, Scatton O, et aD{2nterleukin-4 induces human
hepatocyte apoptosis through a Fas-independenvagtRaseb J 21: 1433-1444.
Low SH, Vasanth S, Larson CH, et al. (2008y®&wstin-1, STAT6, and P100
function in a pathway that transduces ciliary medsansation and is activated in
polycystic kidney diseas®ev Cell 10: 57-69.

Shum BO, Mackay CR, Gorgun CZ, et al. (2006 &dipocyte fatty acid-
binding protein aP2 is required in allergic airwaffammation.J Clin Invest 116:
2183-2192.

-44 -



Joél Iff 2007

157.

158.

159.

160.

161.

Zimmermann N, Mishra A, King NE, et al. (2004anscript signatures in
experimental asthma: identification of STAT6-depamidand -independent
pathwaysJ Immunol 172: 1815-1824.

Huber SA, Sakkinen P, David C, Newell MK, Ty&¥P. (2001) T helper-cell
phenotype regulates atherosclerosis in mice unatatittons of mild
hypercholesterolemi&irculation 103: 2610-2616.

Satterthwaite G, Francis SE, Suvarna K, €2805) Differential gene expression
in coronary arteries from patients presenting vgtthemic heart disease: further
evidence for the inflammatory basis of atherosdistédim Heart J 150: 488-499.
Vats D, Mukundan L, Odegaard JI, et al. (2@D®8idative metabolism and PGC-
lbeta attenuate macrophage-mediated inflammafidhMetab 4. 13-24.
Lacy-Hulbert A, Moore KJ. (2006) Designer ntgatrages: oxidative metabolism
fuels inflammation repaiCell Metab 4: 7-8.

-45 -



Joél Iff 2007

- 46 -



1. Introduction
Part B

Proteomic Tools



Joél Iff 2007




Joél Iff 2007

1.6 What is proteomics?

Proteomics is a widely used method to identify @iotstructure and functions.
Proteins play various crucial roles in organismehsas catalyzing chemical reactions with
high speed and high specificity (enzymes), trartgmgita signal to distant cells (hormones) or
recognizing immune identity (antibodies). Protedme also very important in different other
tasks such as transducing signals inside cellsispating ligand or maintaining cell
structure. Because of this large panel of functiod distribution in the organism, proteomics
is the method of choice to study and identify thésge varieties of proteins. Moreover,
proteomics can help discovering therapeutic targetsiomarkers candidates by comparing

two different types of samples for example contnad treated.

The word proteome describes an entire organisnogejr content. The study and
identification of this complex mixture of proteineceived the name “proteomics”. This
nomenclature comes from the analogy of the wordnbgecs”, which describes an
organism’s gene content, applied to an organisnnégem content. The former goal of
studying proteins was to determine all the propewduced by the DNA and, therefore, give
a complete overview of the protein complement ef genome (1). But scientists noticed the
limits of this approach due to the particular andltiple functions of proteins. Most of the
proteins possess specific conformation or modificatalled post-translational modification
(PTM) in order to be functional. For that reasdm basic study of protein expression became
limited. Therefore, proteomics expanded from prignagorotein identification to post-
translational modifications and protein-proteirenatctions studies.

1.6.1 Gene guantification

The completion of the Human Genome Project in 2088 offered new opportunities
of understanding cell biology (2J.he availability of this sequence database hasrheca
starting point to open large possibilities for beniical research, and to discover mechanisms
involved in the functional regulation of a cellatissue (2, 3)The crucial goal of identifying
and sequencing the 20°000 to 25’000 genes of thmamugenome was to use the genetic
sequences to predict the translated proteins am/éstigate their roles and interactions (3).
Moreover, high throughput technologies allowingedletining thousand of genes expression

pattern were decisive in the understanding of lgickl processes.
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The global pattern of gene expression is used ¢otify candidate that might be
involved in disease processes (4). Thereforeasuring mRNA levels is one of the
appropriate techniques to elucidate gene functidhs. two most frequent used techniques
include DNA microarray technology (gene chip) aratiad analysis of gene expression
(SAGE). DNA microarray technology is based on imitibing probe sequences at
predetermined positions that will hybridise compéerary fluorescent labelled mRNA
extracted from experimental material (5). By quignig the labels, the relative abundance of
MRNA is determinedHigure 1).

Controf Cell Experimental Cell

Microarray
preparation

Figure 1: DNA microarray technology from Columbia University, New York. A fluorescent
dyeis labelled with mRNA extracted from control (green) or treated (red) cells. ThismRNA is
hybridized with cDNA present on microarray and the intensity of fluorescence describes the

amount of mMRNA present in the sample.

This technique allows identifying 2-3 fold change®xpression, but smaller changes
are more difficult to detect due to cross-hybritlma that diminish specificity (6). On the
opposite, SAGE is based on the generation of unisjuet sequence tags from each mRNA
molecule in the cell (7). The frequency of preserafe each tag provides absolute
guantification of MRNA expression. However, erroas occur if the tag is not unique or if

low copy-number genes are present (6).
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1.6.2 Protein synthesis and its regulation

These mRNA used to quantify genes are functionatiyets of the four base pair
containing DNA. Once translated, these newly sysittesl short sequences migrate to the
cytosol where they are translated into a combinatid the twenty corresponding amino
acids. Finally, the assembly of amino acids, callepolypeptide, is folded into functional
protein with the help of chaperones. These foldedens will act as functional product of

the geneKigure 2).

T ARTLNT A

Synthesis of l
mANA in the

nucleus

CyToPLASM

: ) _ mRNA
o

_ Ribosome
-

Movement of
mANA inte
cytoplasm via

nuclear pere

| Synthesis
of protein

-
Polypeptide

€194 oo Weniey Largrars i

Figure 2: Protein synthesis from Addison Wesley, Longman. DNA is transcribed into
corresponding mRNA, which will then be translated into corresponding polypeptides.

Proteins are a three dimensional folding of these polypeptides.

Many different steps are involved in the regulatmnprotein synthesis from their
corresponding genes. These include DNA transcripttRNA translation and additional
transformation steps. Different factors can reguthts flow of information. Every step of the
synthesis can be influenced by a specific type oflification which can control the amount
of final functional product. These different moddtions include transcriptional and post-
transcriptional control (alternative splicing), ishdational and degradation control, activation
control (PTM) and catalytic control (stabilityfrigure 3). Due to these multiple control steps,

the correlation between mRNA level and protein amtasilow.
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Epigenetic factors
Feedback loops

P >200 known posttranslational

Transcription Processing Translation modifications
] 1 1 ’—‘ é; (eg, phosphorylation, glycosylation
(2 2> RNA I ">{ mERo) > [FIE=Th lipid attachment, peptide cleavage)
T N

Transcriptional ~ Posttranscriptional Translational and Activity controls Catalytic activity,

control control degradation controls (eg, post-translational association, stability, halflife,
(eg. altemative splicing, Translational frameshifting  modifications, degradation, localisation, activity, etc)
altemative polyadenylation, compartmentalisation)
RMA editing)

Figure 3: Regulation and modification of gene products from DNA to proteins from R. Banks
(et al.) (8). Protein synthesis can be regulated at many different steps including transcription,
processing and trandational. These modifications reduce correlation between mRNA and
protein level. Finally additional modifications (PTM) and diverse external factors can affect

protein structure and stability.

In addition to these modifications, protein polympioism can influence activity of
protein. Moreover, the majority of proteins maythmeted by many additional PTM in order
to be activated and fulfil their physiological rol€or example, phosphorylation is a
reversible modification adjusting folding and fuoct of proteins including enzyme activity
(9). Another modification, glycosylation is involved wrarious biological events, including
cell recognition, adhesion and cell-cell interact{®1-13).These protein modification studies
have been developed to supplement proteomics antharefore called phosphoproteomics
and glycoproteomics. Moreover, the specific studygtycomes and their genomic or
pathologic relationship with organisms is called/cgimics. These different approaches
opened a new opportunity to overcome the non lime&tionship between genome and

physiological effect (14, 15).
1.6.3 Correlation between genome and proteome

One of the aims of sequencing the human genometavaseasure genes and their
correlation with corresponding functional proteiAs. shown previously, correlation between
MRNA and proteins is not perfect due to the lamgp@ant of post-translational modifications.
As expression or function of proteins is modulaedany points, gene quantification cannot
provide accurate results. Moreover, proteins aesftimctional product of the cell and are

therefore expected to provide more relevant infdgionathan gene quantification. The first
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studies that revealed poor mRNA protein correlati@re conducted using two dimensional
gel electrophoresis (2-DE) (16, 17). These studisved measuring the Pearson correlation
coefficient between mRNA translational product gmdtein. This coefficient measures the
tendency of the variable to increase or decreagether and ranges from -1 to 1. A value
close to 1 shows a linear relationship betweertwlevariables and a value close to -1 show
an increase when the other variable decreaseslu& w40 means no correlation between the
two variables. The Pearson coefficient betweenemmaand mRNA varies from 0.46 to 0.76

(6). These studies give the proof about mMRNA natdpa reliable indicator of protein levels.

Most of the protein-based therapeutic compoundslyingfrM which can affect
protein properties relevant to their therapeutigliaption. Therefore, a correct understanding
of human complexity implied knowing the total numioé genes in addition to the proteome
that is created through differential splicing of NMR protein post-translational modifications
and the release of active products after physio@gictivation (10). For example, the 20’000
to 25’000 genes are translated to a total of 671764 redundant human proteins (human IPI
database, v. 3.33 - release 13.09.2007) (11). Hemtns result may vary depending on the
protein database. Unfortunately, one of the linoted of proteomics is the incapacity of
identifying factors that determine ultimately prioteeffects, like pH, hypoxia or drug
administration. However this limitation can be am@ne by studying metabolites of cell
products. Metabolomics became widely used to givematabolic profile of the

physiologically relevance of the end-products af@yexpression.
1.6.4 Proteome complexity

The large amount of proteins present in organismeke®s proteomic a very
challenging science. Moreover, these products framp conditions to conditions, from cell
to cell and represent a large dynamic range. Bic&bdluids, cells or tissues are therefore
extremely complex to be analyzed. For that readiferent techniques exist to simplify the
proteome and their choice depends on the type tbmesed. For example, most proteins of
interest in the identification of a biomarker oetapeutic candidates are pooled in only 4% of
an entire plasma sample. The 96% left are repredent the 12 most abundant proteins and
are therefore not of interest in most of the stai@f@gure 4). On the opposite, when using
cell or tissue, separating organelles can be usefulsubset of the proteome needs to be
studied.
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Figure 4: 12 proteins comprise up to 96% of the protein mass in plasma from the Plasma
Protein Institute (12); drawing by Beckman Coulter. These proteins include albumin,
immunoglobulin G (1gG), transferin, fibrinogen, immunoglobulin A (IgA), a2-macroglobulin,
immunoglobulin M (IgM), al-antitrypsin, haptoglobulin, al-acid glycoprotein and
apolipoprotein Al and A2.

This huge variation in the proteome abundance bas Btudied by Andersdgt al.)
who suggested a range in copy numbers of probaBlpriders of magnitude in human cells
(13). This range can even be larger when compatiegmost abundant plasma protein
(albumin) with a single protein copy present in gh@sma and released by a single necrosed
cell (kininogen) (14). Moreover, this variation cesach up to 12 orders of magnitude. This
huge variation can be represented, at the eard lgvcomparing order 10 (10°000 km) to
order 1 (1 cm)Kigure5).

10'000 km 1'000 km

100 m 10m Tm 10cm Tcm

Figure 5: Ten orders of magnitude represented at the eardi, ladapted from B. Domon.
Earth represents order 10 (10’000 km) and ant semits order 1 (1 cm).
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When analyzing plasma, depletion of most abundeostems is often used and can be
crucial to perform high quality analysis. This ##gy consists of removing the most abundant
proteins by immunodepletion and keeping the smalttion of interest. This process is
necessary to avoid important biological informatiming lost (15). Several columns are now
commercially available angigure 6 shows the Multiple Affinity Removal System (MARS)
LC column as an example.
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@ Anti — Transfemmin-—_ ¥ = ¥
@ Anti — Haptoglobin-_ ==
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O Anti — Igh— L N
@ Anti — Fibrinogen—— _]
© &nti — Alpha2-Macroglobulin—
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o High-abundant Protein
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Proteamic Sample with Low Abundance Proteins
In Column Flow-Through

Figure 6: The MARS Human-14 LC column from Agilent Technologies removes fourteen
abundant plasma proteins.

On the opposite, when working with cell culture t®sues several fractionation
strategies exist to lower sample complexity ancamalyze subsets of the total proteome
called subproteomes. Zhareg &l.) have classified subproteome profiling strategiés three
categoriesKigure 7) (16).
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Subproteome prefiling

Physico-chemical properties ‘ Biochemical fractionation ] Specific chemical probes
* 2- or 3-D chromatography * Protein complexes via affinity

[6,7,9-11] enrichment [14-16 25-27]
* Electrophoretic fractionation * Cellular machinery [3,17-19]

[12,13] » Organelles [20-22]

* Subcellular fractions [11,22,24]

Amino acid-based profiling: PTM-based profiling: Activity-based profiling

= N-terminal peptides [32] * Glycosylation [49,50,52] [72-78]

* Cys [5,34,25] * Phosphorylation [61,62,64-68]

= Met [43,44] * Ubiguitination [70]

* Trp [45]

« His [46 47]

Curren: Opinien In Chemical Bloiagy

Figure 7: Srategies for subproteome profiling from Zhang (et al.). Numbers in brakets are
related to referencesin the original paper (16).

Finally, separative techniques can be applied totygles of samples to analyze
proteins. These techniques are based on physicoicaleproperties of proteins or peptides,
and include two-dimensional gel electrophoresisDE)- and multidimensional protein
identification technology (MudPIT). Another techa& such aglifferential centrifugation is
an appropriate solution to concentrate the differerganelles in the cellF{gure 8).
Typically, a sucrose gradient is used to enriclseparate the different cytosolic, nuclear,

mitochondrial and/or microsomal (endoplasmic rdtim) fractions (17).

Microfilament

Centriole

Smocth \
endoplasmic

reticulum

Mitachondrion

Rough
endoplasmic
reticulum

Golgi apparatus Lysosome

Figure 8: Structure of the eukaryote cell from Chemistry pictures. This structure includes
nucleus, ribosome, rough endoplasmic reticulum, golgi apparatus, centrioles, lysosomes,
mitochondrion, smooth endoplasmic reticulum and microfilaments. In order to simplify

proteome, these organelles can be separated.
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Specific antibodies are used to immunoprecipitatd msolate a particular subset of
protein including receptor complexes. Moreoverciephospho- or glycan-antibodies can
capture phospho- or glycoproteins and can be usefiein PTM identification is required.
Finally, chemical probes are used to pull-down g@rat containing the adequate targets (e.g.

specific amino acids, phosphate group or sugartyna¢c.).
1.6.5 Ultimate proteomic tool: mass spectrometry

One of the reasons of the rapid proteomic expansitime improvement of technique
efficiency and development of new technologiesudiig nanoscale liquid chromatography
coupled with tandem mass spectrometry (LC-MS/MS) pratrix-assisted laser
desorption/ionisation (MALDI) (18). These technigwere based on mass spectrometry (MS)
(immune-MS, MS profiling), on protein arrays (amiity arrays, reversed phase arrays), on
RNA assays (oligonucleotide microarrays, gene ¢hips on DNA assays (chromatin
immunoprecipitation, high-density DNA microarray®y, 28). Proteomics is nhow the most
widely used approach to evaluate differential egpi@n on tissues, biofluids, and enzymatic

pathways as well as disease and toxicological sorg€19).

Figure 9 explains a typical workflow in a proteomic study.protein population is
usually extracted from a biological sample. Thistein population is then separated by
single or multiple dimension gel electrophoresid #men digested (trypsin, endoproteinase)
prior to the mass spectrometry identification assly An alternative approach consists of
digesting protein first and separating peptideshigh performance liquid chromatography
(HPLC) before the identification analysis. Peptiggse then ionized using an electrospray
ionization (ESI) or matrix-assisted laser desorpimization (MALDI) and analysed by
various different mass spectrometers including quaale or Time of Flight (TOF)Finally,
the obtained peptide-sequencing are searched agaiotin databases using database-
searching softwares (Sequest, Mascot, etc.). Exesngil the reagents or technigues used at

each step of this workflow are given beneath eacvwa
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Figure 9: Typical workflow in proteomic studies from Steen (et al.) (20).

The use of tandem mass spectrometry (MS/MS) forteproanalysis has been
elaborated during those last twenty years. Befoeeekistence of this tool, applied to protein
analysis, the method of choice for the analysismino acids sequences was the Edman
degradation. The principle is based on the secplemmoval of an amino acid from the N-
terminus of protein and on the identification oistisleaved amino acid. Shimonislet @l.)
proposed in 1980 to combine mass spectrometry amiak degradation by measuring the
mass of the peptides after amino acid removal (@ayvever, the extension of this approach
to biological samples was confronted to a fundaalgmtoblem. This problem consisted to
transfer highly polar, completely non-volatile mulées with a mass of several kDa into a
gas phase without damages (20). After several ivgments the identification of peptides
with mass spectrometry took a radical change in1®@0s with the development of two
ionization methods for large molecules: electrogpmmisation (ESI) by Feniet al.) and
matrix-assisted laser desorption/ionisation (MALDY) Karas(et al.) (32, 33). Moreover as
well as the rapid increase of the number of avhilgbotein sequences databases contributed
to this expansion. The discovering of these twohwmeé$ became the starting point of the
proteomic approach called peptide mass fingermgn(PMF), based on the measure of the
peptide mass composition and on its correlatiorh iteoretical masses computed from
protein sequences databases (34, 35). Differeritvad has been proposed to identify
proteins from PMF data, such as Mascot, ProFoundildente (22). Finally, another
identifying approach used with ESI was based oncibreelation of MS/MS spectra with
theoretical peptides fragment mass found in dathéz3).

The mass spectrometer is the key element in thifdation of peptide mass. This
powerful tool is composed of three elements: anzaiion source, a mass analyzed a
detector. The ESI and MALDI are the most commorggdiionization sources (20). When
using MALDI the samplemust be co-crystallized within an ultraviolet atiBng matrix
which is a low-molecular weight aromatic acid. Dwrirradiation, a focused laser of suitable

wavelength target the matrix and makes the molsauelime and transfer into the gas phase
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(20). The formed ions are then accelerated by rdegibtentials into a mass analyser.
Contrary to the MALDI, ESI source can spray pemidelution under high-voltage (several
kV) to create highly positive charged micro dropland generate ionized peptidé&sg(re

10). The liquid, eluting from the chromatography auolu contains the peptides which are
electrostatically dispersed. Once the droplets resleulized, the solvent evaporates which

decreases the size and increases the charge defrntigyparticle.

a MALDI Mass analyser
Acceleration by electrical potentials
o ©® %
o .
° o® e o ©— Matrix ions and neutrals
o o 00
) © (+] (:)70 Analyte ions
(4] ° oo

o

Laser

Analyte molecules

Matrix
molecules

b Electrospray ionization
.

Liquid-chromatography
column

Droplets releasing
peptide ions

Spray needle v

spectrometer

Peptide
mixture

Figure 10: Two ionization techniques. matrix-assisted laser desorption/ionization (MALDI)
(a) and electrospray ionization (ES) (b) from Steen (et al.) (20). MALDI consists of targeting
peptides with a laser which will ionize these peptides. ES consists of applying a current
between the end needle of a HPLC and the mass spectrometer. This current will ionize

peptides.

Finally, the ionized molecules are injected inte timass spectrometer and peptide
fragmentation is induced by collision with envirommtal gas. This collision causes an amide
bound cleavage, creating b-ions when the chargetasned by the amino-terminal fragment
or y-ions when it is retained by the carboxy-terahifragment Figure 11) (20). Some other
types of fragments (e.g. a-ions) can also be predidepending on the type of ionisation (e.g.

MALDI) and mass spectrometer.
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Figure 11: Fragmentation process during mass spectrometer collision from Steen (et al.)
(20). b-ions represent fragments retaining charge at the amino-terminal and y-ions represent

fragment retaining charge at the carboxy-terminal fragment.

The mass analyzer separates the peptide ions amgaooctheir mass over charge ratio
(m/2). This ratio is then recorded by the detector. Reidncy can be reduced by the use of an
exclusion list containing the previously fragmengpedcursor ions (24). Each selected peptide
can then be fragmented after collision inducedadisgion (CID) into different fragment ions
and be recorded as the MS/MS spectrum. This spadgiwcomposed of thevz ratio of the
precursor ion corresponding to its mass and chatge, as well as some b- and y-ions
representing part of the amino acid sequence opémide Figure 12). Each peak of the
HPLC run represents a group of the most abundartides (a). The amount of peptides is
therefore given by the height of each peak. Thectspmeter can then select the most
abundant peptides present in each peak and maasiréotal mass (MS) (b). Finally, these
selected peptides are fragmented and the MS/MSesequof each peptide gives their exact

sequence (c).
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Figure 12: Chromatogram (a), MS (b) and MSMS (c) spectra of a mixture of peptides

separated on a HPLC column from Seen (et al.) (20). Mass spectrometer select the most

intense peptides in each chromatogram peaks. Then mass of these peptides is determined

during MS Finally each peptide is fragmented and their sequenceis given during MSMS

Three different approaches are commonly used termh@te the correct identity of

analyzed peptided={gure 13). The first one, called Peptide Sequence Tagtid&Search)

is based on interpretative models where it is assutnat each MS/MS spectrum contains at

least a continuous serie of fragment ions givinghart amino acids sequence called amino

acid tag (panel a). Together with the amino terimmass (m) and the carboxy terminal mass

(m3), the peptidic sequence tag is searched in thabdaé to match the complete peptide

sequence (20). The second approach (panel b)ésl lmsdescriptive models like the Sequest

algorithm, which mathematically correlates the ekpental MS/MS spectrum with the
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theoretical predicted MS/MS spectrum. The qualityhe match is then quantified to give a
cross correlation score reflecting the similarigteeen the spectra (20). The third approach
(panel c) implies statistical and probability madd&lhe Mascot search engine, which is based
on the MOWSE scoring algorithm (25), evaluatedtad matches between the input MS/MS
spectrum and peptide sequences from the databageolb@bility (P) that the match is a
random event is calculated for each peptide andoeesis returned as -10 x kpg(P) for
better convenience. Further information on datalsesaching software can be found in

recent reviews (26, 27).

a Partial sequence
(amino-acid tag)

m : pom3

eeee@ooea Sequence data from

tandem-MS spectrum
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(peptide-sequence tag)
Sequence data
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Match predicted
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Figure 13: Different approached in the identification of peptides from Steen (et al.) (20).
These approaches consists of (a) matching sequence against a database with most intense
fragments, (b) determining similarities with theoretical spectrum and (c) calculation of all

predicted fragments contained in the database.
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1.6.6 Identification of biomarkers and “therapeuti@argets”

One of the main applications to proteomics is tHentification of biomarkers.
Biomarkers can be defined as characteristic measured as an indicator of ngrmal
pathological or pharmacological responses to aapieartic treatmen28). These indicators
are required to monitor diseases or therapeuticieficy because of their intensity increasing
after the disease becomes pathological.

Late biomarkers
of disease/effect
Early biomarkers AN ﬁ}
of disease/effect Pharma
Onset of -
disease/effect l Riagnostic Disease
l \-\(—/ markers
Pred\s@c\)swt\o-n Prognostic & - Healthy
\rv?@g’rkers markers
Changes in ;Se;tﬁv;ay dynamics
to maintain homeostasis

Figure 14: Development of diseases from healthy to disease state by monitoring biomarkers
evolution from Van der Greef (et al.) (29).

For many human diseases, currently existing bioerarlare inadequate for early
detection. The problem comes from the specificasdeof these biomarkers when disease has
already occurred, making monitoring difficuFigure 14) (19). Another drawback comes
from the long validation process that occurredhim hiomarkers discovery and identification
before proteomics has emerged. This process wasdbas gene expression analysis,
followed by validation of a candidate at the protivel using antibody assaysigure 15)

(30). Obtaining suitable antibodies against bioraarkandidates followed by validation in
plasma samples are the most time-consuming stéps P8oteomics gave therefore new

opportunities in this identification process.
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Figure 15: Biomarkers discovery and validation workflow from Immler (et al.) (30). The
discovery starts with gene expression studies followed by antibody validation. This validation

step can be avoided with the use of mass spectrometry.

The aim of applying proteomic to biomarkers is &phidentifying new proteins in
the early detection of disease. Moreover, protesnaitows simplifying the workflow by
avoiding antibody validation using multi-dimensibnaeparation followed by MS
guantification. The quantification can be achievesing isotopically labelled synthetic
peptide as internal standard (30). Finally, thenicéil validation is performed using an
Enzyme-Linked ImmunoSorbent Assay (ELISA). ProtezsniPTM evaluation and protein
interconnection are complementary approaches indesatification of new biomarkers. By
comparing control and treated models, or healttiy@athological patients, these approaches
are very useful in the identification and the clegedsation of new biomarkers candidates.
Table 1 represents biomarkers commonly used to identggakes. Most of them are released

after damages and new candidates of early detewtoid be useful.
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Table 1:Protein biomarkers in diseases from the Plasmtee®&mnte Institute. Biomarkers can
identify different type of disease, including caclidamages, cancer, inflammation, liver

damage, coagulation disorders, allergy and infastiiseases.

Cardiac damage Tnl, CK-MB, Mb, MPO, BNP

Cancer PSA, CA-125, Her-2

Inflammation CRP, SAA, cytokines, RF

Liver Damage ALT, ALP, AST, GGT (enzyme assays)
Coagulation AT-ll, proteins C&S, fibrinogen, VWF
Allergy IgE against various antigens

Infectious disease HIV-1, Hepatitis BsAg

Finally, they can contribute to the designing afichl trials by evaluating the safety
and efficacy of the investigated compound or byvigliog information for guidance in

dosing and thus minimizing inter-individual var@tiin response (28).

Applying proteomics in the identification of bionkars can be used by three different
approaches. The first one, called protein profilings to identify molecular signatures, or
unique features within mass spectral profile, cti@rizing biological samples, specifically
human serum samples (31). This approach is howmsaricted to the most abundant
proteins. This unique profile is represented by il of the mass over chargevg) ratio
versus intensity of each detected peptide acrossynsamples using a MALDI mass
spectrometer. This approach however underestintla¢esomplexity of the proteome and the
difficulty of identifying the peak of interests. @htwo other methods: two-dimensional gel
electrophoresis and liquid-based approaches. THe#frent methods are used in all the
different phases involved in the discovery and tigwaent of a biomarker and represented in
Table 2.
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Table 2: The five phases involved in the development anting®f disease biomarkers as
proposed by the Early Detection Research NetwoBdRE) from Duncandt al.) (31). Phase
| is the discovery phase, phase Il s the validagibase, phase Il is the pre-clinical phase,

phase IV is the prospective clinical phase and @hass the large scale clinical phase.

Phase | Exploratory studies to identify potentially
useful biomarkers (i.e., the “discovery”
phase).

Phase I Biomarkers are studied to determine their

capacity for distinguishing between people
with cancer and those without
(i.e., the “validation” phase).

Phase Il Studies to assess the capacity of a
biomarker to detect preclinical disease by
testing the marker against tissues collected
longitudinally from research cohorts.

Phase IV Prospective screening studies.

Phase V Definitive large-scale population studies to
determine the overall impact of screening
on health outcomes in the target population.

1.7 Quantitative methods for proteomic studies

Mass Spectrometry (MS)-based techniques allow amgjylarge amount of protein.
This method has the advantage of allowing quaiv&aapproach. Quantitative studies
involves a differential level of expression betwemo experimental conditions and are
therefore the most common approach in proteomibg approach can give an absolute or
relative amount of proteins in the sample and mayubed specifically in certain type of
experiment, such as toxicology. To perform an aauantitative measurement, complex
protein samples must be simplified before protdantification. Researchers have access to a
variety of different separative techniques inclgd¥D gel electrophoresis, combined with
different staining and visualization methods, adl we liquid-based approaches, including
proteins or peptides labelling, to process andyaeaheir samples. The workflow for protein
identification using different separative technigji illustrated irFigure 16. This workflow
contains the following steps: reduction of compgxprotein targeting (in case of 2-DE gel),
protein digestion, peptides ms/ms analysis, pepdieetification and protein identification by

grouping peptides.
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Figure 16: Workflow for protein identification based on tandem mass spectrometry from P.

Hernandez (24). The different phases implied in peptide identification include protein

separation, isolation, digestion and peptide fragmentation. Finally a database is used to

group peptides and identify protein.

The quantitative techniques can be divided into wvoups, called the gel-based

approaches, including 2D polyacrylamid gel eledianesis (2D-PAGE)Differential Gel

ElectrophoresisfIGE) technology and the liquid-based approachesrevmultidimensional

LC-MS/MS is used in conjunction with different peat/peptide labelling techniques such as
(O-18, cICAT, SILAC, iTRAQ, etc.). The Table belagives an extensive overview of the
techniques used today to achieve high throughpalysis [Table 3).

Table 3:Quantitative techniques based either on 2-DE digoid-based approach.

Densitometric comparison in 2 DE

Liquid-based quantification

Visible stain
Coomassie, Silver
Fluor escent dye

DIGE, SYPRO
Radiolabelled detection
Different isotope

Precursor ion
0, AQUA, cICAT, ICPL, Metabolic labelling, SILAC
Reporter ion
iTRAQ, tandem mass tag
Label free
Replicate, emPAl, average
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1.7.1 Densitometric comparison in 2D gel electropésis

Two dimensional gel electrophoresis (2-DE) is orfethe most frequently used
method for separating proteins (6). The immobiliptétigradient (IPG) and 2-DE technique
has first been described by Patrick O'Farrell ifT3@nd extensively reviewed by Angelika
Gorg in 2004 (44, 45). Several improvements hawnbrade to this method in the past few
years in 1993, 2000 and 2004 (46-48). Principl@-6fE is to separate proteins on the basis
of their chargei(e. pl) in the first dimension and their molecular giiin the second. This
process is used to isolate each protein that wilicbmpared, once labelled, between two

experimental conditions.
1.7.2 Sample preparation

Appropriate sample preparation is critical for abitag optimized 2-DE results. The
process should allow the complete solubilisatiasaggregation, denaturation and reduction
of the proteins contained in the sample. Thesesstep very important to obtain a well-
focussed first dimensional separation. Among tla@eats used, urea solubilises and unfolds
most proteins to their linear conformation, detetgsolubilises hydrophobic proteins and
minimizes protein aggregation and reducing agesd\was disulfide bonds to allow proteins
to unfold completely. Proteins are therefore dematuinto their linear structure
(polypeptides), losing their three dimensional comfations, avoiding intermolecular
interactions. Finally, polypeptides must be pradcfrom protease liberated from cell
disruption by using protease inhibitors such apdgtin or aprotinin. If a subset of the tissue

or cell is of interest, protein fractionation teaue or reduction of the pl range may be used.
1.7.3 First dimension: Isoelectric focusing (IEF)

Proteins are then separated by isoelectric focugieg) after a current is running
through the solution. The sample is often loadethéfirst dimension by rehydratation of a
commercial IPG strip. This technique allows largeantities of protein to be loaded, reduces
the formation of precipitate and avoids problemseakage compared with cup loading. IEF
is an electrophoretic method that separates ps@igording to their isoelectric point (pl).
The current makes the charged polypeptides mignadeigh an immobilized pH gradient gel
strip until they reach their isoelectric point. Tpkis the specific pH at which the sum of

- 68 -



Joél Iff 2007

negatively charged amino acids is equal to the sfipositively charged amino acids. In

other words, the protein pl corresponds to a natgghof zeroKigure 17).

Net Charge
COOH

coo® coo® +3

C NHE C NHD ( NH, +2
— +1 Isoelectric point (pl)

COOH coo? coc® .
304 5 6 7 9 10 11 pH

(& -1
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) -2

pH<pl pH=pl pH=pl 5

Figure 17: Net charge of a protein versus the pH of its environment from 2-D
electrophoresis, principles and methods, GE Healthcare Life Sciences. The pH of the
environment influences the overall charge of a protein. Once pH equals pl, the net charge of

this protein equals zero.

Once the pl is reached, the protein stops migratimgappropriate first dimensional
separation requires selecting a first-dimensionrphfje corresponding to the complexity of
the sample. For example, a pH of 3-10 is often usedan overview of total protein
distribution. To obtain a more detailed overviewtltd sample it is possible to combine pH 4-
7 and 6-9 or even narrower pH window of one undwNsuch strips are manufactured which

improve resolution and reproducibility.

1.7.4 Second dimension: SDS-PAGE

After IEF, SDS-PAGE (sodium dodecyl sulphate -potyéamid gel electrophoresis)
is performed. This approach is an electrophoresihau for separating proteins according to
their molecular weight (MW). The gel strip contaigi proteins is placed on the top of a
precast polyacrylamid gel containing sodium dodecybhate. The first dimensional focused
proteins migrate on the second dimension afteryapgplan electric current. The intrinsic
electrical charge of the sample proteins is nduericing the separation due to the presence
of SDS in the sample and the gel. By forming meskround the proteins, SDS masks the
overall protein charge, allowing the migration oc@ccording to the molecular weight.
Beside SDS, a reducing agent such as dithiothré@i®IT) is also added to break disulfide
bound. Reduction and prevention of re-oxidationcisicial for cleavage of intra- and

intermolecular disulfide bonds (32). This step ecessary to achieve complete protein

-69 -



Joél Iff 2007

unfolding necessary for a proper migration. By addsDS and DTT in the sample solution,
proteins follow a linear relationship between tbgdrithm of the molecular weight and the
relative distance of migration of the SDS-proteimplex. In addition, an alkylating agent is
added, iodoacetamide to alkylate sulfhydryl groapsl preventing their reoxydation by
binding covalently to cystein groups. This stegnscial for acute spot identification by MS
(32). The difficult issues with 2-DE are to solubiliseri@xtly proteins, to elute without

streaking alkaline or hydrophobic membrane proteitns migrate properly low or high

molecular weight proteins and to accurately andagycibly quantify stained proteins.

Once separated, proteins have to be fixed and liazedaMost common detection
methods of proteins on 2-DE gels include stainiridp @nionic dyesd.g. Coomassie Blue),
silver-staining, fluorescence labelling, and radioee isotopes labelling, using
autoradiography or phosphor-imaging (3Proteins are most often detected with visible
staining (silver stain, Coomassie blue) or withoflescent tags (33Protein visualization
methods should be highly sensitive, possess allnghar dynamic range, reproducible, and
compatible with identification processes, such & (@2). Finally, in order to compare the
density of two spotsgels must be scanned with a densitometer. Thesgesnare then
aligned digitally, and pairs of gels are compargubtsby spot to reveal changes in
abundances. 2-DE is the major method of separatintgins, although it is considered a
labour-intensive and low throughput technique vittor reproducibility (6). Identification of
protein has been improved with commercial nonlingd® strips allowing reducing the pl
range, therefore reducing the overlapping spotss @pproach allows the loading of a more
important amount of sample, increasing the serisitnf the method. The drawback is the
increased amount of gels that has to be run tordinewhole pl range. Protein separation
with 2-DE gel require considerable manual manipoitet however they provide the
separation of several thousand soluble proteink vésolution as yet unequalled by other
methods of protein preparatioRigure 18) (33). Several improvements have been made to
reduce the manual manipulation, like automated ppker but this method will never be

fully automated.
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Figure 18: Example of silver stained 2-dimensional gel electrophoresis and some identified
proteins from R. Banks (8). X axis represents the isoelectric point (pl) of the protein and the
Y axis represents the molecular weight (Mw) of the protein.

1.7.5 Protein detection

The major challenge while detecting protein witlsibie staining is the range of
concentration of individual proteins which diffeettveen six or seven orders of magnitude
and from several millions of copies per cell foghly abundant proteing.€. glycolytic
enzymes) to a few copies per cell for low abundaoteins (32). The two most common
used techniques for the visualization of protei€@massie Blue and silver staining. Those
two staining reagents possess the required prepertiumerated below, although Coomassie
has a lower sensitivity which is one of its limiteits. Coomassie blue is an anionic dye and
the sensitivity of protein detection can be as lasv5 ng, although the actual limit of
detection depends on the individual protein amtdddser to 200-500 ng per spot (32). Even if
colloidal dispersion of Coomassie blue has beearteg to be more sensitive, this staining is
still much less sensitive than the other stainireghods (34). Because of its low price, ease of
use and compatibility with MS, this method is thesthcommonly used. Typically a hundred

spots can be visualized on a gel with milligrams$isgue loaded.

Silver staining is much more sensitive so th@00-3000 proteins per gel can be
visualized and this high sensitivity staining catett as little as 0.1 ng of protein (47, 51).
There is a wide spot variability and even stainiagefact in presence of DNA or

lipopolysaccharide which can result in backgroutadneng of the gel. This staining method
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is not stoichiometric and much less reproduciblenttCoomassie, due to the individual
development of the staining procedure which makésss suitable for quantitative analysis
(32). Finally this staining technique is time comsog because protein must get rid of
formaldehyde and glutaraldehyde contained in thendi solution to avoid protein

modification during the mass spectrometer anal{as3.

1.7.6 Fluorescent dye

Fluorescent dyes often provide greater sensitidtyd broader linear dynamic
responses when compared to colorimetric stainirghas/n orFigure 19 (36). An advantage
of this approach is that the detection of the digmaers a much wider range than for the
non-fluorescent alternatives. This approach allewsiding the superimposition of two gel
images resulting in warping the gels to overlay awmpare them. This technical
manipulation makes image comparison and spot detecomplex, particularly when protein
variations are subtle. The traditional visible aggmh often implies to run several replicates to
be confident. This requires the creation of a “cninhaster gel” which can be compared with

a “treated master gel” and is thus time consuming.

1000 I |

Coomassie colloidal  alkaline silver acidic silver SYPRO Ruby
Blue Coomassie diamine nitrate dye

8

Protein amount (ng)
>

Staining Method

Figure 19: The linear dynamic range of commonly employed protein gel stains adapted from
F. Patton (36). The staining method influences the total amount of protein being visible.
Coomassie blue is less sensitive than silver staining and SYPRO covers a wider dynamic

range but requires a laser detector.
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There are two types of fluorescent dyes: covalprigr to IEF and non covalent
labelling, post-electrophoretic protein stainingv&lent dyes include DIGE (Differential Gel
Electrophoresis) and are incorporated to prote@fisre running the gel. Two protein samples
are pre-labelled with amine reactive fluorescem, aypnsisting of two cyanine dyes (Propyl-
Cy3 and Methyl-Cy5), enabling to run two samples tbe same gel (37). These two
fluorophores are similar but spectrally distinEigure 20). Their N-hydroxysuccinimidyl
esters reacts by nucleophilic substitution withrlgsamine groups on proteins to form an
amide (38). The dyes have very close molecular esaasd are positively charged to be able
to react with the charge on the lysine group. Toidwnultiple dyes labelling on the same

protein, the ration protein/dye must be kept low.

T,

—O

Figure 20: Sructure of cyanine dyes. Cy2, Cy3 and Cy5 from Tonge (et al.) (38).

This technique has the advantage to avoid techwég@tions and eliminates the need
to detect spots on two separate gels. Using tliitaal 2-DE approach implies to repeat the
procedure three to six times in order to reducéarteal variability. The comparison can be
made without warping the gels. This approach hasattvantage of reducing the number of
gel required to make a statistical comparison aiskrthe confidence of the detection and

quantification of changing spots (38). The dyes rmver commercially available with Cy2,
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Cy3 and Cy5. The third dye is used as internal dgtech for minimizing experimental
variations. The major challenge with this pre-elgghoretic protein binding is the protein
mass modification due to the addition of the lab@&jration. Since only 1-2% of the proteins
are labelled in the samples, there is a shift igraiing over the samples on the second
dimension between the labelled and unlabelled prathich might cause problem of protein
identification. More than 95 percent of the proteam be significantly shifted away from the
labelled protein in the MW dimension particularlylewer protein masses which can cause
problem during automated spot picking excision friti@ gel for MS identification (54, 55).
Figure 21 show migrating differences between green and yed(dircled spots). The exact
positions where the maximum amounts of the consdigrotein are located are thus missed,
leading to a loss of sensitivity of the MS analyaes resulting in a reduced reliability and

sequence coverage (39).

150 kDa
100 kDa

75 kDa
50 kDa

37 kDa

25 kDa
20 kDa

15 kDa

10 kDa

Figure 21: Overlay fluorescence image of 2-DE gel after Cy5 (red) and Ruby or Deep Purple
(DP) (green) staining illustration the labelling-induced shifts in spot position particularly in

low molecular masses from Hrebicek (39).

The other type of dyes is the non-covalent bindingluding ruthenium-based
SYPRO dyes and is incorporated by intercalatiofluadrophores into the micelles coating
the proteins. These fluorophores are non fluordsaenaqueous solutions and become
fluorescent upon association with SDS-protein cexgs. This procedure is accomplished in
a single step which can be easily automated. SBERO dyes are not present during

electrophoresis, this approach avoids protein abemigration.
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1.7.7 Radiolabelling of proteins

This approach, combined with electronic detectiogthrads offer a highly sensitive
detection method. Radiolabelling can be achievedinoprporating different radioactive
isotopes {H, *'C, *%P, **P, *s, ¥ or '#7) into proteins. These isotope-labelled proteias c
be detected either with autoradiography or flucapdy using X-ray films exposure. This
technique may need several days or weeks to rezgiled sensitivity. The alternative of this
time consuming approach is the exposure of theolalulled gel to a storage-phosphor
screen which can be scanned with a He-Ne laser gvhasphor-imager. This laser
densitometer can help reaching very low levels adfioactivity with a very high linear
dynamic range. This approach can also be used witemnporating isotope during protein
synthesis $table Isotope Labelling by Amino acids in Celltau) (SILAC).

The major limitation of most visible or fluorescestaining approach is their lower
sensitivity compared to electronic detection meshofiradiolabelled proteins or liquid-based
labelled peptides. Typically, only proteins expezbat higher level than 103 copies/cell can
be detected on standard 2-DE gels by using fluerdsdye technologies, whereas less than a
dozen copies of a protein/cell can be visualizetth e most sensitive electronic detection
methods for radiolabelled proteins (32).

1.7.8 2-DE Analysis

In theory, the analysis of up to 15’000 proteinsidtl be possible in one gel, but,
according to the principles and methods of 2-D &tgtoresis from Amersham Biosciences,
5’000 detected protein spots means a very goodapa (32). Protein identification based
on MS/MS spectra is a challenging issue mainly uieentification algorithms. Among the
difficulties we can mention expected or unexpecteatlifications of the peptide sequences,
polymorphisms, errors in databases, missed or peoHic cleavages, unusual fragmentation
patterns, and single MS/MS spectra of multiple igeyst of the samevz (24).
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1.7.9 Post-Translational Modifications

Phosphoproteomics is the field of increasing imgmace. The described tools will
help characterizing all phosphorylation states ducidation of the entire cell
phosphoproteome. 2-DE gel and phosphoprotein engah are complementary techniques
to study and analyse this issue. Anyway these apgpes lack more molecularly relevant
parameters, such as: molecular half-life, synthesis, functional competence (presence or
absence of mutations), reaction kinetics, the erfte of individual gene-products on
biochemical flux, the influence of the environmecg]l-cycle, stress and disease on gene-
products, and the collective roles of multigenid @pigenetic phenomena governing cellular

processes (40).

One of the strength of 2-DE is its capability t@day locate post-translationally
modified proteins, as they frequently appear asinditve rows of spots in the horizontal
and/or vertical axis of the 2-DE gel. Up to now,eml hundred PTMs, including
phosphorylation, glycosylation, acetylation, ligida, sulfation, ubiquitination or limited
proteolysis have been report&pecific staining methods for detection of PTM aneployed
either directly in the 2-DE gel or, more frequentigfter transfer (blotting) onto an
immobilizing membrane (32)The two major PTM analysed with the 2-DE approach a
phosphorylation and glycosylatiorin addition to the traditional protein analysis,wne
techniques has recently emerged to study PTM amdeiprprotein interactions (41).
Phosphorylation is one of the most abundant PTMtaaldniques have been optimized these
last years to better understand this new approathese new tools include
immunoprecipitation with specific phospho-antibagieaffinity chromatography with
Immobilized Metal Affinity Chromatographf{fMAC) or titane dioxide (Ti@) and chemical

modification with phosphoamidate or phospHatimination (9).

Protein phosphorylation is a crucial PTM requirelt the control of regulatory
pathways like receptor signalling, enzyme actisitieell division or degradation of proteins.
More than 50% of all proteome are phosphorylatetthiang a total of 100°000 estimated
phosphorylation sites in the human proteome (4Re major amino acids known to be
phosphorylated are serine, threonine, and tyrosesmdues. Most of the residues are
guantitatively phosphorylated but some may only tiensiently phosphorylated. Many
techniques are now available to study phosphopmut=o The major challenge is that
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phosphorylation happens in the first minutes afterinitiation of the signal. The addition of
phosphatase inhibitors is thus required. Phospatioyl analysis can be achieved either in 2-
DE gel approach or by enrichment of phosphoprotaind peptides. 2-DE gel approach
implies using phosphospecific strains like Pro-Garbond (Invitrogen), immunoblotting a
transferred membrane with specific phospho-antibmdgadioactive labelling the phosphate
group using®P. The most sensitive method is radioactive labglbut this approach might
lead to some unspecific phosporylation. Commercialailable phospho-stains are less
sensitive and immunoblotting can detect very lowoams (few femtomoles) of
phosphoproteins but specificity and sensitivity sisongly dependant on the respective
antibodies (9). All these methods can only giveapproximation of the result due to co-

migrating proteins within the gel.

The enrichment of phosphoproteins and peptidesetting more popular in the
phosphoproteomics analysis (42). It consists of imaprecipitating the sample with specific
phospho-antibody, elution of the protein sampledlgh an affinity column which retains
phosphoproteins by electrostatic interactions: Imitimed metal-ion affinity chromatography

(IMAC) or TiO, or even chemical modification of the phosphateaugraith phosphoamidate

(9).

Glycosylation is the second most frequent PTM anassociated with pathogenesis or
biochemical alterations. This protein modificatioan be detected with Pro-Q Emerald 488
(Invitrogen) which reacts with carbohydrate groilgysemitting a green-fluorescent signal.
This type of stain allows detection of approximat8t20 ng of glycoprotein per spot (32).
Another approach when detecting glycosylation iesdf binding glycoprotein with sugar
binding lectins. These lectins might be labelledhwidlifferent fluorescent molecules or
enzymes. When analysing in details glycoprotein pasition, a LC-MS based approach is
required (32).
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1.8 Liquid-based techniques

As described previously, proteomics has been usedhkt quantitative analysis of
protein amounts in complex extracts with 2-DE gdwever, the limitations of this approach
in terms of throughput and analyzable protein rangee elicited the development of other
proteomics approaches, based on peptide separaigirad of protein separations. The term
proteomics is now associated with a great varigtyamalysis technique from protein
identification to characterization and quantificati The techniques described below are thus
more often used with a liquid-based approach (LOME but some might be used with 2-
DE gel. Yatesdt al.) described a largely unbiased method for rapidlargke-scale proteome
analysis by multidimensional liquid chromatographgndem mass spectrometry, named
multidimensional protein identification technologyudPIT) (43). MudPIT is a technique
for the separation and identification of complestpm and peptide mixtures. Rather than use
traditional 2D gel electrophoresis, MudPIT separgteptides in 2D liquid chromatography.
Typically, peptides are first separated accordmgheir charge state by a cation exchange
chromatography (SCX) and then according to thedrbghobicity in the second dimension
by reversed-phase chromatography (C18). The sépaiatnormally interfaced directly with

the ion source of a mass spectrometer as shoviangoine 22.

SCX Pump
(20 pl/min)

C18 Pump #1
(250 nl/min)

Autosampler K

SCX
microbore
column

Cis t’ap#1

C18 nanocolumn #1

Waste

Washing Pump Waste 2 4 MS detection
(20 limin)
Waste :
5 9
5 . s@

C18 nanocolumn #2

/ cre P s

C18 Pump #2

Figure 22: 2D dual nanoscale LC-MSMS from Varesio (et al.)(44). Peptide solution is
eluted through a cation exchange column (SCX). This column separates peptides according
to their charge. Then a C18 nanocolumn separates peptides according to their

hydrophobicity. Switching trap column are required to remove gradient salts from solution.
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This method is the most suitable using differentiddeling when comparing two
experimental conditions. The use of stable isotapelling to code proteome is one of the
most recent approaches. These isotopes can bepamated metabolically (SILAC),
chemically either at the protein level (cICAT) drthe peptide level (iTRAQ) or even during

the enzymatic cleavag&®Q).
1.8.1 Quantitation based on precursor ions

Quantification of peptides can be based on precusts generated from isotope
incorporation in the peptides. Isotope can be emtially incorporated into peptides. The
most common way is to introduce two atoms*@ into the carboxylic acid group of every
proteolytic peptide in a protein pool using%). The incorporation of this isotope can be
achieved either with trypsin, Glu-C protease, LypiGtease and chymotrypsiRigure 23)
(61-63). This labelled pool of peptide can be coragavith the same pooled control samples
labelled with'®O contained in regular water. This technique hasativantage to label all
peptides except the original C-terminus of the giro(33). Stewaret al.) has described a
method allowing the conservation of the labelleptiples in natural abundance water without

fear of chemical back-exchange with"#0 by adjusting the pH carefully.

&

R g
o . ¥
H,"°0 Protease
—. OH -
x " ) fo)
Protease R H,"*0 .

R |
Serine-Enzyme

Figure 23: Incorporation of two atoms of *20 by reversible binding of peptides by members

of serine protease family from Fenselau (et al.) (33).

Another way to analyze peptides based on precucsw is to incorporate stable
synthetic isotope as internal standards to proafmkolute quantification. The first example of
this technique has been made by Hatral.) who incorporated deuterium labelled peptides
corresponding to the proteolysis counterpart ofahelipoprotein A1 present in the sample
(45). This internal standard allows peptides tajbantified because they change their mass
but not their chemical behaviour. This techniqubedaAQUA (Absolute Quantification) by
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Gyqgi (et al.) allows multiple peptides to be quantified in agéinsample and these internal
standards peptides are used to precisely and tptargly measure the absolute level of
protein and post-translationally modified protei(46). Different approaches involve
chemical derivation isotope incorporation. Thetfose has been made in 1999 by Aebersold
(et al.) who introduced the Isotope-Coded Affinity Tag (ITA47). The method is based on
stable isotope dilution techniques coupled withd&an mass spectrometry and allows
comparing two biological samples in a single anialysn affinity reagent is covalently
bound to a particular amino acid (cysteine) inpatiteins present in the sampledure 24)

and the relative abundance of protein is determingidg the ratio between two similar

peptides offset by 8 Daltons.

0 0
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H H
o

l + Cys-PEPTIDE
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Figure 24: Sructure of the cleavable |sotope-Coded Affinity Tag (clCAT) tag and labeling of
cysteine containing peptides from Leitner (et al.) (48). Cystein containing peptides are tagged
with clCAT reagent which is coupled with a biotin tag. Then these tagged peptides are

extracted from solution with affinity column and analyzed after cleavage of biotin group.

The proteins are then digested into peptides amdbtieled peptides are purified with
an affinity tag leading to a simplification of tseample mixture. The affinity tag consists of a
biotin which will be retained on a streptavidiniaitfy matrix leading to the extraction and
purification of the labeled peptides. The drawbaokdhis technique include non specific
binding to the matrix and incapacity to extract raysteine containing proteins. Aebersold
simplified his technique by coupling cysteines wagblid beads giving a simpler, more
efficient and more sensitive aspect to this apgrqd®). However the limitation to cysteine
containing protein may compromise low level anaydihe quantification is based on the

difference in mass of the tag between the contrdlteeated experiment at the first stage MS.
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Several other similar techniques have been propdaést, based on the chemical
modification of proteins or peptides. Minchbdehal.) has elaborated a similar technique to
ICAT but based on tagging the peptides on theiefMatnal amino acid either with H4 or
with D4 reagent. The quantification is then basedte 4 Da difference in the MS spectra
instead of the 8 Da or 9 Da difference for ICAT adeavable isotope coded affinity tag

(cICAT) reagents, respectiveliigure 25) (50).

ICAT

Cell state 1 Cell state 2
© (€]
% @ %9 0
© 00 & ©

Normal cell culture Normal cell culture

1 Purify proteins l
O ()

1 Label proteins l

OS'TO O-S'T'O
Light linker (1H) Heavy linker (2H)

Combine and digest proteins

LC-tandem-MS
of labelled peptides

/ Quantify levels
i from peak ratio

m/z
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Figure 25: Schematic representation of the ICAT method from Steen (et al.) (20). Samples
are tagged either with light (*H) or heavwy (°H). Then proteins are extracted and
guantification is performed at the MS level where a difference of 8 Da exists between light

and heavy.

Cagney modified this method by proposing his Maedéd Abundance Tagging
(MCAT) based on differential guanidination of C+tenal lysine residue of peptides (51).
The principle is based on the modification of arlgsresidue using O-methylisourea which
transforms the lysine into homoarginine which is@&ton heavier than lysine. Moreover,
this modification does not affect the biophysicaedgerties using LC-MS. The quantification
is then performed by monitoring the ratio betweeardified and non-modified proteins. The

-81-



Joél Iff 2007

next improvement based on differential protein gsialhas been made by Goodigttal.)
who proposed a per-methyl esterification of peife?). The quantification was based on
the difference of the DO- or D3-methanol once safear from the corresponding peptide in
the second dimension of the tandem mass spectroiEMS). Another method based on
the relative intensities of extracted ion chromeaaogs is called Isotope-Coded Protein Label
(ICPL). This method is capable of high throughputugtitative proteome profiling and is
based on stable isotope tagging at the frequeatdmeino groups of isolated intact proteins
(53). Two different experimental groups are indiadly alkylated and differentially labeled
at the free amino groups with isotope encoded (f)eavisotope free (light) ICPL tags (53).

Figure 26 describes the workflow of this amine-based tagging

Workflow

Cell state A . Cell state B
Cell lysis,

1 alkylation and 1
ICPL labelling

e R

All amino groups labelled All amino groups labelle
with light ICPL tags with heavy ICPL tags

~ Combine e

|
Fractionation on : l“ ul\‘ g

the protein level 2.DE LC FFE 1-DE
1 Digest

Fractionation on

the peptide level MMM_ILLJL

Mass spectrometry

Quantification (MS)
o

Relative abundance

Identification (MS/MS)

Relative abundance

L kel ‘L“_LL[JL wld
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Figure 26: Overview of the ICPL workflow from Schmidt (et al.) (53).

These stable isotope labeling techniques for proie® are often based on complex

and expensive reagents. A different approach erdemyed was based on metabolic
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incorporation of labeling protein into protein (54his approach is particularly adapted to
single cells grown in culture and different isotglly enriched amino acids can be used such
as arginine, lysine, tyrosine and leucine. An eshdmetabolic labelling technique emerged
then from specific incorporation of amino acidscell into all mammalian proteins. This
technique has been described by Q@etcal.) and is called SILAC (Stable Isotope Labelling
by Amino acids in Cell culture) (55). It allows cparing two different populations of cells
which will be labelled either with a normal amincichor an isotope labelled amino acid. Cell
culture media lack an essential amino acid whicredaced, with the same labelled amino
acid. This labelled amino acid is then incorporated all proteins during protein synthesis
(Figure 27).

SILAC
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(©) ®
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and purify proteins

Protein digestion

LC-tandem-MS
of labelled peptides
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coo® oo

Quantify levels
from peak ratio

Intensity
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Figure 27: Schematic representation of the SLAC method from Seen (et al.) (20).
Isotopically enriched amino acid is incorporated during cell culture growth, which can be

seen as a shift in massin the MSanalysis.

No chemical labelling or affinity purification ste@re necessary using this technique
which is compatible with all cell culture condit®nincluding primary cells. On¢gt al.)

show that incorporation of the labelled amino asidomplete in the proteome and that cells
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remain normal in the presence of the labelled meth@se incorporations can be used with
arginine, lysine, tyrosine and leucine (74-77).

1.8.2 Quantitation based on reporter ions

These improvements introduced the iTRAQ reagestsdpe-Tagged amine-reactive
reagents for Relative and Absolute Quantitationgeldaon a multiplexed set of isobaric
reagents that yield amine-derivatized peptides .(78)is technique allows quantitative
comparison of four different protein pools simuttansly The quantitative measurements can
be done either using LC-MS/MS with electrosprayMALDI with TOF. Each reagent
contains a reporter ion whose mass differs of oakoD from each others.¢. m/z 114, 115,
116, and 117) and a balance moiety that give thgesgiobal mass and physico-chemical
properties for each tagging reagent. When taggeuides experience fragmentation, the
charge remains on the reporter group and the balgmoup is removed as a neutral loss
(Figure 28).

Isobaric Tag
Total mass = 145
A Amine specific peptide
\ reactive group (NHS)

Reporter Group mass
114 =117 (Retalns Charge)

l
]
]
! o
l
I
]
]

[e]

Q

Balance Group
Mass 31-28 (Neutral loss)

Figure 28: Isotope-Tagged amine-reactive reagents for Relative and Absolute Quantitation
(ITRAQ) tagging strategy from Fenselau (et al.) (33). An isobaric tag of 145, containing a
reporter group ranging from 114 to 117 and a balance group containing masses from 31-28
is covalently bound to amino-terminal group of all peptides.

Peptides from four different samples are taggedarséely with single channel
iTRAQ reagent and then mixed together prior to @healysis Figure 29). The derivatized
peptides are indistinguishable in MS, but exhiliiense low-mass MS/MS signature ions that

support quantitation.
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Figure 29: iTRAQ reporter ion quantitation and peptide identification in four different
experimental conditions. Pooled peptide arrives at the same time in the mass spectrometer.

The reporter group gives the quantification of each experimental condition.

Each channel is represented by an experimentabguwe and the ratios of the same
protein coming from four different samples are nmeesd in the MS/MS spectra by

comparing reporter ions peak arebygre 30).
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Figure 30: MSIMS spectra of peptides from an equimolar mixture of four protein samples
(left) and a 1:5:2:10 mixture of four protein samples (right) from Fenseleau (33).

Reagents used for this technique are commercialiylable by Applied Biosystems
and a new version with eight reporter ions has lveeantly developed. The last quantitative
approach based on the relative intensities of feagrpeaks is called Tandem Mass Tag. This
quantitative technique based on reporter ion usagged amino acid, referred to as “tandem
mass tags” (TMTSs), for the accurate quantificatdrpeptides and proteins (56). These tags
are designed to ensure that identical peptidedddhveith different TMTs exactly co-migrate
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in all separations and the term tandem refers @oude of MS/MS for the analysis of these

tags. This approach is similar to other peptidéojse labeling techniques like iTRAQ.
1.8.3 Label free quantitation approach

The quantification of protein between two physidtad states can be performed, as
seen previously, using protein gel staining or mepEctrometry-based methods. These
methods include differential stable isotope latgglintroduced metabolically, enzymatically
or even by spiked synthetic peptide standards.tiddise different methods rely on the
addition of a chemical compound on the protein eptjge. On the opposite, label free
quantification allows correlating the mass spec#tio signal of intact peptides with protein

quantification directly, without any use of extdroaemical modification (57).

Different label free quantitation approaches haweerb reported so far. These
approaches include replicate protocol, exponentiaiodified Protein Abundance Index
(emPAl) and average method. The replicate protiscbased on an integrated algorithm that
automatically detects and quantifies large numbepeptide peaks aligned according to their
vz ratio and their elution time (58). These peaksmaa¢éched across many different datasets.
This approach allows quantifying a large variety peptides and the method relies on
linearity of signal compared to molecular conceidraand on reproducibility of sample

processing (59).

The emPAl approach is based on the estimation eblate protein content in a
complex mixture using the protein abundance ind@&lY (number of observed peptides
divided by the number of observable peptide petgimd (60). This PAI value shows a linear
relationship with the logarithm of protein conceion and can be used as a quantitative tool
in proteomic studies. Another label-free quantitatmethod has been reported by Siea
al.) and is based on the rule that the average peakthier the three most intense tryptic
peptides per mole of protein is constant withinasiation of £10%. By adding an internal
standard this relationship can give an absolutatifation of the protein tested by calculating
a universal signal response factor (counts/mol)iegipe to all the proteins tested in their
study (61).
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2.1 Abbreviations

2-DE: two-dimensional gel electrophoresis ; 2D-nMS/MS: two-dimensional nanoscale
LC tandem mass spectrometry ; %T: total monomecewomation; %C : weight percentage
of crosslinker; ACAA2: 3-ketoacyl-CoA thiolase ; AT2: acetyl CoA acetyltransferase ;
ACC: acetyl-CoA carboxylase ; acetyl-CoA: acetyleopyme A ; ACLY: ATP-citrate
synthase ; ACSM1: medium-chain acyl-CoA synthetaskGEs: advanced glycation
endproducts ; AHR: aryl hydrocarbon receptor ; AHREI hydrocarbon receptor element ;
APBP/AP56: 56 kDa acetaminophen-binding proteirREA antioxidant responsive element ;
ARGL1: arginase 1; ARNT: aryl hydrocarbon receptaclear translocator ; ATP5B: ATP
synthase isoform 5B ; BCA: bicinchoninic acid ; BHBeta-hydroxybutyrate ; BPB: bromo
phenol blue ; CAT: catalase ; CClcarbon tetrachloride ; CPT1: carnitin-palmytoibA
transferase 1 ; CSAD: cysteine sulfinic acid decaytase ; CYCS: Cytochrome C protein,
somatic ; CYP7AL: cytochrome family 7 subunit Afmon 1 ; FABPL1 : fatty acid-binding
protein ; FADH: flavin adenine dinucleotide ; FAS: fatty acid #ymse ; FBP1: fructose
bisphosphatase 1; FPP Synthase: Farnesyl pyrophtesgynthase ; G-6-Pase : glucose 6
phosphatase ; GK : glucokinase ; GLO1: glyoxalaseGPI1: glucose phosphate isomerase
1; GPX1: glutathione peroxidase 1; GSMTL1: glutathione &wferase 1; GSMT2:
glutathione S-transferase 2; GST: glutathione aBgferase ; GSTP1: glutathione S-
transferase P1 ; HO-1: heme oxygenase 1 ; HRPeftamish peroxidase; HSPAS5 / GRP78 :
heat shock 70kD protein 5 / glucose related proi&in HSPD160 kDa heat shock protein ;
iTRAQ: isotope-tagged amine-reactive reagents étative and absolute quantitation ; KO:
knock-out ; MAT1A: methionine adenosyltransferaseMMTS: methyl methane-thiosulfate

; MRNA: messenger ribonucleic acid; MudPIT: muttidnsional protein identification
technology ; MUP: major urinary protein ; NADH :pttnamide adenine dinucleotide ; NaF:
sodium fluoride ; NAFLD : non-alcoholic fatty livedisease ; nLC: nanoscale liquid
chromatography ; NO: nitric  oxide; NOS: nitric dei synthase; PCK1:
phosphoenolpyruvate carboxykinase ; PGYL: glycogbosphorylase ; PMA: phorbol 12-
myristate 13-acetate ; RGN: regucalcin ; ROS: reaacbxygen species; SAM: senescence
accelerated mice ; SBP1: selenium binding protejnSBP2: selenium binding protein 2 ;
SCP2: nonspecific lipid-transfer protein ; S.E.Mgtandard Error of the Mean ; SISCAPA :
stable isotope standards and capture by anti-pepiibodies ; SMP30: 30kDa senescence
marker protein ; SOCS: suppressor of cytokine sigga SOD1: superoxide dismutase 1 ;
SRBP4 : serum retinol binding protein 4 ; STAT3AS®B: signal transducer and activator of
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transcripton 3 and 6; TCDD: tetrachlorodibenedioxin; TCEP: Tris(2-
carboxyethyl)phosphine ; TEAB: triethylammonium dmiconate ; TPCK: L-1-tosylamido-2-
phenylethyl chloromethyl ketone ; TRACE: time resal amplified cryptated emission ;
UGDH: UDP-glucose 6-dehydrogenase ; WT: wild type.

2.2 Abstract

The members of the signal transducer and activa@tdranscription (STAT) family
mediate different cytokine-induced gene transa@iptiSTAT6 is a ubiquitously expressed
member of this family transmitting interleukin 4cah3 (IL-4 and IL-13) signaling. IL-4 and
IL-13 exert a protective effect against liver isati@/reperfusion (I/R) injury. I/R leads to
cellular damage in a great part by inducing flugtres in oxygen, nutrition and energy
availability; also a characteristic feature of nbetéc disturbances, most notably glucose
intolerance and insulin resistance. STAT3, anothember of the STAT family, has been
recently demonstrated to regulate hepatic glucos@icggene expression and ameliorate
glucose intolerance in diabetic rodents. Thereftre,aim of our study was to evaluate if
STAT6, a homologue molecule highly expressed inlitlex, exerts a similar metabolic gene
regulatory effect contributing to its protectivefesft during I/R. To achieve this goal we
compared the liver proteomes of wild type and STARG6ck-out mice using two different
quantitative techniques, namely 2D-PAGE gel elgdiovesis and a combination of 2D
nanoscale LC-MS/MS with iTRAQ labeling techniquepplying these two techniques we
identified 20 down-regulated and 28 up-regulatedtgins in the knock-out mice. The
proteins identified by this comparative proteomealgsis indicated a state of hepatocellular
stress and a disposition towards liver lipid acclation in the knock-out mice. The
physiological relevance of these results was detraesi by using independent histological
and biochemical methods which confirmed the preseidatent liver steatosis in STAT6-
deficient mice. In conclusion, our study revealesbdar unidentified role for STAT6 in the
in vivo regulation of liver lipid homeostasis and suggestsrotective function for STAT6

against metabolic stress in this organ.
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2.3 Introduction

Signal transducer and activator of transcriptiof A®) proteins mediate different
cytokine-induced gene transcription. STAT6 is aquiibusly expressed member of the this
family involved in interleukin 4 and 13 (IL-4 and-L3) signaling (reviewed in (1)). Upon
stimulation, STAT6 gets tyrosine phosphorylated drahslocates into the nucleus as a
homodimer. Once in the nucleus, STAT6 modulatese gganscription by binding to a
specific palindromic DNA sequence (2, 3). Most SBAdependent genes display this
sequence in their promoter regions (reviewed i (h)addition to its direct gene-regulatory
function, STATG6 interacts with a wide variety ohet transcription factors and serves as a
recruitment platform for the different members die ttranscriptional machinery (4-8).
Therefore, STAT6-deficient mice display complex SBAdependent and -independent

transcriptional alterations (9).

Most of the research effort to elucidate the malkecbasis for the different effects of
STAT6 has been attributed to its essential funciiothe immune system to pre-dispose T
cells towards Th2 type differentiation (10). Retgnhowever, several studies indicated a
function for STATG6 in different other cell types.otdbly, STAT6 has been shown to be
involved in adipocyte differentiation, kidney epttal cell mechanosensation, regulation of
apoptosis in human hepatoma cells and inflammatsagtion in lung epithelial cells (11-13).
In the liver, STAT6 has a protective role agaiRtihjury (reviewed in (14)). Liver I/R leads
to abrupt changes in oxygen supply and alteratminsubstrates availability required for
cellular metabolism. Cytokines play a crucial rote modulating hepatocyte metabolic
adaptive responses to the hypoxic insult inflichgdthe I/R (15). The relationship between
hypoxia, metabolism and liver injury is highlightby studies demonstrating that intermittent
hypoxia induces alterations in lipid homeostasid predisposes to liver injury (16-18). IL-6,
an anti-inflammatory cytokine, protects against deelopment of fatty liver by activating
STAT3 and regulating the expression of various gdgcand lipid homeostasis genes (19).
IL-4 and IL-13 display a similar protective effeagainst I/R injury, however the gene
expression pattern regulated by their common edfegtolecule, STAT6, has not yet been
investigated.
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Therefore, the present study was aimed at exgldha effect of ablation of IL-4 and
IL-13 signaling on liver function by analyzing tpeoteomes of wild type and STAT6 knock-
out mice using two current differential proteomietiods and validating the physiological

relevance of the identified proteins.
2.4 Experimental Procedures

Animals -Balb/cJ wild type and STAT6 knock-out male mice evebtained from
Charles River Laboratories (L’Arbresle, France) arate kept under regular animal housing
conditions. Ob/ob mice, fa/fa rats and their cdnittermates were purchased from Elevage
Janvier (CERJ, Le Genest St Isle, France). Therarpatal protocol had been accepted by
the Ethical Committee of the University of Geneval @ahe Veterinary Office of the Canton
of Geneva. All experiments were carried out in adaoce with the regulatory guidelines of
the Veterinary Office of the Canton of Geneva am ¢hre and welfare of laboratory animals.
Mice hadad libitumaccess to water and standard chow (SDS Dieterf &aatien, France)

and were sacrified at the age of 20 weeks.

Preparation of Liver Samples and Two-dimensional Bectrophoresis Mice were
anesthetized by isoflurane administration and veaxeified by decapitation. The liver was
immediately removed and crushed in a mortar ingres of liquid nitrogen followed by
lyophilization for 48 hours. The resulting driedwster was stored at -80°C until analysis. 2
mg of pooled (n=3) liver samples were dissolved®d pL solution containing urea (8 M),
CHAPS (4% wilv), dithioerythritol (DTE; 65 mM), Amphine (2% w/v) and a trace of
bromophenol blue (BPB). The total volume of the gmwas used for rehydratation of a
commercial 7 cm nonlinear pH 4-7 IPG strip (GE Ilteadre, Otelfingen, Switzerland).
Isoelectric focusing (IEF) was carried out usingla@tiphor Il system at 3500 V for 17 hours
as described in (20). The IPG gel was then eqaiidar in the first equilibration buffer
(50 mM Tris—HCI, 8 M urea, 30% glycerol, 10% SD80InM DTE) for 5 minutes at room
temperature followed by a 5-minute incubation ie #econd equilibration buffer (50 mM
Tris—HCI, 8 M urea, 30% glycerol, 10% SDS, 250 mdloacetamide, a trace of BPB).
Second dimensional separation was performed orousdr manufactured SDS-PAGE gels
(9x8x0.15 cm, 12 %T, 2.6 %C). Proteins were detkasing Coomassie brilliant blue stain

(Fluka, Buchs, Switzerland). Destaining was perfdmn a solution containing 40%
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methanol and 10% acetic acid followed by extensiash in water to remove excess
destaining reagent.

Image acquisition and spot pickingGels were scanned using a laser densitometer
(4000 x 5000 pixels; 12 bits/pixel) (Labscan, GEaltgcare). Liver 2-DE maps (n=3) from
pooled STAT6 KO mice were compared to 2-DE maps3)nfrom pooled wild types
littermates. Visual and computer-assisted imagelysisa was performed using the
ImageMaster 2D Platinum software v. 6.0 (GE Healteg All the significant spots were
manually confirmed by visual inspection of the iraag Candidate spots were manually
excised with a Gel Pal spot picker (Genetix Ltdnsahire, UK).

In-gel Digestion and Nanoscale Liquid ChromatognapMass Spectrometry —
Selected spots were washed twice by dehydratiehydration cycles with 50 pul of 25 mM
NH4HCOs:acetonitrile (1:2, v/v) and 25 mM NHCO; solutions. After supernatant removal
and spots drying by centrifuge-evaporation (RC10-23ouan, France), in-gel tryptic
digestion was performed by adding 10-15 pl of & I®y/ul TPCK-treated porcine trypsin
(Promega, Madison, WI, USA) followed by the additiof 30 pl of 25 mM NHCO; to
rehydrate the spots for 1 hour on ice. Incubatiaas werformed at 37°C for 4.5 hours.
Peptides were extracted by adding 30 pl of 25 mMHNED;:acetonitrile (1:2, v/v) to gel
pieces (incubation at room temperature for 20 naeisluand the supernatant was pooled to the
first one. Gel spots were finally dehydrated byiagd30 pl of acetonitrile and, after 20
minutes, supernatant was removed and pooled. Ceutlsnpernatants were dried down by
vacuum-centrifugation and re-solubilized in 4ul X% aqueous formic acid. Sample was
diluted twice in 0.1% aqueous TFA and 2 ul werelym®l on a nanoscale LC-MS/MS
system. This setup consisted of a FAMOS micro-autgder (LC Packings — Dionex,
Amsterdam, The Netherlands), a split-free nanoL@puEksigent, Dublin, CA, USA)
delivering a flowrate of 300 nl/min on a PepMap Ca%®um ID column (LC Packings -
Dionex). MS/MS spectra were acquired on a QSTAR(XB / MDS Sciex, Concord, ON,
Canada) mass spectrometer operating in informatependent acquisition mode with two
product ions scans per MS survey scan. Peak listrgéon was performed by the Mascot
Daemon software (v.2.1.0 - Matrix Science, Londti) using the “AB / MDS Sciex
Analyst wiff file” import filter with its default prameters. Protein identification was carried
out by searching the Uniref100 database (release- B'334'551 sequences) installed on a

Mascot server (v.2.1.0 - Matrix Science) with th@ldwing parameters: no taxonomy
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restriction, trypsin digestion agent, one misseglacage allowed, MS and MS/M®@/z
tolerances of 0.2 Da, cysteine carbamidomethylatsmt as fixed modification and
methionine oxidation set as variable modificatidhe significance threshold for individual
MS/MS spectra was set at p < 0.05 and the ion soareff to 10 in order to remove low
scoring peptides. Protein hits required at leastlwold red peptide match in order to remove
duplicate homologous protein hits. Only proteinsted to rodent species were reported and

proteins sharing the same set of peptides were@dirted equally.

Preparation of Liver Samples for iTRAQ Analysikiver samples were lysed by
freeze-cracking in presence of liquid nitrogen. Hogenization with a mechanical douncer
was performed on ice by adding a Tris buffer (pH) tontaining 250 mM sucrose and a
tablet of Complete protease inhibitor cocktail € ml of buffer (Roche Diagnostics,
Mannheim, Germany). The buffer volume was adjusteatder to obtain liver amounts of 50
mg per 100 ul. Organelle enrichment fractionatioraswperformed by differential
centrifugation according to Arnolet al. (21) and the different fractions were stored &re3

for subsequent differential analyses.

ITRAQ Labeling and Two-dimensional Nanoscale LCdeam Mass Spectrometry
Protein concentration of pooled (n=3) wild type TAT6 knock-out cytosolic enriched
fractions was determined by the Coomassie Plusf@m@dssay (Pierce, Rockford, IL, USA).
Differential labeling was performed using iTRAQ geats (Applied Biosystems) according
to the method described by Ragsal. (22). In brief, ca. 20 ul of 500 mM triethylammanmni
bicarbonate (TEAB) buffer (pH 8.5) and 1 pl of 2BSwere added to each sample in order
to obtain a protein concentration of 5 pg/ul. Areaevere then reduced by the addition of 2
ul of 50 mM Tris(2-carboxyethyl)-phosphine (TCEB)ldwed by an incubation at 60°C for
one hour. At room temperature, proteins were atkegawith 1 pl of 200 mM methyl
methane-thiosulfate (MMTS) reagent. Overnight diges(37 °C) was performed by adding
10 ul of a 1 mg/ml trypsin aqueous solution. FynalRAQ differential labeling was carried
out by adding separately 70 pl of reagent to tispeetive tubes containing the pooled wild
type or pooled STAT6-KO mice liver cytosolic framtis. After an incubation of one hour at
room temperature, labeled samples were combineceeaplorated to a final volume of ca.
200 pl. Sample pH was adjusted to 3.0 with a 1086 @gueous formic acid solution before
injection in the two dimensional nanoscale LC-MS/2®-nLC-MS/MS) system. Analyses

were performed according to the method described/dmesioet al. (23) and adapted as
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follows: 5 ul of sample was injected and cationtexgye chromatography was carried out on
a 300 um ID x 15 cm Poros 10S SCX column (packet®@yPackings — Dionex) at a flow
rate of 6 pl/min. A step gradient of twenty KCldtens ranging from 0 to 300 mM in 10
mM sodium phosphate buffer (pH 3.0):acetonitrilé: 8 v:v) was performed over 24 hours.
Each salt fraction containing peptides eluted fribta SCX column was trapped onto a
PepMap C18 300 um ID x 5 mm cartridge and washeX atl/min for 10 min. with a 0.1%
aqueous TFA solution to remove salts from the SQbire phase. Then, the cartridge was
backflushed in line with a C18 nanocolumn (PepMapb—um ID x 15 cm, LC Packings -
Dionex) at a flowrate of 300 nl/min and peptidesaveeparated over a 30 minutes generic
reverse-phase LC gradiemg( from 0% to 75% of 0.1% formic acid in acetonitreZ0 min.
total runtime). In the meantime the following SCes was performed and peptides were
retained on the second C18 cartridge mounted iallplron the 10-ports switching valve
(Switchos Il — LC Packings - Dionex). Mass spectety was performed on a QSTAR XL
(AB / MDS Sciex) operating in information-dependemiquisition mode with two product
ions scans per MS survey scan. The sample wasrtriplicate with an exclusion list built
from the peptides identified from the previous r§@4). Peak list generation and protein
identification were carried out by searching therbii00 database (release 7.4 — 3'334'551
sequences) using the ProteinPilot software (v.1.8pplied Biosystems). The following
parameters were applied: no species restrictigiqpsim digestion agent, cysteine residues
alkylated by MMTS as fixed modification, searchoeffwas set as thorough ID for the
Paragon search algorithm (25). Results were grolnyethe ProGroup algorithm (Applied
Biosystems) within the ProteinPilot software (28) th order to group proteins sharing the
same set of identified peptides. Protein reponvag based on at least two peptides identified
with a confidence level higher than 95% and a deterotein thresholdi.¢. Unused
ProtScore) greater than 1.3 corresponding to aidemée level of 95% for the protein
identification. As for the 2D-PAGE study, only peats related to rodent species were
reported. Proteins isoforms or members of a prdmimly sharing the same set of peptides
were all reported as being equal hits. The estonatif false-positive identification rate was
performed by searching the same dataset agairestay diatabase made of random sequences
generated by the “decoy.pl” script available on Matrix Science website (28). A false
positive rate of 0.55 % was calculated for rodemttgins. Quantitation was performed by
taking the peak areas ratio with a correction far éverlapping isotopic contributions from
the different reporter ions according to manufaatsrcertificate. Experimental labeling bias

was also corrected by the software. Peptides usagufintitation were automatically selected
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by the software with the default criteriee( the sum of reporter ion areas should be greater
than 40 counts, peptides with a ratio of 0 or 96B9eptides shared by several proteins and
overlapping precursors were excluded from quarditat and only peptides with an
identification confidence higher than 95% were ctelé for quantitation. No outlier data
points were removed. Results for proteins repoaedip- or down-regulated were manually

validated.

For both the 2-DE and the iTRAQ differential arsay, liver samples from wild type
(n=3) or STAT6-KO (n=3) mice were pooled to obtawo average samples (29). These
samples were then analyzed in triplicate by eachnigue to assess protein expression
differences in wild type and STAT6-KO mice livemsples. While technical variability was
taken into account at the proteomic level, biolabiariation was assessed at the mRNA and

physiological levels by analyzing several animaigasately.

RNA Preparation and Real-time PCRTetal RNA was prepared by homogenizing
approximately 100-200 mg liver tissue in TRIZOL Beat (Invitrogen, Basel Switzerland)
and was purified by using RNAse free DNAse in camkibn with the RNeasy Mini Kit
(Qiagen, Homrechtikon, Switzerland). cDNA was swsilzed from 2 pg of DNA-free RNA
by Superscript Il Reverse Transcriptase (Invitrggéhrimers and probes were designed by
Primer Express software (Applied Biosystems) and ksted online as Supplementary
Material in Table S1. The results were quantifigdhe AACt method using cyclophillin A as
the standard internal non-variable gene to compenfa differences in RNA input and
efficiency of cDNA synthesis. Results were exprdsas arbitrary units compared to the

average expression levels in wild type mice.

Western Blot Analysis Eiver tissues were snap frozen in liquid nitrog@mediately
upon removal and were stored at -80°C till progepsTissues were homogenized in lysis
buffer (25 mM HEPES, 0.5% Triton X100, 65 mM Nagl5 mM EDTA, 25 mM sodium
pyrophosphate, 50 mM NaF, 2 mM PMSF, 9 mM sodiuthavanadate, one tablet of
Complete Inhibitor Cocktail in 20 ml (Roche Diagtics, Rotkreuz, Switzerland), pH 7.5.
Protein concentration was measured by bicinchorgnid (BCA) method (Pierce, Rockford,
IL). Lysates were dissolved in Laemmli buffer (10Mnsodium phosphate - pH 7.0, 0.1%
glycerol, 2% SDS, 100 mM DTT and a trace of BPBJ arere resolved on a 5-20% gradient

polyacrylamide gel. Gels were transferred ontoooitlulose membranes (GE Healthcare).
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Non-specific binding of the antibody was prevenbgdlocking the membranes with 0.05%
polyvinyl alcohol (PVA) followed by incubation witthe respective primary antibodies at
4°C overnight. Antibodies were as follows: Ezrirt€-8407, SOCS3: SC-9023, STAT3: SC-
7179 and STAT6: SC-981 (Santa Cruz Biotechnolognt& Cruz, CA, USA). Blots were
then washed 3 times for 5 minutes at room temperanith TBS supplied with 0.1%
Tween20, and subsequently incubated with the agdgkcsecondary horseradish peroxidase
(HRP)-conjugated antibody: goat anti-rabbit IgGdiBd, Reinach, Switzerland) or rabbit
anti-goat 1gG (Sigma-Aldrich, Buch Sitzerland). Sads were revealed by enhanced
chemiluminescence (ECL Advanced Western Blot DeirdKit, GE Healthcare) and were
recorded in Chemidoc XRS system (Biorad). Quardiion of the detected bands was
performed by using the Quantity One program (Bidr&dotein expression was related to the
amount of ezrin as a non-variable reference proseid was expressed as arbitrary units

compared to the average expression in wild typemic

Serum Testosterone MeasuremenBleod was collected from the tail vein in
heparinized tubes (BD Diagnostics, Basel, Switretja Testosterone measurements were
performed by TRACE (Time Resolved Amplified Crypmtet Emission) method using a
commercial kit (Testosterone KRYPTOR kit, BRAHMS 6i) Hennigsdorf, Germany).

Determination of Liver Lipid Content Liver lipids were extracted according to a
modified Bligh and Dyer method (30). Briefly, livpreces were pulverized in a mortar using
liquid nitrogen then left overnight in a chlorofammethanol (2:1, v:v) extraction solution.
After filtration, lipids were washed once with watéhen three times using 2 mM calcium
chloride in water:methanol:chloroform (48:49:3, :v)vwith the supernatant discarded each

time. Finally, lipids were air dried and weightedarder to quantify total lipid amount.

Statistical Analysis for mMRNA expression, serurd Bpid content measurements -
Results were analyzed by Student’s unpairst using the SigmaStat software (version 2.0
— SPSS, Chicago, IL, USA). Results with a p vaksslor equal than 0.05 were considered

significant.

In silico Promoter Analysis In silico promoter analysis was performed using
consensus DNA binding sequences as described hgréiset al. (31). Briefly, genomic
sequences were downloaded from the University difdfaia Santa Cruz (UCSC) genome

browser database for the most recent (mm8) asseffidy-5000 and +1000 regions relative
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to the RefSeq transcriptional start sites wereaex#d and searched for the presence of
different transcription factor binding motifs (TabVI) using custom Bioperl based scripts

generously provided by P.C. Boutros (Universityrofonto, Toronto, Canada).

2.5 Results

2.5.1 Comparison of Differentially Expressed Proteins Detected by 2-DE Gel
and iTRAQ 2D nLC-MS/MS Analysis

Pooled mouse liver samples were arrayed on the 2@Bystem, and proteins were
identified by peptide MS/MS sequencing with a naads LC coupled to an orthogonal
QQgTOF. From theca. 700 spots detected by the visualization softwa@espots were found
to be down-regulated and 25 spots up-regulatedriwT8 knock-out mice after differential
analysis by the software and manual validation,responding to 7 and 22 proteins,

respectively (Fig. 1 shows the acidic pl range 239

FIG. 1. Representative 2D PAGE images of the acidic (pl:4)#ange analysis of

livers of wild type and STAT6 KO mice. The labels “D” and “U” mark spots respectively dovar
up-regulated in STAT6 knock-out mice. The correspog protein identities are listed in Tables | dhd
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In parallel, pooled mouse liver cytosolic fractiomere differentially analyzed by 2D-
nLC-MS/MS after iTRAQ labeling. From the 155 validd proteins (Table S2 in the
Supplementary Material), 16 down-regulated and pi#agulated proteins were found in
STAT6 knock-out mice. The down- and up-regulatestgins identified by the two methods
are listed in Tables | and Il, respectively. Alttdger there were 20 proteins down-regulated
and 28 proteins up-regulated in STAT6-deficientaeniitom which 6 and 15 were detected
by both methods (marked bold in Table | and 11).

Interestingly, selenium binding proteins 1 and BR$, SBP2) were regulated in an
opposite manner (Table I, #3 and Table Il, #7). BBBssesses two different isoforms with a
difference of six amino acids between their seqasn82, 33). Accordingly, we identified
two different spots on the 2D gels correspondingS®Pla and SBP1b. Spot D5 was
identified as SBP1a (Q91X87), while spot D4 couédither of the two isoforms: SBPla
(Q91X87) or SBP1b (P17563) (Fig. 1). Both spotstidied as SBP1 were down-regulated
in the knock-out mouse. Similar to SBP1, SBP2 (@&38r Q9R1Z6) has been identified as
three different spots in the gel. SBP2 has two kmaseforms (SBP2a and SBP2b) with a
difference of only one amino acid between them 338- As the peptide containing this
particular amino acid has not been identified in m@asurement, the spots marked as SBP2
(Fig. 1, U4, U10 and U17) can in fact contain bagbforms. Contrary to SBP1, the
expression of SBP2 was up-regulated in STAT6-detficmice.
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TABLE | Down-regulated proteins in the livers of STAT6 knok-out mice.
Bold font represents proteins identified both bpR-gel and iTRAQ 2D nLC-MS/MS techniques. Spot ID
refers to the spot marked in Fig. 1.

2D PAGE iTRAQ
Protein G
ene —
n " KO/ WT ratio *
symbol Protein Name (Accession number) Soot ID ¢ Sequence Unique Sequence Unique
Spot
number P coverage peptides coverage peptides
Mean [95% E.I] (n)
1 GSTM2 Glutathione S-transferase Mu 2 (P15626) D6 37% 10 73 % 5 0.64[0.42-0.97] (7)
G tr i 1 (P05201
2 GOT1 / QIUTHS D7 9% 4 10 % 2 0.59 [0.34-0.99] (4)
3 )
3 SELENBP1  Selenium-binding protein 1 (Q91X87 / P17563) D4 22% 10 75% 18 0.73 [0.65 - 0.82] (2)
Selenium-binding protein 1 (Q91X87) D5 15% 7
4 GSTM1 Glutathione S-transferase, Mu 1 (Q58ET5) D8 30% 14 88 % 19 0.96 [0.75—1.24] (32)
n.s. 39% 13
Acyl-CoA-binding protein (P31786/Q3ULV8
5 DBI 1Q4VWZS) n.s. 25% 3 68 % 2 0.94 [0.58—1.53] (16)
6 MATIA Methionine adenosyltransferase 1 (Q91X83) D3 5% 2 29% 6 0.78 [0.54—1.12] (14)
Keratin complex 1, acidic (Q3TIX1 /Q3TJH6 /
7 KRTI8 P DIl 13% 6
Q3TIWT)
D2 31% 15
8 ASS1 Argininosuccinate synthase (P16460/Q3UEJ7) 68 % 15 0.87[0.78 —0.97] (98)
9 ADHI Alcohol dehydrogenase 1 (Q3UKA4) 37% 9 0.73 [0.67 — 0.80] (55)
10 FBP1 Fructose bisphosphatase 1 (Q3UEH1) 48 % 15 0.81[0.67 —0.97] (48)
Electron transferring flavoprotein, alpha polypeptide
11 ETFA 33% 6 0.87[0.78 - 0.97] (32)
(Q8BMU7 / QSM7W0 / Q4V9X5 / Q3THD7)
Liver glycogen phosphorylase (Q91WP9 /
12 PYGL Ebeogen phosphory @ 18% 10 0.60 [0.49 —0.74] (15)
Q3UKJ0)
UDP-glucose 6-dehydrogenase
13 UGDH 26 % 6 0.52[0.41 —0.66] (13)
(070475 /Q3TJ71 / Q3TIE8 / O70199)
Farnesyl pyrophosphate synthetase (Q920ES /
14 FDPS @ Y 3]3 prosP d 16 % 3 0.76 [0.58 — 0.99] (12)
TMB3)
Tubulin alpha-6 chain (P68373 / Q3TIZO0 /
15 TUBA6 Qonz2) 24 % 3 0.67 [0.60 — 0.74] (8)
Glucose phosphate isomerase 1 (Q5SRJI3 / Q3UZJ1 /
16 GPIl 13% 3 0.63 [0.44 - 0.90] (7)
Q3UUXI / Q3TW50 / Q3TEE7)
Acetyl CoA transferase-like protein (Q8R4V3/
o X .55 - 0.1
17 ACAT3 Q80X81 15 % 2 0.67 [0.55-0.81](7)
)
ACAT2 Acetyl CoA acetyltransferase, cytosolic (Q8CAY6)
ATP-citrate synthase (Q91V92/Q3V117/
18 ACLY QITED3) 5% 3 0.51 [0.41 —0.63] (6)
D3
19 CYCS Cytochrome C protein, somatic (Q56A15) 37% 2 0.60 [0.44 - 0.81] (3)
Cysteine sulfinic acid decarboxylase (Q9DBEO /
20 CSAD 17% 2 0.67 [0.63 - 0.70] (2)

Q8K566)

s Spot ID corresponds to spot labels shown in Figure 1.

n.s. = “not shown” in Figure 1 since these proteins were observed in the alkaline pl range 2D gels.

iTRAQ ratios written in italic were statistically not different from 1.0 (p>0.05).

95% E.I. = 95% confidence Error Interval = [(Mean / Error Factor) — (Mean * Error Factor)], which means that
the true protein ratio is found in this interval with a 95% confidence level (135).

(n) = number of peptides used for quantitation.

- 105 -



Joél Iff 2007

TABLE Il Up-regulated proteins in the livers of STAT6 knockeut mice.
Bold font represents proteins identified both bpR-gel and iTRAQ 2D nLC-MS/MS techniques. Spot ID
refers to the spot marked in Fig. 1.

2D PAGE iTRAQ
Protein
) ) KO/ WT ratio *
Protein Name (Accession number) . Sequence Unique Sequence Unique
Spot 1D *
number P coverage  peptides coverage  peplides
Mean [95% E.L] (n)
1 CA3 Carbonic anhydrase 3 (P16015) u21 15% 3 74% 16 116 [1.02 - 1.31] (130)
2 FABP1 Fatty acid-binding protein | L-FABP (P12710) ns. 58% 9 84% 9 145 [1.26 - 1.66] (101)

Hemaglohin alpha chain (P01942 / Q91VR]
3 HBA-A1 ns. 31% 6 89 % 6 1.34[1.21 - 1.48] (59)
Q8BPF4/Q9CY10)

ns. 31% 6
4 sop1 Superoxide dismutase [Cu-Zn] (P08228) u19 32% 4 79 % 6 116 [1.04 - 1.29] (44)
5 RGN Regucalcin | SMP 30 (Q64374) Us 55% 20 52% 8 137 [1.13 - 1.65] (16)
6 GLO1 Glyoxalase 1| LGUL (Q9CPU0) ull 36% 6 47% 3 254 [2.14-3.02] (11)
7 SELENBP2  Selenium binding protein 2 (Q8R1T6 / Q63836) ud 50% 26 79% 21 1.70 [1.48 - 1.97] (9)
ulo 25% 12
u17 16% 8
Major urinary protein 1 | MUP (Q4FZES /
8 MUPIa ul3 59% 16 38% 3 25.54 [n/a] (1)
QICXUG)
uis 38% 1
Major urinary protein 1 | MUP (QSSEV3 /
9 MUPIb ul4 57% 15 15.73 [5.29 - 46.77) (7))
P11588)
10 MUP2 Major urinary protein 2 | MUP (P11589) uls 66 % 25
11 MUP6 Major urinary protein 6 | MUP (P02762) ui3 60% 16 38% 3 15.73 (5,29 - 46.77) (7))
uis 38% 1
12 MUPS,  Major urinary protein 8 & 11| MUP (P04938) uis 1% 16 45% 3 15.73[5.29 - 46.77) (1)
MuPll uig 45% 1
13 GPX1 Glutathione peroxidase 1 (P11352/ QSRIHS) u12 33% 7 45% 3 133 [1.07 - 1.65] (4)
Serum albumin (P07724 / Q8C7H3 / Q8C7C7/
149 ALB U8 14% 8 59% 24 0.94[0.88 - 0.99] (127)
Q3TV03)
15 HSPDI 60 kDa heat shock protein (P63038) ul 46% 21 40% 15 1.03[0.84~ 1.25] (81)
16 HBB-BI  Hemoglobin beta-1 chain (P02088) u21 2% 5 96 % 13 0.97 [0.88~ 1.07] (122)
n.s 84% 1
17 ACSMI Medium-chain acyl-CoA synthetase (Q91VAO) U6 9% 4
Keratin complex 1, acidic (Q3TIX1/Q3TIH6 /
18 KRTIS " u2 35% 17
Q3TIWT)
Keratin complex 1, acidic (Q3TIX1/Q3TIH6) U3 49% 2
Keratin compiex 1, acidic (Q3TiH6/ Q3TiW7) U9 7% 8
19 UoX Urate oxidase (Q354310/ QRC7K4) U20 24% 1

Heat shock 70kDa protein 5 | GRP 78 (Q3TI47 /

20 HSPAS  P20029/Q3TKF8/ Q3U6V3 / Q3TWF2/ Q3U9G2 u7 1% 8
/ Q3UEMS / QIDC41)

21 CYBS Cytochrome b-5 (Q544Z9) ul6 41% 6
ATP synthase, H' transp. Mitoch. F1 complex

2 ATPSB (Q3TFD7/Q3TWDS /Q3UB69 / Q3TIPY / ul6 10% 6
Q3TX28/ Q3U6U4 / Q8CI6S / P56480)

23 GSTPI  Glutathione S-transferase P1 (P19157) 90% 10 1.66 (138 ~2.01] (50)
3-ketoacyl-CoA thiolase, mitochondrial (Q8BWT1

24 ACAA2 64% 1 113 [1.02 - 1.25] (42)
/ Q3TITY)

25 SCP2 Nonspecific lipid-transfer protein (P32020) 29% 8 131 [1.13 - 1.52] 37)

26 NME2  Nucleoside diphosphate kinase B (Q01768) 9% 5 118 [1.07- 1311 (9)

27 AKRIC6 Estradiol 17 beta-dehydrogenase 5 (P70694) 65 % 4 1.14[1.01 - 1.29] (8)

28 IST ‘Thiosulfate sulfurtransferase (Q54550) 14% 2 1.23[1.09 - 139] (7)

3 Albumin was found to be up-regulated in the 2D PAGE study and down-regulated in the iTRAQ study (see
text for details).

8 Spot ID corresponds to spot labels shown in Figure 1.
n.s. = “not shown” in Figure 1 since these proteins were observed in the alkaline pl range 2D gels.

A iTRAQ ratios written in italic were statistically not different from 1.0 (p>0.05).
95% E.l. = 95% confidence Error Interval = [(Mean / Error Factor) — (Mean * Error Factor)], which means that
the true protein ratio is found in this interval with a 95% confidence level (135).

) n = number of peptides used for quantitation.

1

This ratio is the same for the three MUP proteins and was entered as a single entry in Table S2 (MUP 1/
11&8/ 6 — entry #152)
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One protein,.e. albumin, showed conflicting results determined 2-PAGE and
iTRAQ analysis (Table II, #14). While there wasl@at up-regulation in its expression in 2-
DE analysis (Fig. 2a), we could not confirm it BYRIAQ analysis (knock-out/wild type ratio
of 0.94). To resolve this controversy we measutbedrnin mRNA expression by real-time
PCR analysis. We found no significant differencesaseen the expression levels of the two
genotypes, although STAT6-null mice displayed alégwwy towards higher expression levels
(Fig. 2b). By contrast, serum albumin levels wenelistinguishable between wild type and
knock-out mice (Fig. 2c¢). The sensitivity limits bbth techniques are clearly illustrated by
the lack of identification of STAT6 among the diatially expressed proteins even though
STAT6 was readily detected by Western blot analffSis. 2d).

v 9]
(@]

’ Albumin

Arbitrary unit
Albumin (g/1)

o
o

wT KO wT KO
D

STAT6 = wmw s

Ezrin " s — -_—

WT KO

FIG. 2. Albumin protein and mRNA expression A. 3 dimensional representation of the
region where albumin (spot U8) migrates on 2D-PAGd. B. Expression of albumin mRNA. Each bar
represents the average expression level expressadbitrary units normalized to the mean of wilgaymice +
S.E.M. (n=10). CPlasma levels of albumin (n=6). Data are expreasadean + S.E.M. D. Detection of STAT6
expression by Western blot analysis. Ezrin is avemable protein showing equal protein loading3p=
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2.5.2 Increased Expression of Major Urinary Proteins

The most prominent change in protein expressios whserved in case of the
different isoforms of the major urinary proteinsi M1, MUP6, MUP8 and MUP11) with 15-
25-fold increase in the livers of the STAT6-nullamias determined by iTRAQ analysis
(Table 11, #8, #9, #11 and #12). The enhanced prarpression of MUPs was mirrored in
their mMRNA levels that showed a more than 500-fiotdease in the knock-out mice (Fig. 3a,
males). MUPs are synthesized in the liver and sedii@ the male urine to serve as territorial
marks, therefore MUP expression is generally highanales than in females (36). In line
with its sex-specific expression, female knock-oute showed a much less robust increase
in their MUP expression when compared to males. (B&y females). Expression of MUP
proteins is most commonly induced by testosterdherefore we compared testosterone
levels in wild type and STAT6-deficient male ananéde mice (Fig. 3b). Contrary to our
expectations, we found decreased testosteronesl@vehe knock-out mice indicating that
other factor(s) than testosterone are responsiblthé observed increase in MUP expression
(Fig. 3b). Testosterone plays an important rolegamadogenesis; therefore we compared
histological sections of testis and ovary of wilpe¢ and STAT6-null mice (Fig. 3c).
Morphological analysis did not reveal aberrantctital organization in any of the organs:
the testis showed visibly normal sperm maturatishile the ovary presented all different

stages of follicule maturation.
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FIG. 3. MUP mRNA expression and plasma testosterone levels. Quantification of
MUP mRNA expression in male and female mice. Eantrépresents the average expression level exprasse
arbitrary units normalized to the mean of the wjlde males + S.E.M. (males: n=5; females: n=113x} is in
logarithmic scale. **= g0.01 wild typevs. knock-out mice; ###= p<0.001 males. females of the same
genotype. BPlasma testosterone levels in male and female nickl). *=p< 0.05 and ***= 0.001 wild type

vs knock-out mice; #= $ 0.05 malesvs. females. C. Hematoxylin-eosin staining of testisl aovary
(magnification: 5x).
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2.5.3 Expression of Stress-related Proteinsin STAT6 Knock-out Mice

Ten proteins involved in cellular defensive stgee against oxidative, metabolic and
heat shock stress showed changes in their exprelesiels as indicated by the two different
proteomic methods: glutathione S-transferase M@ h (GSTM2, GSTM1), methionine
adenosyltransferase 1 (MAT1A), superoxide dismutdas€SOD1), regucalcin (RGN),
lactoylglutathione lyase (GLO1), glutathione pedase 1 (GPX1), heat shock protein 60
(HSPD1), heat shock 70 kDa protein 5 (HSPAS5) andagihione S-transferase P1 (GSTP1)
(Table I, # 1, 4, 6 and Table Il, # 4, 5, 6, 13, 26, 23). Real-time PCR analysis revealed that
the increased protein expression was accompaniednbyncrease in the corresponding
MRNA levels of RGN, HSPA5 and GLO1 (Fig. 4a). Byntrast, GPX1 and SOD1 mRNA
levels were not different between wild type and 3FBAleficient mice suggesting a
posttranscriptional mechanism in the regulatiorihef cellular levels of these proteins (Fig.
4b). Additionally, we evaluated the mMRNA expressibicatalase, the enzyme responsible for
neutralizing HO, by converting it into HO. The expression of this enzyme remained
unaltered both at the mRNA and the protein levedsggesting intracellular 4@,
accumulation in the STAT6 knock-out livers (Fig.dfd Table S2 #17).

To further characterize the hepatocellular stadsthe knock-out mice we measured
the mRNA expression levels of two important STABfated anti-oxidant proteins: heme
oxygenase (HO-1) and arginase | (ARG1). Heme oxggenis intimately involved in
interleukin 10 (IL-10)-mediated protection agaiissthemia/reperfusion induced injury (37).
STATG is required for IL-10 expression; thereforpravious study suggested that the lack of
HO-1 might be an important factor in the developtm&nincreased hepatocellular stress in
STAT6 knock-out mice (38). In accordance with thisncept, a slight decrease in HO-1
expression was observed, though the differencealideach statistical significance (Fig. 4b).
Arginase | (ARG1) is a liver enzyme situated in #redoplasmatic reticulum (ER) and its
expression has been shown to be induced by IL-4 BTAT6-dependent manner (39).
Contrary to our expectations, STAT6 knock-out miisplayed not a decrease but an
increase in their ARG1 expression suggesting a necoraplex mechanism in thi@ vivo
regulation of basal MRNA transcription of this g€Ray. 4b). ARG1 competes with the nitric
oxide synthase (NOS) for the same substrate (Arg)nitherefore an increased ARG1
expression would imply lower hepatocellular nitoide (NO) levels (40). Nitric oxide is a

protective factor against ischemia-induced hepdtdae injury (41). An increase in ARG1
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expression would therefore aggravate the developrogreellular stress in the livers of
STAT6 knock-out mice through a reduction in nimikide availability.

>
w

w
N

= RGN GLO1 HSPAS = GPX1 SOD1 CAT HO-1 ARG
g ) *X¥ . g
> * 2
c g
5 =

WT KO WT KO WT KO WT KO WT KO WT KO WT KO WT KO
FIG. 4. Analysis of mMRNA expression in the livers of wildype and STAT6 knock-

out mice. A. Verification of up-regulation of proteins idefiéid by both proteomic methods. Each bar
represents the average mRNA level expressed asaayhiinits normalized to the mean of wild type trols +
S.E.M., (n=5). RGN: regucalcin, GLO1: Lactoylgldtamne lyase, HSPAS: Glucose Regulated Protein #8; *
p< 0.05, ***= p <0.001. B. mRNA expression of oxidative stress-eglaproteins. GPX1-1: Glutathione
peroxydase, SOD-1: Superoxide dismutase 1, CATal&s¢, HO-1: Heme oxidase, ARG1: Arginase |; ** p
0.01, n=10.

Further proteins involved in the regulation oflgkr oxidative state are enzymes
involved in the maintenance of reduced glutathiewvels within the cell (reviewed in (42)).
Glutathione is one of the major cellular protecti@etors against oxidative stress as it can act
as a “buffer” against different reactive oxygen @pe by a reversible change between a
reduced and an oxidized dimer form (GSH, GSS&Islb contributes to the maintenance of
proper enzymatic functions by protecting oxidatgansitive cystein groups situated in the
active centers of a large variety of enzymes. Thanges in the expression levels of the
different members of this complex system identifiedhe liver proteome of STAT6 knock-
out mice indicate a depletion of reduced glutateigrool leading to a decreased cellular
capacity against oxidative insult. The summaryha functions of the different proteins of
the glutathione system is depicted in Figure 5. Twportant detoxifying enzymes using the
glutathione system are GPX1 and GLO1. GPX1 catalylae reduction of peroxides while
GLOL1 is involved in the elimination of toxic metdisoby-products (43). Increased amount
of GPX1 and GLO1 will result in lower levels of rezed glutathione (GSH), thus impairing
the cell’'s defensive capacity against oxidativeaats. GSH is the major substrate of
glutathione S-transferase Mu 1 (GSTM1). Accordindhe restrained availability of GSH
was reflected in a diminution of GSTM1 expressidhe decrease in glutathione availability

is aggravated by the down-regulation of a key ereymiolved in its synthesis.g. methione
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adenosyltransferase 1 (MAT1A). Thus, decreasedtjlittne synthesis, coupled to increased
GPX1 and GLO1 activity will result in the furthexlgustion of GSH pool leading to

impaired GST-mediated conjugation and a defectmacity to withstand oxidative stress.

Met—__| MAT1A

Ado Met

) Decrased GSH synthesis

Ado Hcy
Hcy/

GS-Conjugate <~— | GSTM1
Lactoylglutathione

NADPH
Decreased detoxification / \ ﬁve duced) +GLO1
G6PD GR Methylglyoxal | Increased demand for GSH
NADP” Gssa HO
(oxidized)
0, —> HY, > HO+0,
1soD1 = CAT

~ 7
FIG. 5. Changes in the glutathione biochemical cycle inT&AT6 knock-out mice.

Proteins identified by any of the proteomic apphezcas up- or down-regulated in the STAT6 knockroiae

are represented in green and red, respectivelypywirrepresent the direction of changes in protgpression
(up-or down-regulation), = represents no change:réddplated proteins: GLO1l: Glyoxalase 1, GPX1:
Glutathione peroxidase 1, SOD1: Superoxide dismeut®own-regulated proteins: GSTM1: Glutathione S-
transferase Mul, MAT1A: Methionine adenosyltranaéer 1. Other abbreviations: Ado-Hcy: S-
Adenosylhomocystein, Ado Met: S-Adenosyl-N-Methiogj CAT: catalase, G6PD: Glucose-6-Phosphate
dehydrogenase, GR: Glutathione reductase, GSHatBlohe (reduced form), GSSG: Glutathione (oxidized

form), Hcy: Homocystein, Met: Methionine, NADPH coitinamide-adenine-dinucleotide phosphate.
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2.5.4 Increased Lipid Deposition in the Livers of STAT6 Knock-out Mice

Hepatocytes fulfill a complex metabolic role bothlipid and glucose homeostasis.
The proteome of the livers of the STAT6 knock-ouicenrevealed differences in the
expression levels of several enzymes involved ith h@rocesses. The functions of the
different lipid and glucose metabolic enzymes ideat by the proteomic comparison and

discussed in the following two chapters are sunmradrin Figure 8.

Liver fatty acid binding protein (FABP1) is invad in the uptake, intracellular
transport and esterification of fatty acids (44ABP1 expression was up-regulated in the
livers of STAT6 knock-out mice as demonstrated byhb2-DE gel and iTRAQ analyses
(Table 11, #2). Cellular FABP1 content is regulated the transcriptional level (45).
Accordingly, we found a corresponding up-regulat@nFABP1 mRNA expression in the
knock-out mice (Fig. 6a). The physiological relesanof this elevated expression was
established by direct quantification of liver lippdntent which was significantly increased in
the knock-out mice (Fig. 6b). Previous studies cmted in the STAT6-deficient mice failed
to describe morphological signs of hepatic lipidcaulation when examined by
hematoxylin-eosin staining (46). In accordance witlese studies we found no gross
structural alterations in similarly stained liveecions (Fig. 6¢, upper panels). However,
when applying the neutral lipid dye Oil-red-O, tieneralized lipid deposition in the livers of
the knock-out mice became evident (Fig. 6¢, lovagls).

Increased lipid accumulation can reflect incredsdty acid uptake, an increase in the
rate of fatty acid synthesis or a decrease in rhdodrial fatty acig-oxidation. In contrast to
the increased lipid storage we actually observetb@ease in the amount of ATP-citrate
synthase (ACLY), an enzyme involved in the firsepstof fatty acid and cholesterol
biosynthesis (Table I, #18). To better charactetize changes in fatty acid synthesis we
assessed the mRNA expressions of two key reguldipogenic enzymes, acetyl-CoA
carboxylase (ACC) and fatty acid synthase (FAS)icivlare regulated at the transcriptional
level. None of the two enzymes showed significalierations in their mRNA levels
confirming that the observed lipid accumulatiomat due to enhanced fatty acid synthesis
(Fig. 6d). Exogenous fatty acids taken up by therlcan be oxidized during starvation or be
used for triglyceride synthesis in fed conditioR&ABP1 has been demonstrated to regulate

fatty acid uptake and esterification but also niimudrial B-oxidation under starving
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conditions when circulating fatty acid levels arghh Increased FABP1 levels in the STAT6
knock-out mice may therefore indicate increaseglyiteride synthesis but also enhanced
fatty acid p-oxidation. Indeed, we identified tw@-oxidation-related enzymes whose
expression was up-regulated: the medium-chain @oy-synthetase (ACSM1) and the 3-
ketoacyl-CoA thiolase (ACAA2) (Table Il, # 17 and)2Moreover, an increase in fatty acid
B-oxidation is also indirectly suggested by the gptation of the mitochondrial ATP
synthase F1 complex (ATP5B) (Table II, # 22) inwvn the oxidation of the NADHand
FADH; produced during this process and in the Kreb’seyhe rate limiting step d-
“oxidation is the acyl-CoA transport across the ofitmdrial membrane by the carnitin-
palmytoil CoA transferase 1 (CPT1). CPT1 mRNA lsvelere not different between wild
type and knock-out mice suggesting that the inereadatty acid oxidation was within the
limits of physiological capacity of this transpar{&ig. 6d). Fatty acid uptake in the liver is
elevated during starvation. This elevation leadstoeased triglyceride synthesis but also to
enhanced acetyl-CoA production which might saturtite Kreb’s cycle’s eliminating
capacity. Accumulation of acetyl-CoA results in tfmation of beta-hydroxybutyrate
(BHB) and acetoacetate, commonly referred to asofie bodies”. In line with the similar
MRNA expression levels of CPT1 we found identicklEBBand acetoacetate levels in wild
type and knock-out mice regardless if mice were déedwere challenged by overnight
starving (Fig. 6e). This finding again suggestd tha increased liver lipid content found in
the STAT6 knock-out mice is the result of enhanteglyceride synthesis and that the
alterations in mitochondrigl-oxidation enzymes reflect an increase in fattyl asailability

most likely due to the up-regulation of FABP1 exgsien.

iTRAQ analysis also revealed decreased expresgi@@veral enzymes involved in
the cholesterol / bile acid synthesis pathveag. acetyl CoA acetyltransferase (ACAT2),
farnesyl pyrophosphate synthetase (FPP Synthasegyateine sulfinic acid decarboxylase
(CSAD) (Table I, #17, 14 and 20). In accordancehvite decreased expression of these
proteins we found diminished mRNA expression of CXP, the rate-limiting enzyme of

bile acid synthesis in rodents (Fig. 6d).

Liver plays a crucial role in the metabolism otebacids and heme, the major
functional component of hemoglobin. Bile acids eo@jugated with taurin or glycin, while
the degradation product of heme, bilirubin, is cgajted with glucorinic acid. The livers of

STAT6 knock-out mice showed decreased expressiotwofkey enzymes of these two
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conjugating pathways: the cysteine sulfinic acidatboxylase (CSAD) and the UDP-glucose
6-dehydrogenase (UGDH) (Table I, #20 and 13). Téerehsed expression of CSAD is in
line with the decreased expression of several eagyof the cholesterol/bile acid synthesis
pathway. The physiological importance of the obsdrdecrease in UGDH expression was
reflected by a significant decrease in the ratieafjugated bilirubin in the STAT6 knock-

out mice (Fig. 6f).

FIG. 6. Changes in liver lipid homeostasis in STAT6 knock+at mice (see next

page). A. mRNA expression of the Fatty Acid Binding Protei (FABP1). Each bar represents the average
MRNA level expressed as normalized to the mearhefdontrols +S.E.M.; n=5, *={).05. B. Total liver
chloroform/methanol-extractable lipid content. n#8, p<0.05. C. Hematoxylin-eosin (H.E.) (magnification
20x) and Oil red O (magnification 10x) staininglivker sections. D. mMRNA expression of enzymes imedlin
lipid metabolism. Each bar represents the averaB&lAnlevel expressed as arbitrary units normalizedhe
mean of the wild type controls + S.E.M. ACC: Ace@bA Carboxylase, FAS: Fatty Acid Synthase, CPT1:
Carnitin Palmoyltransferase 1, CYP7ALl: Cytochromfel.7n=5, *=p<0.01. E. Ketone body concentrations.
Each bar represents the mean values +S.E.M. n##8;p#£0.001 fedvs. starved state in mice of the same
genotype. HO-butyrate: hydroxybutyrate. F. Ratiocohjugated plasma bilirubin. Data are expressethas
mean £ S.E.M. n= 9, *=90.05.

-115-



Joél Iff 2007

>
os}

N
2
3

FABP1 *®

Arbitrary unit
Liver lipid (mg)

o
o

Wild Type STAT6 K

D
2
£ ACC FAS CPT1 CYP7A1
2
5 .
5 *¥
<
0
WT KO WT KO WT KO WT KO
E
1800 600
HO-butyrate Acetoacetate  ### #H#
1200 H## #it 400
=
S5
WT KO WT KO WT KO WT KO
Fed Starved Fed Starved
F
E 1.0 — -
ke Bilirubin
~
©
% 0.5
()]
=}
=
o
v}

o
o

- 116 -



Joél Iff 2007

2.5.5 Changesin the Expression of Glucose Homeostasis Enzymes

The two proteomic methods identified several défgially expressed proteins
involved in glucose homeostasis regulation. Namely,found a decrease in the expression
levels of fructose bisphosphatase 1 (FBP1), glysogjeosphorylase (PYGL) and glucose
phosphate isomerase 1 (GPI1) (Table I, #10, 12, RBpsphoenolpyruvate carboxykinase
(PCK1) is another key regulatory enzyme of glucagee®@sis whose expression is mainly
regulated at the transcriptional level. Accordinglye found a decrease in PCK1 mRNA
expression (Fig. 7a), which is in keeping with tdiecreased FBP1 expression suggesting
decreased gluconeogenesis. The altered FBP1 and BXjifession was a singular feature as
two other rate limiting enzymes involved in glucosgnthesis/utilization, glucose
6 phosphatase (G-6-Pase) and glucokinase (GK)nalidchow any significant variations in
their expression levels (Fig. 7a). PCK1 expreskias been shown to be regulated by another
member of the STAT family, STAT3. The signaling®TAT family members is negatively
modulated by the Suppressor of Cytokine SignalB@CS) proteins. In particular, SOCS3
expression was shown to be STAT6 dependent in Hep@®2an hepatoma cells (47). To
verify if modifications of STAT3 or SOCS3 expressiare responsible for the observed
down-regulation of PCK1 expression we evaluatedr tidRNA and protein levels by real
time PCR and Western blot analysis. As judged legehtwo methods the expression levels
of these two proteins remained unchanged in theT®Tknock-out mice (Fig. 7b and 7c,
respectively).

>
vy}
@]

2
’ PCK1 G-6 Pase GK STAT 3 SOCS 3 —_—

= = STAT3

=1 =1

2, . >, socs: [ — —
5 § EZrin - w— — ——
< <<

. . WT KO
WT KO WT KO WT KO WT KO WT KO
FIG. 7. Expression of glucose homeostasis enzymes and pioge involved in

cytokine signaling. A. mRNA expression of glucose homeostasis enzyfe&K1: Phosphoenolpyruvate
carboxykinase, G-6 Pase: G-6 Phosphatase, GK: @hase, (n= 10). B. mRNA expression of STAT3 and
SOCS3. n=6. In all mMRNA expression experiments begpsesent average mRNA levels expressed as awbitra
units normalized to the mean of wild type mice £#8. C. Western blot analysis of protein expressidn
STAT3 and SOCS3. Ezrin is a non-variable proteiowshg equal protein loading. Each blot shows three

representative samples from a blot containingrsividual samples.
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FIG. 8.

An overview of the functions of glucose- and lipidmetabolic proteins

identified by the two proteomic methods.Up-or down-regulated proteins in the STAT6 knock-ou

mice are marked in green and red, respectivelytePr®marked in black are enzymes which were resttifled

in the proteomic study but whose expression waabéished by real-time PCR. Box around proteinsreefe

rate-regulating proteins. Arrows represent thediiioe of change, = represents no change. Up-rezfifatotein:

ACAA2: 3-ketoacyl-CoA thiolase, ACSM1: acyl-CoA diwetase, ATP5B: ATP synthase, FABP1: Fatty acid-

binding protein, SCP2: Nonspecific lipid-transferofgin. Down-regulated protein: ACAT2: Acetyl CoA
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acetyltransferase, ACLY: ATP Cytrate synthase, CSE&Psteine sulfinic acid decarboxylase, FPP Symthas
Farnesyl diphosphate synthase, GPIl: Glucose phtesplisomerase, PCK1: Phosphoenolpyruvate
carboxykinase, PYGL: Liver glycogen phosphorylaggther abbreviations: ACC: Acetyl-Coenzyme A
carboxylase, Ac-CoA: Acetyl-Coenzyme A, CoA: CoemeyA, CPT1: Carnitin Palmoyltransferase, CYP7AL:
Cytochrome P450 7A1, FADH Flavin adenine dinucleotide, FAS: Fatty acid sase, FBP1: Fructose
bisphosphatase 1, Fructose-1#6-Pructose-1,6-bisphosphate, Fructose-6-P: Frudigseosphate, GA-3-P:
Glyceraldehyde-3-Phosphate, GK: Glucokinase, Glex&®: Glucose-6-phosphatase, G-6-Pase: Glucose-6-
phosphatase, NADH: Nicotinamide adenine dinucleotid

2.5.6 In glico Promoter Analysis

STATEG is a transcription factor, therefore changeprotein amount observed in the
STATG6-deficient livers could be attributed to adteons in mRNA transcription of STAT6-
dependent genes. Indeed, several proteing, GLO1l, MUPs showed tight correlations
between their mRNA and protein levels. In ordeg&in a better insight to the mechanism
underlying the changes observed in the STATG6-d&ificimice we performedn silico
promoter analysis using different binding motifsyang them the consensus STAT6 binding

element. The binding elements used for the anadysidisted in Table II.

TABLE Ill  Oligo binding motives used forin silico promoter analysis.

For each motive the sequence and the total nunilignding sites found in the down- or up-regulapedteins

are indicated.

Down-regulated

Motive Sequence . Up-regulated proteins
proteins
STAT6 TTCNNNNGAA 43 54
C/EBP (A/G)TTGCG(C/T)AA(C/T) 0 0
AHRE-I (core) GCGTG 118 116
AHRE-I (extended) TNGCGTG 19 29
AHRE-I (full) (T/G)NGCGTG(A/C)(G/C)A 1 5
AHRE-II CATG(N6)C(T/A)TG 13 25
ARE TGACNNNGC 38 78

First we analyzed the presence of STAT6 bindingusace in the promoter regions.
16 of the 21 down-regulated and 23 of the 28 upHeggd proteins contained one or more

consensus STAT6 binding elements in their promegions, indicating that the presence of
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the binding element is not directly linked to tHeserved changes in expression levels in the
knock-out mice (Tables IV and V). Indeed, HSPAS WEaV, #20) expression was up-
regulated but the promoter region contained no S3AInding element. Moreover, the
homologue selenium-binding proteins 1 and 2 werendand up-regulated, respectively, in
spite of the presence of several STAT6 consensusegits in the promoters of both proteins.
Another family of transcription factors, the CCAATFThancer Binding Proteins (C/EBPS), is
a well known modifier of STAT6 regulated transcigpial activation (1). In addition, liver
specific C/EBP] knock-out mice display age-dependent hepatosisg#). In our analysis
none of the promoter regions of the identified em¢ contained the classical binding
element for C/EBP.

TABLE IV Transcription factor binding motives identified in the +5000/-1000

basepair regions of down-regulated proteins.

Gene AHRE AHRE

Number Protein name RefSeq Chr. Str STAT6 ARE
Symbol I II
CORE EXT. FULL

1 Gstm2  Glutathione S-transferase Mu 2 NM_010359 chr3 2 2 1 1
2 Gotl Glutamate oxaloacetate transaminase 1 ~ NM_010324  chrl19 2 6 1 2
3 Selenbpl  Selenium-binding protein 1 NM_009150 chr3 + 2 3 1
4 Gstml  Glutathione S-transferase, Mu 1 NM_010359 chr3 2 2 2 1
5 Dbi Acyl-CoA-binding protein NM_007830 chrl 3 12 1 3
6 Matla  Methionine adenosyltransferase 1 NM_133653  chrl4  + 2 1 2
7 Krt18  Keratin complex 1, acidic NM_010664 chrl5 + 7 3 2
8 Assl Argininosuccinate synthase NM_007494 chr2 + 5 4 1 2
9 Adhl Alcohol dehydrogenase 1 NM_007409 chr3 + 5
10 Fbpl Fructose bisphosphatase 1 NM_019395  chrl3
11 Etfa Electron transferring flavoprotein NM_ 145615 chr9 - 2 5 1
12 Pygl Liver glycogen phosphorylase NM_133198 chrl2 - 1 4 1 3
13 Ugdh UDP-glucose 6-dehydrogenase NM_009466 chrs - 8 2 1 3
14 Fdps Farnesyl pyrophosphate synthetase NM_ 134469 chr3 1 6 1 1
15 Tuba6  Tubulin alpha-6 chain NM_009448  chrl5 + 1 7 1 2
16 Gpil Glucose phosphate isomerase 1 NM_008155 chr7 3 13 1 1 3
17 Acat3  Acetyl CoA transferase-like protein NM_153151  chrl7 4 5 2 1
18 Acat2  Acetyl CoA acetyltransferase, cytosolic ~ NM_009338  chrl7 4 6 1 1
19 Acly ATP-citrate synthase NM_134037  chrll 3 7 2 1
20 Cycs Cytochrome C protein, somatic NM_007808 chr6
21 Csad Cysteine sulfinic acid decarboxylase NM_144942  chrl5 - 4
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TABLE V  Transcription factor binding motives identified in the up-regulated

proteins.
Gene AHRE
Number Protein Name RefSeq Chr. Str STAT6 AHRE 1 ARE
Symbol I
CORE EXT. FULL
1 Ca3 Carbonic anhydrase 3 NM_007606 chr3 + 1 2 3
2 Fabpl Fatty acid-binding protein | FABPL NM_017399 chr6 + 1 1 2 1 1
3 Hba-al Hemoglobin alpha chain NM_008218 chrll + 1 3 2
4 Sod1 Superoxide dismutase [Cu-Zn] NM_011434 chrl6  + 13 2 1
5 Rgn Regulcalcin | SMP 30 NM_009060 chrX + 1 5 3
6 Giol Lactoyigiutathione iyase LGUL NM_025374 chri7 - i 3 i 3
7 Selenbp2  Selenium binding protein 2 NM_019414 chr3 + 3 3 2
8 Mupla  Major urinary protein | MUP NM_031188 chr4 - 3 1 2 1
9 Muplb Major urinary protein 1 MUP NM_031188 chr4 - 3 1 2 1
10 Mup2 Major urinary protein 2 MUP NM_008647 chr4 - 2 1 2 1
11 Mup6 Major urinary protein 6 MUP NM_008648 chr4 - 2 1 1 2 1
Mups, N .
12 Major urinary protein 8 & 11 MUP NM_008649 chr4 - 3 1 2
Mupl1
13 Gpx1 Glutathione peroxidase 1 NM_008160 chr9 + 1 9 1
14 Alb Serum albumin NM_009654 chr5 + 1 2 1
15 Hspdl 60 kDa heat shock protein NM_010477 chrl - 4 7 1 1 2
16 Hbb-bl Hemoglobin beta-1 chain NM_016956 chr7 - 1 1 1
17 Acsml Medium-chain acyl-CoA synthetase NM_054094 chr7 + 2 5
18 Krt18 Keratin complex 1, acidic NM_010664 chrl5 + 7 3 2
19 Uox Urate oxidase NM_009474 chr3 + 1 2 3
20 Hspas Heat shock 70kDa protein 5 | GRP 78 NM_022310 chr2 + 8 2 1 1
21 Ovbs Cvtochrome bog NM 025797 che1Q , 2 4 q
21 Cybs Cytochrome b-5 NM_025797 chri8 ! 2 4 8
ATP synthase, H+ transp. mitoch. F1
22 Atp5b NM_016774 chri0  + 1 6 1 1
comp
23 Gstpl Glutathione S-transferase P1
3-ketoacyl-CoA thiolase,
24 Acaa2 NM_177470 chr18  + 1 8 3 3 1
mitochondrial
25 Scp2 Nonspecific lipid-transfer protein NM_011327 chr4 - 1 3 1
26 Nme2 Nucleoside diphosphate kinase B NM_008705 chrll - 4 2 1 1 1
27 Akrlcé  Estradiol 17 beta-dehydrogenase 5 NM_030611 chri3 t 1 1 1 1
28 Tst Thiosulfate sulfurtransferase NM_009437 chrl5 - 3 11 2 2

We also extended our investigation to other pnstavhose mRNA expression we
analyzed in this study. Several of the proteinpldiged STAT6 consensus sequence(s) in
their promoter regiong.g. ARG1, CYP7AL, FAS or G-6-Pase. Here again thegmes of
the binding element was not directly linked to tisserved changes in expression levels as
ARG1 was up-regulated, CYP7A1 was down-regulatedewbAS and G-6-Pase showed no

alterations (Table VI).
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TABLE VI Motives identified in the genes whose mMRNA expressi has been

determined in the study.

Gene

Number Protein Name RefSeq Chr. Str STAT6 AHRE 1 AHREII ARE
Symbol
CORE EXT. FULL
1 Argl  Arginase 1, liver NM_007482 chr10 - 3 3 1
2 Cyp7al  Cytochrome P450, fam 7, sub a, poly 1 NM_007824 chr4 - 1 1 1
3 Fasn  Fatty acid synthase NM_007988 chrll - 1 8 1 1 2
4 Pckl  Phosphoenolpyruvate carboxykinase NM_011044 chr2 + 2 1
5 G6pe  Glucose-6-phosphatase, catalytic NM_008061 chrll + 1 2 3
6 Gek  Glucokinase NM_010292 chrll - 3 1 6
7 Socs3  Suppressor of cytokine signaling 3 NM_007707 chrll - 11 1
8 Ahr  Aryl-hydrocarbon receptor (AHR) NM_013464 chrl12 - 3 5 1 1
Aryl hydrocarbon receptor nucl.
9 Arnt NM_001037737 chr3 + 4 4

transioc.

STAT6 knock-out mice are more susceptible to hygoeperfusion induced liver
injury (46, 49). Hypoxia-induced gene expressionmediated to a great extent by the
hypoxia-inducible factor 1a (HIFe)} (50). HIF-In. belongs to the family of Per-Arnt-Sim
(PAS) family of basic helix-loop-helix (bHLH) traosption factors. The bHLH/PAS family
of proteins is intimately involved in the adaptiesponses to generalized and cellular stress.
One of the members of this family is the aryl-hyzndon receptor (AHR) known primarily
for mediating the toxic effects of aromatic xendiwi® (reviewed in (51). However, more
recent data indicated a role for the AHR also iggiblogical processes, well beyond the
adaptive response to xenobiotics, most importantlyypoxia-mediated signaling (52). These
data urged us to examine the presence of the eliffé&kHR-related binding sequences in the
promoter regions of the genes identified by ourtgomic study. The different nucleotide
sequences of the consensus motifs were previoisghdlin Table Ill. Aryl-hydrocarbon
receptor responsive element | (AHRE ) motif is thassical binding sequence for the aryl-
hydrocarbon receptor. AHRE Il has been recentlcidesd as a new binding element for a
functionally related group of genes regulated by AHR in cooperation with an additional
DNA-binding protein, possibly the oestrogen recep{s3). The antioxidant responsive
element (ARE) is responsible for mediating the riech effects of dioxin, the classical
activator of the AHR. The core pentanucleotide sege of the AHRE | motif was found in
virtually all promoters. By contrast, there werdyofi down- and 12 up-regulated proteins

containing the extended or full motif. We identifi® down- and 14 up-regulated proteins
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containing the consensus AHRE Il motif and 15 dovamd 24 up-regulated proteins
containing the ARE motif.

A large number of proteins (15 down-regulated &8 up-regulated proteins)
contained both STAT6 elements and one or severéhteofAHRE I, AHRE Il or the ARE
motifs. Most notably, the promoter regions of MUPghe proteins showing the greatest
increase in the STAT6 knock-out mice - containeel skequence of STAT6, AHRE Il and
ARE motifs. ARH acts as a hetorodimer in assoamtiath the Aryl Hydrocarbon Receptor
Nuclear Translocator (ARNT) (54). Interestingly, ilghthe promoter region of the AHR
contained several STAT6 elements, the promoter RNA was devoid of this sequence
(Table VI, # 8 and 9).

2.6 Discussion

The aim of our investigation was to assess theaanpf loss of signaling by STATS6,
a transcription factor mediating the effects of tprotective cytokines, IL-4 and IL-13, in

liver.

In the first part of our study we compared thediproteomes of wild type and STAT6
knock-out mice using two different techniques comiyaised in proteomics, namely 2D gel
electrophoresis and 2D nanoscale LC tandem masstrepetry, also known as
multidimensional protein identification technolofMudPIT) (55). The results illustrate well
the complementarity of these two techniques, simoeut a third of all the differentially
expressed proteins identified in this study werentb by both techniques. The main
advantage of 2D-PAGE remains in the fact that sgjwar occurs at the protein level and this
technique is well adapted to resolve protein iso®I(56) as shown for the different SBP1
and SBP2 isoforms or for the MUP protein family X5@n the contrary, separation occurs at
the peptide level in shotgun liquid-based techrsgqsech as the MudPIT approach. Thus,
peptides issued from the digestion of a singleginoare not anymore analyzed in the same
NnLC-MS/MS run as in the 2D-PAGE approach, but acearsbled over all the two
dimensional SCX and C18 fractions, which rendeddoisns identification less obvious.
However, quantification of differentially expressptbteins remains a difficult task when

comparing 2D gel maps. Indeed, direct comparisordifierent 2D gel images is rarely
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evident and often requires some image warping. ,TQuantification based on spot intensity
differences becomes limited even with a good nomaabn of image backgrounds.
Therefore, gel-based techniques with covalentlynbdluorescent dyes have been developed
such as the 2D fluorescence differential gel etgdtoresis (DIGE) technology (58, 59) to
circumvent problems due to 2D maps comparison audrage technical variability. But it
has been shown recently that migration shifts el@ttveen the small amount of labeled
proteins (e. 1-2%) and the remaining unlabeled proteins, witein lead to a loss of
sensitivity and thus a loss in protein identificatireliability (60). On the contrary, with the
liquid-based approach combined with tandem masstgpeetry quantification occurs by
comparing peak areas of isotopically labeled comgsuln iTRAQ analysis, the ratio of two
different MS/MS reporter iond.€. reporter 114 and 115) is calculated for each itledt
peptide in order to find differentially expresserbtgins. MS-based quantitation is more
accurate than gel image comparison, and tandem spasrometry is commonly used for its
quantitative performance of low molecular weighinpgmunds when using selective scanning
mode such as selected reaction monitoring (SRM) @écently, SRM has also been adapted
for the quantitative analysis in proteomics and rsvategies, such as the stable isotope
standards and capture by anti-peptide antibodiE3Q&PA) method, have been developed
for targeted proteomics analyses (62-64). Usingséhéwo complementary proteomic
techniques we identified 20 down-regulated and p&egulated proteins in the STAT6
knock-out mice.

In the next phase of our study we validated thgsphogical relevance of the
identified proteins. The highest increase in exgies was detected in case of the major
urinary proteins (MUPs). MUPs received their nametheir predominance in mouse urine
constituting a “physiological proteinuria” (reviedien (65). MUPs are filtrated by kidney
glomeruli freely due to their low (approximatelykD®) molecular weights and their globular
form. Major urinary proteins belong to the familf Igpocalin proteins, characterized by an
overall structure of eighi-sheets defining f-barrel configuration. The hydrophobic core of
the molecule binds volatile polar pheromones in riede urine and releases them slowly
once deposited as a territorial “scent mark” (6B). MUPs are primarily produced in the
liver in a sex dependent manner with the malesngasignificantly higher expression levels
than females (68, 69). MUPs are the products ofuftigene family of approximately 30
genes and pseudogenes localized on mouse chromodomiisplaying high sequence
homology both at the mRNA and the protein levelB).(7Mranscription of MUPs can be

- 124 -



Joél Iff 2007

induced by testosterone, growth hormone, thyroxinsulin and dexamethasone
administration. Surprisingly, we found a decreaather than an increase in testosterone
levels, a finding that rules out the most commartdaas the cause of the spectacular up-
regulation of MUP expression in the knock-out mi8&.AT6 knock-out mice display no
noticeable differences in body size or weight anguagainst an increase in growth hormone
levels, as well. In addition, thyroid hormone aaddom fed insulin levels were not different
between wild type and STAT6 knock-out mice (datastwwn). Taken together, these data
suggest the involvement of currently unidentifieactbr(s) in the regulation of MUP

expression.

Results from other studies showed that MUP exjess often altered in conditions
linked to liver dysfunctiore.qg. lipid accumulation or sclerosis though no directrelation
between MUP expression and the development of liay disease could be established (71,
72). MUPs belong to the family of extracellularidigbinding proteins, also referred to as
“lipocalins” (73). Recently, serum retinol bindipgotein 4 (SRBP4), another member of the
lipocalin family, has been shown to be increasethenwhite adipose tissue of high-fat diet
fed and genetically obese (ob/ob) mice (74). Whemening if a similar regulation of MUP
expression occurs in the livers we found a downHa@n in two different genetically obese
rodent models characterized by hepatosteatosisbaimice and fa/fa rats (Supplementary
Material - Fig. S1). Taken together, these data algpport a so far unappreciated role for
MUP in liver lipid homeostasis though a more compéad less direct one than that of

SRBP4 in the white adipose tissue.

The two proteomic analyses identified several memntof diverse stress-related
cellular networks related to the regulation of @jasmic selenium and glutathione
concentrations. Moreover, we found a large numbeproteins involved in the defense

mechanism against heat shock and endoplasmatalteti stress.

One of the most important stress-response progemshe selenium binding proteins.
Selenium binding proteins (SBPs) belong to the lawii selenium-containing proteins (43).
In contrast to the subgroup of selenoproteins doimz;n selenium incorporated in
selenocystein by the use of a specific selenody$sRINA, SBP molecules do not internally
contain selenium but rather bind it externally infeemically yet undetermined fashion (43).
There are three different selenium-binding protemd4 kDa protein called the liver fatty
acid-binding protein (FABP1) and two homologue phas$ called selenium binding protein 1
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and 2 (SBP1 and SBP2). Selenium binding proteimfbeen described as the major target
for acetaminophen in mouse liver cytosol and tleeefis also known as the 56 kDa
acetaminophen-binding protein (APBP, AP56) (35,77%- The two SBPs share a high
degree of identity both at the mRNA (98%) and at photein (96%) levels with a difference
of mere 18 amino acids between their sequencesl 3BR a slightly lower calculated
molecular weight (52351.82) and higher pl value1%.when compared to SBP2 (MW=
52628.04 and pl= 5.78). In contrast to SBP1, theression of SBP2 was up-regulated in
STATG6-deficient mice. This opposite regulation bé ttwo SBP isoforms was confirmed by
2-DE and iTRAQ analyses validating its physiologjiocalevance. Indeed, in spite of their
structural and apparent functional similarity SB&id SBP2 expression were found to be
divergent in several previous studies (78-82). SBR2 down-regulated in Cg&induced
liver injury, while administration of the AHR-liganTCDD led to the up-regulation of this
protein (31, 72, 83, 84). Clofibrate, a hypolipidenmcompound acting through the
peroxisome proliferaton (PPAR#) was shown to protect cells from oxidative strasd the
resultant cytotoxicity induced by B, treatment, a diverse array of hepatotoxic compsund
and hypoxia—reoxygenation (85). Interestingly, SBR@ression decreases after clofibrate
treatment co-inciding with a decrease in hepapicllcontent (83, 84). An even more specific
link between liver lipid homeostasis and SBP2 esgian was indicated by the study of Park
et al. where feeding of a hypercholesterinemia-inducireg tbd to the down-regulation of
SBP2 expression in the steatosis susceptible CYBht not in the resistant C3H strain
(71). In this regard the increased SBP2 expressidhe STAT6 knock-out mice could be
viewed as an adaptive mechanism against the gtgdieleloping lipid deposition and the
consequential ROS accumulation leading to metalmididative stress. Indeed, in addition to
their role in selenium homeostasis, a direct ardanxt activity has been postulated for SBPs
in analogy to other selenocysteine-containing eresgrg. glutathione peroxidase 1 (GPX1)
(81). This point is substantiated by the fact tBRX1 have been identified as up-regulated in
STATG6 knock-out mice.

Another selenium-containing protein, the 14 kDayfaicid binding protein (FABP1,
P12710) was also observed to be up-regulated ifivitis of STAT6-null mice. Apart from
its fatty acid binding function FABP1 has been show play a crucial role in the
anticarcinogenic and growth inhibition functionssefienite by acting as a growth regulatory
protein (32, 34, 86). FABP1 is composed of 127 anaoids containing seven methionine

and one cysteine groups (87, 88). Notably, of la#l &mino acids, the sulphur containing
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cysteine and methionine groups are the most eagitizable by different reactive oxygen
species (ROS) (89). Thus, FABP1 may act as antaféeendogenous cytoprotectant against

hepatocellular oxidative stress (90).

Confirming the presence of increased stress irivkees of STAT6 knock-out mice,
we found an increase in the expression of a thetdnsum-containing protein: the seleno-
enzyme GPX1 (91). GPX1 takes part in regulatingatailability of reduced glutathione, a
major factor implicated in the cellular anti-oxidalefense system. In line with the alterations
in GPX1 expression we found coordinated changethénlevels of other enzymes of this
system. The overall picture that emerged was aedser in glutathione anti-oxidative
capacity in the STAT6 knock-out mice. This findiisgin accordance with the sensitivity of
STAT6 knock-out mice towards liver and kidney iscii@-reperfusion injury and with the
protective effect of IL-4 and IL-13, the two STAT@pendent cytokines against these insults
(92). The importance of intact glutathione metadlis emphasized by the finding that mice
deficient for MAT1A, the enzyme regulating glutathe synthesis, develop spontaneous non-
alcoholic hepatosteatosis (NASH) and hepatocellcdaicinoma (93, 94). The importance of
the intact function of the glutathione system wasently confirmed in a human study where

a decrease in GSTM expression was reported inotieavers (95).

The glutathione system also plays an important inlehe defense against the
accumulation of toxic metabolic by-products. Tokiproducts can be formed through lipid
peroxidation and the formation of advanced glycatendproducts (AGEs). One of the
enzymes involved in the elimination of these toietabolites is lactoylglutathione lyase /
glyoxalase 1 (GLO1l). GLO1 mediates the glutathioopjugated elimination of
methylglyoxal, a reactivél-oxoaldehyde formed during lipid peroxidation, gil)sis or the
degradation of glycated proteins (96, 97). GLOlsube reduced form of glutathione (GSH)
for its detoxification function; therefore elevat€ O1 activity will further deplete cellular
GSH stocks. Nitric oxide is a potent inhibitor @il peroxidation (98). We found an up-
regulation of ARG1 expression in STAT6 knock-outcenimplying lower cellular nitric
oxide levels through direct competition with therici oxide synthase for their shared
substrate, arginine. Thus, lower nitric oxide Isvelvould further aggravate ROS

accumulation and would contribute to the developgneéiellular stress.

In summary, the proteome of the STAT6-deficientencesented an overall picture

with a depletion of cellular defensive reserve tdahstand oxidative stress and an up-
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regulation of enzymes involved in the eliminatiohdifferent reactive oxygen species and

damaging metabolites.

Cellular stress is also linked to disturbancesER function through a complex
response known as the unfolded protein respons®&)UR9, 100) Metabolic and calcium
disturbances, hypoxia or an unbalance in celliddox or glycosilation state can all lead to
stress within the endoplasmatic reticulum (ER) tegin the release of Ghand triggering
cell injury or apoptotic response (101, 102). STAdtdck-out mice displayed a strong up-
regulation of HSPAS expression, a hallmark of BRss (103). HSPAS has been shown to be
activated by reduced €aoncentration, to protect cells from oxidative/nhetic stress thus
prevent cell death (83, 104-107). The ER stressth@dctivation of defensive mechanisms
suggested by the increase in HSPAS expressionlisarwith the up-regulation of regucalcin
and GLO1 implying disturbed calcium homeostasis amdncrease in protein glycosylation,
respectively. The physiological importance of HSPiASiver function is underlined by a

recent study identifying HSPAS as one of the “fdagisnes in experimental NAFLD (108).

HSPAS5 belongs to the family of heat shock proteiBgpression of heat shock
proteins can be induced by exposing the cells talitions of environmental stress, including
heat shock, oxidative stress, heavy metals, orathgbogic conditions, such as ischemia-
reperfusion, inflammation, tissue damage, infectmm mutant proteins associated with
genetic diseases (109). Heat shock proteins fum@t® molecular chaperones or proteases.
Molecular chaperones are a class of proteins thatact with diverse protein substrates to
assist in their folding, with a critical role dugrcell stress to prevent the appearance of
folding intermediates or otherwise damaged molecyH9). Consequently, heat shock
proteins assist in the recovery from stress eithemrepairing damaged proteins (protein
refolding) or by degrading them, thus restoringt@iro homeostasis and promoting cell
survival (109). In our study we identified anothgr-regulated heat shock protein: HSPD1
(HSP60). HSPD1 is a mitochondrial matrix proteiattparticipates in a chaperone complex
responsible for the proper folding of mitochondA encoded proteins and polypeptides.
As the mitochondria generates copious amountsesf fadicals, the chaperones promoting
refolding of redox-modified proteins to prevent eggation are of extreme importance (110).
The up-regulation of this mitochondrial chaperonggests a specific role for mitochondria-
derived ROS production in the development of heptolar stress in STAT6 knock-out
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mice. This finding is line with a previous humaodies showing mitochondrial deficiency in
NASH biopsies (111, 112).

Cellular stress related to disturbed ER and mitadnial functions is linked to
unbalanced intracellular calcium homeostasis (10@ny different cellular mechanisms are
influenced by cytoplasmic calcium concentrationsliding enzyme activity and protein
synthesis (101). Perturbation of calcium homeostdsi STAT6 knock-out mice was
suggested by the up-regulation of regucalcin, deproplaying a major role in regulating
cellular calcium fluxes. Regucalcin is a 299- amauid protein preferentially expressed in
hepatocytes and in renal tubular epithelia (revibwre (113)). Expression of regucalcin
decreases with age in rat and mouse liver in amoged-independent manner hence its
second name, senescence marker protein (SMP30). R&ducalcin is thought to play an
important regulatory role in cytosolic €zomeostasis through modulating the activity of the
plasma membrane, mitochondrial and microsom&i famps thus protecting the cell against
a rise in cytosolic calcium content and the subeatjgellular stress and cell death (115).
This protective function was also demonstraiedvivo using regucalcin knock-out mice.
Indeed, these mice display signs of acceleratemhggexidative stress in the brain, pigment
deposition in kidney tubular cells and elevatedlydgeride deposition and mitochondria
enlargement in liver (116-119). Regucalcin expass$s regulated at the transcriptional level
(115). Enhanced regucalcin promoter activity angression have been observed upon
stimulation with phorbol 12-myristate 13-acetatd@®, dexamethasone and insulin in H4-
[I-E murine and in HepG2 human hepatoma cells. 8ytast, TNFe treatment resulted in
reduced regucalcin protein amount (120-122). Bageon the contrasting regulation by
insulin and TNFe. Solomonet al. suggested a role for regucalcin in hepatocytelimsu
resistance (122). The importance of regucalcinvier Imetabolismin vivowas confirmed by
several proteomic and genomic studies. Most notably upregulation of regucalcin
expression was identified in the livers of Han/\&fistats resistant to the hepatotoxic drug
tetrachlorodibenz@-dioxin (TCDD) when compared to the livers of th€DOD sensitive
Long-Evans rats (31). By contrast, regucalcin wamtl to be down-regulated in livers of
C57BI/6 mice, a strain susceptible to atherogeimt, ¢dompared to the resistant C3H/HeJ
mice; and in the livers of senescence acceleratied ($AM) (71, 82). Taken these data
together, they suggest that the increased regacakgression observed in the STAT6 knock-
out mice can be viewed as part of the cellular mefe mechanism against the

metabolic/calcium stress induced by the hepatdeellipid deposition in these mice. In line
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with the close relationship between calcium- andABd-mediated signaling are the data

reporting the intertwining activation of these tpathways in polycystic kidney disease (12).

Several liver enzymes controlling lipid and glucdsemeostasis were differentially
expressed in STAT6 knock-out mice. Altogether, ¢helsanges suggested an increase in fatty
acid metabolism due to excess exogenous fattyleating. The most prominent change was
observed in case of the liver fatty acid bindingtpin, FABPL1. Interestingly, another
member of the family of fatty acid binding proteitise adipocyte/macrophage aP2 has been
shown to be inducible by IL-4 in human bronchiallc€dHBCs) in a STAT6 dependent
manner. This study also showed a contrasting régylamechanism regulating aP2
expression in HBCs and in murine 3T3L1 adipocytesiing towards a complex tissue-
specific network implicated in the regulation ofisthgene’s expression (13). Our data
concerning the up-regulation of FABP1 expressiorSTAT6 knock-out mice add a new
element to our understanding of the regulationxgfression of different fatty acid binding
proteinsin vivo. It is of interest that both FABP1 and STAT6 hdeen down-regulated in
human hepatitis C protein expressing but not imtetee Huh7 hepatocytes implying the
possible involvement of these proteins in the dgwelent of steatosis-related inflammation
and fibrosis (123, 124).

Concerning the liver lipid accumulation in STAT6dak-out mice it is worthwhile to
mention, that the mice used in this study were teckaising the Balbc/J inbred mouse
background, a strain less frequently employed irtabwic studies. One related strain,
Balb/cByJ was recently shown to display highly eased serum and liver triglyceride levels
due to a deletion in the short-chain acyl-CoA debgdnase gene impairing fatty adled
oxidation (125). Previous studies indicated thad thutation was absent from the Balbc/J
strain, a result that we also confirmed in the mised in these experiments ((126) and data

not shown).

Comparing our results with those obtained fromfedént rodent models of
hepatosteatosis we confirmed the relevance of akvemoteins. Regucalcin, carbonic
anhydrase 3 and selenium binding protein 2 wereegptated in our study while they were
down-regulated in the atherogenic diet-sensitivéEl%H/J mice and in CGlireated BALB/c
mice indicating that these proteins are not likelppe determining factors in the development
of hepatosteatosis but rather reflect a generalemd@®fe mechanism against

oxidative/metabolic stress (71, 72). By contrastnare direct role can be confirmed for
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HSPAS, which has been differentially expressedewvesal murine models of hepatosteatosis
(72, 127). Up-regulation of HSPA5 in the STAT6 kkawt mice is likely aimed at
alleviating ER stress, thus providing an efficipnbtection of hepatocytes. The efficiency of
protection is evidenced by the lack of overt happtithology in the STAT6 knock-out mice.
Indeed, improving ER folding capacity by the adrsirdtion of chemical chaperones was
successfully applied to improve hepatosteatosighi ob/ob mice (128). Moreover, a
protective role for HSPAS against the developmédnftaty liver was proposed in a recent
study where a significant decrease of HSPAS5 wasrteg in early stage hepatic steatosis
(129).

Our proteomic data suggested that STAT6 exertgoteqtive effect against the
development of non-alcoholic fatty liver diseaseARLD) through a complex regulatory
network involving metabolic enzymes and proteinsolwed in redox and cell cycle
regulation. When comparing our data we found tleaegral proteins identified in our study
have been positively identified in studies explgrthe network of aryl-hydrocarbon receptor
(AHR) signaling. Indeed, recent data indicated thestide its major function as a xenobiotic
receptor for aromatic compounds, the aryl-hydrocarteceptor-mediated pathways play an
important role in regulating metabolic homeostasis pancreatic isletp-cells and in
transmitting the effect of hypoxia on vascular eghdbal growth factor expression in mige
vivo (51, 52, 130). Usingn silico analysis we identified different AHR binding matiin the
promoter regions of the proteins with differengapression in STAT6 knock-out mice. Our
results concerning the number of identified sitesrat in complete agreement with previous
studies due to using updated gene annotation fremMJACSC database (mm8 versus mmb5)
and owing to the fact that since the publicatiotedd the papers mentioned above additional
untranslated region (UTR) exons were identifiediltasy in the modification of the position
of the transcription start sites (31, 131). Howewer confirmed the binding motifs in several
proteins identified in those studiesg. regucalcin, CA3, SBP2 and PCK1l. While the
verification of the functionality of the motifs fad in the promoter regions is well beyond
the scope of this study it is of interest thatlatreely large percent of proteins contained one
or more full or extended AHRE | and/or AHRE Il elents when compared to our

expectations based upon a previous phylogenetigsisgublished by Boutrost al (53).

The development of non-alcoholic fatty liver in A6 knock-out mice is in

accordance with previous results demonstrating tteege mice are prone to develop more
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serious atherosclerotic lesions with enhanced ligaposition in the aortic wall when
challenged by a high-fat diet (132). The relevaotéhese results to human pathology was
recently highlighted by data identifying STAT6 aseoof the three mRNAs showing the
greatest up-regulation in aortic atherosclerotiagpkes (133). In addition, a recent study
suggested an association between atherosclerodisNARLD (134). Proteomic studies
conducted in human NAFLD did not identify STAT6 aglifferentially expressed protein. It
is not surprising given the very low abundancehda$ protein as demonstrated by the lack of
detection both by 2D gel electrophoresis and iTRAQalysis in our study. Microarray
studies of human NAFLD did not reveal significantfetences in STAT6 expression but
identified several common proteins with our stu@%,(111, 112). Moreover, STAT6 was
down-regulated in hepatitis C virus protein expregsfiuman hepatocytes (124). Hepatitis C
virus infection is often associated with the ocogeaof liver steatosis. These results confirm
that the phenotype of STAT6 knock-out mice beasemelance to the human pathology and
imply a yet unappreciated, most likely indirect tdoution of STAT6 to the development of
NAFLD.

In summary, our study explored the effect of tlhyppsession of IL-4 and IL-13-
mediated anti-inflammatory signals in liver functiby comparing the proteomes of wild
type and STAT6 knock-out mice. To achieve this gmal employed two complementary
techniques frequently used for differential anadyseD gel electrophoresis and 2D nLC-
MS/MS combined with iTRAQ labeling technique. Basgabn the identified proteins we
revealed a so far unknown metabolic phenotypeenrSIRAT6-deficient mice and showed the
presence of latent liver steatosis. These reswtaodistrate a protective role for STAT6
against hepatic lipid deposition; a finding remaist of the protective role it plays against
the development of atherosclerotic lipid accumalatiAccording to our results, a role for
STAT6 in the context of non-alcoholic fatty liversdase in humans is a topic worth to be

further explored.
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FIGURE S1 Major Urinary Protein (MUP) mRNA levels in obese murine models.

MUP mRNA level is significantly decreased in theelis of ob/ob mice and fa/fa rats, ** =<{0.01

TABLE S1

Primers used for real-time PCR

NAME Entry Forward Reverse
Acetyl-Coenzyme A carboxylase (ACC) NM_133360 taa acc agc act ccc gat tc cca tcc tgt aag caa gag at
Albumin (ALB) NM_009654 tgc ttt ttc cag ggg tgt gtt tta ctt cct gca cta att tgg ca
Arginase 1 (ARG1) NM_007482 tgg ctt gcg aga cgt aga ¢ gct cag gtg aat cgg cct ttt
Carnitine palmitoyltransferase (CPT1) NM_013495 gca ctg cag ctc gca cat tac aa ctc aga cag tac ctc ctt cag gaa a
Catalase (CAT) NM_009804 atg gct ttt gac cca agc aa cgg ccc tga agc ttt ttg t
Cyclophilin XM_341363 caa atg ctg gac caa aca caa gcc atc cag cca ttc agt ct
Cytochrome P450 7A1 (CYP7al) NM_007824 aca cca ttc ctg caa cct tc gct gtc cgg ata ttc aag ga
Fatty acid binding protein (FABP1) NM_017399 gag gag tgc gaa ctg gag ac gtc gcc caa tgt cat ggt a
Fatty acid synthase (FAS) NM_007988 gct gcg gaa act tca gga aat aga gac gtg tca ctc ctg gac tt
Glucokinase (GK) NM_010292 cag atc ctg gca gag ttc cag cgg tcc atc tcc tte tgc at
Glucose-6-phosphatase (G-6 Pase) NM_008061 ctg tga gac cgg acc agg a gac cat aac ata gta tac acc tgc tgc
Glutathione peroxidase 1 (GPX1) NM_008160 gcg gec ctg gea ttg gga cca gcg ccc atc tg
Glyoxalase (GLO1) NM_025374 gat ttg gtc aca ttg gga ttg ¢ tcce ttt cat ttt ccc gtc atc ag
Heat Shock 70 kDa protein 5 (HSPA5) NM_022310 acc ccg aga aca cgg gtc tt tgc cca cct cca ata tca act
Heme oxygenase (HO-1) NM_010442 caa cag tgg cag tgg gaa ttt a cca ggc aag att ctc cct tac
Major Urinary Protein (MUP) NM_008647 gaa gct agt tct acg gga agg a agg cca gga taa tag tat gcc a
Phosphoenolpyruvate carboxykinase (PCK1) NM_011044 cca cag ctg ctg cag aac a gaa ggg tcg cat ggc aaa
Regucalcin (RGN) NM_009060 gaa cta cag gtg tgg gga gtc tga ccg tat ccc atc gac aaa ta
Signal transducer and activator of transcription 3 (STAT3) NM_213660 caa tac cat tga cct gcc gat gag cga ctc aaa ctg ccc t
Superoxide dismutase (SOD1) NM_011434 acc agt gca gga cct cat ttt a tct cca aca tge ctc tct teca tc
Suppressor of cytokine signaling 3 (SOCS3) NM_007707 cct tca gct cca aaa gec ag gct ctc ctg cag ctt gcg
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TABLE S2 Proteins identified in the livers of wild type andSTAT6 knock-out mice by iTRAQ 2D nLC-MS/MS technique

N Unused S Cov Mb unique peptides  Accession nb. Protein Name Species KO | WT ratic Error factor interval EF Std Dev. N guaps.
1 12043 5847 57 Q8C180 Carbamoyl-phosphate synthase Mus musculus (Mouse) 085 [088-1.02] 107 0.13 108
2 5020 5538 24 Q8CTHI Albumin Mus muscuius (Mouse) 084 [oe8-088] 108 012 127
62.67 Q8c7CcT Mus musculus (Mouse)
50.38 QITVOI Mus musculus (Mouse)
58.38 PO7724 Mus musculus (Mouse)
3 43858 78,60 21 QER1TS Selenium binding profein 2 Mus musculus (Mouse) 1.70 [148-1.97] 1.15 0.08 ol
78.60 Mus musculus (Mouse)
4 3983 8354 18 Bataine-homocysteina methyltransferase Mus museculus (Mouse) om [o78-108] 120 037 142
2354 Mus musculus (Mouse)
[ 2248 68.20 15 Argininosuccinate synthetase Mus musculus (Mouse) o [078-0087] 11 D:10 gg
88,20 Mus musculus (Mouse)
=} 3232 7375 16 Carbonic anhydrase 3 Mus musculus (Mouse) 15 [102-131] 1.13 b.2a 130
7 2060 37.82 12 10-formyttetrahydrofolate dehydrogenase Nus musculus (Mouse) 0.82 [0.83-1.02] 111 0.10 27
a7.a2 Mus mussuius (Mouse)
8 2057 44.80 13 Retinal dehydrogenase 1 Mus musculus (Mouse) 131 [077-1.01) 1867 035 ]
g 2075 88.90 14 S-adenosylhomacysteine hydrolass Mus muscutus (Mouse) 088 [0.57 - 1.08 111 0.12 as
&7.05 Rattus norvegicus (Rat)
88,90 Nus mussulus (Mouss)
B3.42 Mus muscutus (Mouse)
10 072 47.93 15 Fructose bisphosphatass 1 Mus muscuius (Mouse) 0.81 [087-007] 1.20 023 48
1 28.85 88.07 18 Glutathione S-transferase. mu 1 Mus musculus (Mouse) 008 [075-1.24] 128 D22 2
12 2574 3|78 15 Heat shock protein, 80 kDa Mus musculus (Mouse) 1.03 [084-125] 122 035 81
38.78 Mus musculus (Mouse)
40.54 Mus musculus (Mouse)
13 2330 5354 14 3-hydroxy-3-methyighutaryl-Coenzyme A synthase 2 Rattus narvegicus [Rat) 0.7 [080-1.28] 145 0.34 20
£3.54 Rattus narvegicus (Rat)
£3.54 Mus musculus (Mouse)
53.5¢4 Mus musculus (Mouse)
14 27858 B8.42 14 Arginase 1 Mus musculus (Mouse) DBz [0.82-1.03] 112 0.20 80
B88.42 Mus musculus (Mouse)
£0.70 Mus muscutus (Mouse)
a7.44 Mus musculus (Mouse)
18 27.58 85.88 13 Hemoglobin beta-1 subunit Mus musculus (Mouse) 07 [0.88-107] 110 0.18 122
] 2822 70.08 10 Aldolase 2 Mus musculus (Mouse) 0.82 [a70-1.22] 1.23 024 51
62.64 Q3TIEE Mus musculus (Mouse)
17 2485 5047 12 Qe1Xi2 Catalase Mus musculus (Mouse) 1.10 [085-128] 1.18 0.18 40
50.47 Q54744 Mus muscutus (Mouse)
50,47 3TVZ1 Mus musculus (Mouse)
5047 CEE2 Mus musculus (Mouse)
5047 Q3UZET Mus musculus (Mouse)
5047 Q3TXES Nlus musculus (Mouse)
4808 Q3uUFs8 Mus musculus (Mouse)
18 2419 83.08 11 Q3TITo Acetyl-Coenzyme A acyitransferase 2 Mus muscutus (Mouse) 12 [1.02-1.25] 1.1 0.12 42
58.44 QEBWT1 Mus musculus (Mouse)
83.08 Q2UKH2 Mus musculus (Mouse)
18 2333 43.18 10 F26443 Glutamate dehydrogenase 1 Mus musculus (Mouse) 113 [o87-1.30] 1.18 014 24
40.50 P10860 Rattus norvegicus (Rat)
20 2587 41.47 10 Qsc3as Isocitrate dehydrogenase 1 (NADPT) Mus musculus (Mouse) 1.09 [0e7-122)] 1.12 0.15 a7
42.27 Q5HZJE Mus musculus (Mouse)
42.27 QAT Mus musculus (Mouse)
42.27 088544 Mus musculus (Mouse)
42237 Q3Ti51 Mus musculus (Mouse)
el | 222 80.95 10 P18157 Glutathione S-transferase P 1 Mus musculus (Mouse) 168 [138-2011 1.208 0285 50
22 2082 31.83 7 QTILXE Heat shock 80kDa proiein 1, beta Mus musculus (Mouse) .84 [0.77-1.15] 123 D.08 7
.83 QHEHES Rattus norvegicus (Rat)
3167 P11400 Mus museculus (Mouse)
Ires P34058 Rattus norvegicus (Rat)
.82 Q3T Mus muscutus (Mouse)
22 2040 35.20 10 QzuaT Epoxide hydrolase 2 Mus musculus (Mouse) 1.07 [085-122] 1.13 014 35
35.20 P34814 Mus musculus (Mouse)
2 19.49 2843 5 F32020 i ransfer protein Mus musculus (Mouse) 34 [1.13-1582] 118 0.18 ar
25 1812 5217 a Q3uDet cxaloacatate inase 2 Mus musculus (Mouse) i1 [oe7-1 1 132 018 13
44 88 PO5202 Mus musculus (Mouse)
ergl | QaTiPe Mus musculus (Mouse)
28 19.00 52,03 9 QEQWES Fumarylacetcacetate hydrolase Mus muscuius (Mouse) 1.00 [0.86-1.17] 117 0.18 33
48.84 Q3TYaT Mus musculus (Mouse)
27 18.89 17.65 10 QBIWFE Liver glycogen phosphorylase Mus musculus (Mouse) 080 [048-074] 123 215 15
17.65 Q3UKI0 Mus musculus (Mouse)
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N Unused YWav Mb unique peptides  Accession nb. Protein Name Species KO ! WT ratio Error factor interval EF Std Dev. T guani.
28 1870 38.53 a Q3KAL Aleohel dehydroganase 1 Mus musculus (Mouse) 8] [057-08D] 109 DAz 55
28 1858 36.00 a Qfa4a2 Soroitel dehydrogenase Mus musculus (Mouse) i0Dsc-118] 122 0:13 12
ac 18.22 8428 ] P12710 Fatty acid-binding protein, iver Mus musculus (Mouse) [128-188] 115 ozz 101
3 1820 47.45 8 P4g42a 4-hydroxyphenylpyruvate dioxygenase Mus musculus (Mouse) [085-1.13] 115 014 29
32 1815 B2AT 8 Q64374 Regucalcin Mus musculus (Mouse) [+13-1.85] 1 014 16
48.15 Q3UIG2 Mus musculus (Mouse )
33 17.88 5618 7 Q550X5 Glyceraldehyde-3-phosphate dehydrogenase Mus musculus (Mouse) 0.88 [e7e-1211 128 042 5
5018 D580K2 Mus musculus (Mouse)
57.36 Q3THMZ Mus musculus (Mouse)
58.18 @5U410 Mus muscufus (Mouse)
5285 24VTE3 Mus musculus (Mouse)
52.85 Q3UMTZ2 Mus musculus (Mouse)
34 16.84 4011 ] P11725 Omithine carbamoyitransferase Mus musculus (Mouse) 10 [0B9-115] 113 0.14 35
40.11 POD451 Rattus norvegicus (Rat)
35.14 Q5mMBee? Rattus norvegicus (Rat)
33.80 Q2BR1AZ Mus musculus (Mouse)
35 15.85 2577 = QiTsZ0 Heat shock protein 2 Mus musculus (Mouse) 1.00 [072-126] 128 0.18 14
2577 P38647 Mus musculus (Mouse)
2445 Q3vo1s Mus musculus (Mouse)
23.26 Q3ITWE3 Mus musculus (Mouse)
2327 P48721 Rattus norvegicus (Rat)
38 1571 5288 ] QBADDD Peroxiredoxin & Mus musculus (Mouse) 1.03 [71-180] 145 0.28 34
5357 QE3ZU7 Mus musculus (Mouse
3T 15.51 40,53 5 Q3IUBPS Actin Mus musculus (Mouse) 1.08 {Ccaz-1.20] 1.18 0.10 13
40.53 Q3TVPE Mus musculus (Mouse)
3BET Q3TsBT Mus musculus (Mouse)
ar.er Q3IUBR4 Mus muscufus (Mouse)
3827 Q3UAFT Mus musculus (Mouse)
38.27 Q3UAFE Mus musculus (Mouse)
3827 Q3UABE Mus musculus (Mouse)
3827 Q3UsR4 Mus musculus (Mouse)
38 15.37 856.38 il PO1842 Hemegiobin alpha subunit Mus musculus (Mouse) 134 [121-148] i 013 50
88.73 QE1287 Mus musculus (Mouse)
3 1534 7.7 i} Q3UHTE Fatty acid synthase Mus musculus (Mouse) Do [D75-128] 130 012 g
77 P12028 Mus musculus (Mouse)
40 14.71 .90 ] Q504P4 Heat shock protein 8 Mus musculus (Mouse) 1M [079-128] 122 0.18 13
30.88 QIUBASG Mus musculus (Mouse)
30.28 Q3uaL2 Mus musculus (Mouse)
3028 Q3UeG0 Mus muscufus (Mouse)
30.28 Q3u0s4 Mus musculus (Mouse)
30.08 Q3UTEZ Mus musculus (Mouse)
0.8 QEUTDT Mus musculus (Mouse)
30.98 Q3Ta13 Mus musculus (Mouse)
30.28 Mus muscufus (Mouse)
30.28 Mus musculus (Mouse)
0.8 PE30T Mus musculus (Mouse)
30.20 Q3uUTe4 Mus musculus (Mouse)
28.76 Q3ULM1 Mus musculus (Mouse)
27.55 Q3UGMD Mus musculus (Mouse)
28.78 QENZ00 Mus musculus (Mouse)
2010 Q3TF16 Mus musculus (Mouse)
28.38 Q3HG Mus musculus (Mouss)
28.33 Q3ATRH3 Mus musculus (Mouse)
41 1448 34.24 T QaoD0s Delt inic acid 1y Mus musculus (Mouse) 10 [D.82-1.25] 124 0.18 21
3424 P10518 Mus musculus (Mouse)
42 1437 63.35 5 Q544YE Glutathione S-transferase, alpha 3 Mus muscufus (Mouse) 0@t [0BZ-101] 111 13 41
83.35 QeDCUl Mus musculus (Mouse)
43 1387 35.58 Ir Q81YI0 Argininosuccinate lyase Mus musculus (Mouse) 1.08 [084-1.20] 113 031 2
35.50 Q3UUHD Mus musculus (Mouse)
44 1378 3353 7 QOCWNE Leucine aminopeptidase 2 Mus musculus (Mouse) 120 [D.B7-183] 1.37 024 16
2048 QEoP44 Mus muscufus (Mouse)
31.38 Q3TFS5 Mus musculus (Mouse)
45 1345 20.29 8 2E1X83 S-adenosyimethionine synthetase Mus musculus (Mouse) o7Fe [C.54-1142] 023 14
48 13.03 2080 8 Qazin Serotransferrin Mus musculus (Mouse) [2E <) [D73-127] 32 0.15 g
20,80 Q3UBWT Mus musculus (Mouse)
47 1257 53.82 g Q3IUKGE Triosephosphate isomerase Mus musculus (Mouse) 110 [D86-125] 114 0.12 4|
53.82 Q3uco4 Mus musculus (Mouse)
48 1247 63.26 L] QBOXFS Glycine MN-methyliransferase Mus musculus (Mouse) 0.4 [C82-100] 1.18 014 25
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N Unused %Cov Nb unique peptides  Accession nb.  Protein Name Species KO WT ratio Error factor interval EF Std Dev. T guant.
46 12.38 3g.36 QBeKDBa Alcohol sulfotransferase Mus musculus (Mouse) 122 [C.e2-1580] 123 B:12 a
38.36 @BBGLa Mus musculus (Mouse)
50 12.31 To8.08 [} Po&2z8 Superoxide dismutase [Cu-Zn] Mus musculus (Mouse) 118 [1.04-120] 1.1 0.14 a4
51 12.17 31.33 5 QS564E2 Lactate dehydrogenase 1, A chain Mus muscuius (Mouse) 1.07 [0.84-135] 27 0a7 21
31.52 Q3uDU4 Mus musculus (Mouse)
3133 Q3Tiee Mus musculus (Mouse)
3133 QaTCIy Mus musculus (Mouse)
31.23 Q@3THBS Mus musculus (Mouse)
2784 QEaK20 Mus musculus (Mouse)
31.33 PO4842 Rattus norvegicus (Rat)
52 1212 2676 8 Q@3TJER UDP-glucose dehydrogenase Mus musculus (Mouse) [041-088] 1.28 018 13
25.76 QaTm Mus musculus (Mouse)
070475 Mus muscufus (Mouse)
o70188 Rattus norvegicus {Rat)
53 11.86 5 P35700 Peroxiredosxin-1 Mus musculus (Mouse) 0.99 [028-184] 2.38 0.58 15
54 11.84 g Qavan Peptidylprolyl isomerase A Mus muscuius (Mouse) 116 [082-144] 124 0.1 8
Q3TEGB3 Mus musculus (Mouse)
55 11.75 5 @e0BJ1 Phosphoglycerate mutase 1 Mus muscufus (Mouse) 1.08 [Ca2-121] it D.08 13
58 1170 5 QBRI1PD  Malate dehydrogenase Mus musculus (Mause) 085 [075-1.20] 26 0.18 19
QEGSM4 Rattus norvegicus (Rat)
FO4338 Rattus norvegicus (Rat)
PO&248 Mus musculus (Mouse)
57 11.40 [} QEBMUT Electron transferring flavoprotein. alpha-subunit Mus musculus (Mouse) [078-087] 11 0.1z a2
QEMTWO Rattus norvegicus (Rat)
Qd4vaxs Mus musculus (Mouse)
Q3aTHDT Mus musculus (Mouse)
QBBMD3 Mus musculus (Mouse)
QE8LCh Mus musculus (Mouse)
P13803 Rattus norvegicus (Rat)
Q3vooo Mus muscufus (Mouse)
53 11.25 5 PO7871 3-ketoacyl-Cod thiclase Rattus norvegicus (Rat) 1R x] [0.55-1.80] 181 022 o]
P21775 Rattus norvegicus (Rat)
QaVCHD Mus muscutus (Mouse)
50 1111 5 P5E284 Adenosine kinase Mus musculus (Mouse) 078 [0681-103] 1.20 .12 7
QB840 Rattus norvegicus (Rat)
QB42G1 Rattus norvegicus (Rat)
80 10.83 12 Q54808 Hemeglobin beta minor Mus musculus (Mouse) 1.028 [0.85-1.37] 127 0.24 32
Qs5D0ES Mus muscutus (Mouse)
61 1022 5 Qo17es Mucleaside diphosphate kinase B Mus musculus (Mouse) 18 [1.07-131] 1.1 0.08 8
P12B04 Rattus norvegicus (Rat)
82 10.08 4 Q8cI3e Homogentisate 1, 2-dioxygenase Mus musculus (Mouse) 082 [0.77-1.02] 115 0.10 15
QITPP2 Mus muscufus (Mouse)
ooe173 Mus musculus (Mouse)
QEAYRD Rattus norvegicus (Rat)
B2 1007 4 QB1XDs F el inase Mus musculus (Mouse) oBs [0.35-2683] 273 D44 T
038518 Rattus norvegicus (Rat)
84 .25 4 QBBIRT Phosphoglucomutase Mus muscufus (Mouse) 1.04 [D.87-1.62] 156 0:18 7
QERIV4 Mus musculus (Mouse)
Q3UGEZR Mus musculus (Mouse)
QauBxe Mus musculus (Mouse)
F3s652 Rattus norvegicus (Rat)
QenoFa Mus musculus (Mouse)
Q48904 Raftus norvegicus (Rat)
85 083 5 Q3UFSE Pyruvate carboxylase Mus musculus (Mouse) 1.00 [D.70-1.41] 1.42 0.15 7
Q3aTca3 Mus musculus (Mouse)
Q3TesT Mus musculus (Mouse)
Q0Ea20 Mus musculus (Mouse)
QEBrPs4 Mus musculus (Mouse)
Q62043 Mus muscufus (Mouse)
68 877 4 @3uUAzs1 Elongation factor 1-alpha 1 Mus musculus (Mouse) 084 [078-112] 1.19 0.13 15
Q3T Mus musculus (Mouse)
P10128 Mus musculus (Mouse)
Q3IVZa3 Mus musculus (Mouse)
67 B.78 5 QS510F4 Glycergl-3-phosphate dehydrogenase Rattus norvegicus (Rat) 084 [C.80-1.1D] 117 D.o8 )
@5DTSS Mus musculus (Mouse)
P13707 Mus musculus (Mouse)
035077 Rattus norvegicus (Rat)
68 oR4 4 Qn w1 Phenylalanine hydroxylase Mus musculus (Mouse) 0.89 [0.78-1.01] 113 0.08 5
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N Unused Mb unigue peptides  Accessionnb. Protein Name Species KO WT ratio Error factor interval EF Std Dev. M guant,
Q3UEHS Mus musculus (Mouse)
QBAYW2 Rattus norvagicus (Rat)
P16331 Mus musculus (Mouse)
89 a4 3 QEXJET Fhosphoglycerate kinase 1 Mus musculus (Mouse) 084 [0B5-1.05] 111 0.04 g
2EMB4E Rafttus norvegicus (Rat)
Q3TPEG Mus musculus (Mouse)
P18817 Rattus norvagicus (Rat)
PO2411 Mus musculus (Mouse)
QEUKVE Mus musculus (Mouse)
T 8.28 4 P&2101 14-2-2 protein zetaldelia Mus musculus (Mouse) 0r: [k38-1.40] 181 0.28 8
7 835 58 QEWVLD Maleylacstoscetate isomerase Mus musculus (Mouse) 22 [D61 - 2.43] 200 042 17
T2 a4 4 F7CG24 Eszfradiol 17 beta-dehydrogenase § Mus musculus (Mouse) 14 [101-1208] 113 0o7 =]
73 a13 4 QBCEGY falosin containing protein Mus musculus (Mouse) o.e [D588-118] 130 0.10 a8
QEBSRE Mus musculus (Mouse)
QBBNFB Mus musculus (Mouse)
Q3THMND Mus musculus (Mouse)
Q3TIM2 Mus musculus (Mouse)
QaTFHE Mus musculus (Mouse)
T4 a.04 3 QE8JZE Tubulin beta Mus muscubus (Mouse) 110 [073-187] 1.52 0.23 8
QEPETE Rattus norvegicus (Rat)
Q3uJT3 Mus musculus (Mouse)
Q3TG28 Mus musculus (Mouse)
FO4821 Raftus norvegicus (Rat)
QIUFE2 Mus musculus (Mouse)
Q3TILY Mus musculus (Mouse)
Q3TFB8 Mus musculus (Mouse)
2B0CR1 Mus musculus (Mouse)
75 509 4 P14152 Malate dehydrogenase Mus musculus (Mouse) 1.00 [0.88- 1.12] 112 0.o7 ]
=ttt Raftus norvegicus (Rat)
7B 574 | QeCPUD Glyoxalase 1 Mus musculus (Mouse) 254 [214-302] 118 010 11
T =R 4 QBWUMS Succinyl-CoA ligase [GDP-forming] alpha-chain Mus musculus (Mouse) 0.80 [D45-1858] 184 022 5
QBP7s4 Rattus norvegicus (Rat)
P13086 Rattus norvegicus (Rat)
TE aro 5 P15628 Glutathions S-transferase Mu 2 Mus musculus (Mouse) 1 [042-007] 1652 o1 T
e 505 4 QI0CW4 Electron transfer flavoprotein beta-subunit Mus musculus (Mouse) 085 [D.B0-1.12] 118 014 18
QBEsFU3 Rattus norvegicus (Rat)
8D 02 4 Q3UELE Urocanate hydratase homaolog Mus musculus (Mouse) o087 [0.87-1.07] 111 o.or 13
QBVC12 Mus musculus (Mouse)
a1 7.88 5 Qe1zo7 Aldehyde dehydrogenase 2 Rattus narvegicus (Rat) 109 [0.85-1.20] 118 0.10 10
QEK3VE Rattus norvegicus (Rat)
QEa2a8 Rattus norvegicus (Rat)
oBQ2a8 Rattus norvegicus (Rat)
Qa3uaw Mus musculus (Mouse)
Q3ua? Mus musculus (Mouse)
Qausi3 Mus musculus (Mouse)
@3TVM2 Mus musculus (Mouse)
P47738 Mus musculus (Mouse)
P11884 Rattus norvegicus (Rat)
82 -] 4 Q8vCcan Dihydroxyacetons kinase Mus musculus (Mouse) [D.83-1.31] 144 0.18 a
B3 7.82 3 Q4FZES Major urinary protein 1 Mus musculus (Mouse) - - - 1
B4 T4 i} QBOYS52 Heat shock protein 1, alpha Mus musculus (Mouse) [0.54-141] 182 0:15 4
Q3THA2 Mus musculus (Mouse)
QETXWD Rattus norvegicus (Rat)
Q3uUIF3 Mus musculus (Mouse)
QBC5U3 Mus musculus (Mouse)
QIATIUT Mus musculus (Mouse)
85 T.28 4 Q3TONS Biphenyl hydrolase-like Mus musculus (Mouse) 0.8 [D0.18-3.83] 47 021 2
58 725 3 QUESAD Transketolase Mus muscubus (Mouse) 004 [b7e-132] 120 o.o7 5
Q3IUKE2 Mus musculus (Mouse)
P40142 Mus musculus (Mouse)
P50137 Rattus norvegicus (Rat)
BT 718 3 QECHTO Aidehyde dehydrogenase 441 Mus musculus (Mouse) [DB8-122] 118 0.1 12
g2 715 3 QERN3 Glucose phosphate isomerase 1 Mus musculus (Mouse) [044-020] 142 A7 i
Q3IUZIT Mus musculus (Mouse)
QI Mus musculus (Mouse)
Q3TWED Mus musculus (Mouse)
Q3TEET Mus musculus (Mouse)
=it T.oo 3 QaDEe Inorganic pyrophosphatase Mus musculus (Mouse) 118 [C.82- 1.53] 124 014 10
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N Unused Mb unique peptides  Accession nb. Protein Name Species KO WT ratio Error factor interval EF Std Dev. M gaart.
QBBETY2 Mus musculus (Mouse)
Q3UAS2 Mus musculus (Mouse)
Q45ERT Rattus norvegicus (Rat)
ao 697 3 Qezace Profyl 4-hydroxylase, beta polypeptide Mus musculus (Mouse) 102 [072-144] 141 0.13 5
Q3URPE Mus muscufus (Mouse)
Q3UJAR Mus musculus (Mouse)
Q3UDRZ Mus musculus (Mouse)
Q3UBYS Mus musculus (Mouse)
Q3UA22 Mus musculus (Mouse)
Q3U73s Mus musculus (Mouse)
QITWE3 Mus musculus (Mouse)
Q3TIMD Mus musculus (Mouse)
Q3THC3 Mus musculus (Mouse)
Q3TGS0 Mus musculus (Mouse)
QaTFr2 Mus musculus (Mouse)
PO2103 Mus musculus (Mouse)
PO4735 Rattus norvegicus (Rat)
21 6.66 3 Q3TIZ0 Tudulin alpha-§ chain Raftus norvegicus (Rat) 0.67 [0.80-0.74] 1 c.o5 a
P&8373 Mus musculus (Mouse)
QALF2 Mus musculus (Mouse)
az 673 3 QBC153 Elongation factor 2 Mus musculus (Mouse) 118 [D65-2.04] 0.o8 2
Q8BMAZ Mus musculus (Mouse)
QaPELe Mus musculus (Mouse)
Q544E4 Mus musculus (Mouse)
QT 14 Mus musculus (Mouse)
QIUMIT Mus musculus (Mouse)
Q3uDCE Mus musculus (Mouss)
Q3uBLY Mus musculus (Mouse)
Q3THET Mus musculus (Mouse)
Q3TWSS Mus musculus (Mouse)
Q3TLB1 Mus musculus (Mouse)
QIATKAT Mus musculus (Mouse)
Q3TIE1 Mus musculus (Mouse)
POE127 Rattus norvegicus (Rat)
Q3TWX1 Mus musculus (Mouse)
aa G40 3 QEaIXE Annexin AF Mus musculus (Mouse) 111 - - - i}
QBB554 Mus musculus (Mouse)
Q3ulse Mus musculus (Mouse)
SAUDK4 Mus musculus (Mouse)
Q3TUI Mus musculus (Mouse)
P14824 Mus musculus (Mowse)
QBCEXD Mus musculus (Mouse)
QIVIES Mus musculus (Mouse)
a4 648 a QevCcHa Serine (Or cysteine) proteinase inhibitor, clade A, member 2K Mus musculus (Mouse) 110 [0B5-144] 1.30 012 T
PO7750 Mus musculus (Mouse)
Qez2257 Mus musculus (Mouse)
as 6.38 2 Q3uxcz Eukaryotic translation initation factor 4A1 Mus musculus (Mouse) 1.04 [082-1.32] 127 0.05 a
Q3ATGKT Mus musculus (Mouse)
Q3TFG3 Mus musculus (Mouse)
Q3TLLS Mus musculus (Mouse)
QITEM4 Mus muscufus (Mouse)
QBBTUSG Mus musculus (Mouse)
ag 6.28 3 QBBHOD AldhZa1 protein Mus musculus (Mouse) 0.86 [0.83-1.11] 1.15 o.o7 8
ar 622 3 QBaLeT Sarcosine dehydrogenase Mus musculus (Mouse) 138 [034-588] 411 020 2
cesuT2 Mus musculus (Mouse)
o2 820 a Q3uTHD Peroxiredoxin & Mus musculus (Mouse) 0es [07D-128] 1.25 013 8
Foz0za Mus musculus (Mouse)
g 6.18 3 QB0XIT Aldo-keto reductase family 1, member A4 Mus musculus (Mouse) 0.87 [082-1.52] 1.57 016 5
Q54007 Mus musculus (Mouse)
Q3AIWE Mus musculus (Mouse)
100 817 3 QEEBGZ Fhosphati binding protein Mus musculus (Mouse) 114 [0O0-144] 1.28 0.08 4
Q3TGCs Mus musculus (Mouse)
101 am 3 QB820ES Farnesyl pyrephosphate synthetase Mus muscufus (Mouse) [058-080] 13 18 12
Q3TMB3 Mus musculus (Mouse)
Q3US29 Mus musculus (Mouse)
Q5MERS Mus musculus (Mouse)
102 G601 3 QEWNVKT Short chain 3-hydroxyacyl-CoA dehydrogenase Rattus norvegicus (Rat) 116 [0.B0-1685] 144 0.18 il
QE1425 Mus musculus (Mouse)
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N Unused YCov Nb unigue peptides  Accession nb.  Protein Name Species KO ! WT ratio Error factor interval EF Std Dev. M guant,
103 8.00 19.60 3 Qa1753 Glyouyl yoyruvate reductase Mus musculus (Mause) 0.80 [0.37-1.71] 214 0.28 5
104 5.00 7.7 3 Q810ss Liver carboxylesterase 31 precursor Mus musculus (Mouse) 0.84 [C48-1.52] 1.81 o.28 5

740 QE3580 Mus musculus (Mouse)
10.65 Q3UEJD Mus musculus (Mouse)
3sz Qe1xDs Mus musculus (Mouse)
352 Qavcul Mus musculus (Mouse)
105 =) 1684 2 QODBED Cysteine suffinic acid decarboxylaze Mus muscutus (Mouse) [083-070] 1.08 oo 2
15.84 QBK586 Mus musculus (Mouse)
108 5.aa 3 Aldehyde dehydrogenase 9. subfamily A1 Mus musculus (Mouse 1.028 [0.67-1.72]} 1680 014 4
Mus musculus (Mouse)
Mus musculus (Mouse)
165.78 Mus musculus (Mouse)
1570 Mus musculus (Mause)
15.08 Q@3TG52 Mus musculus (Mouse)
10.73 Q3UDG0 Mus muscutus (Mouse)
107 581 4527 3 P11352 Glutathione peroxidase 1 Mus musculus (Mouse) 32 [1.07-185] 1.24 n.o7 4
ama Q5RJIHE Mus musculus (Mouse)
27.88 QBIWZS Rattus norvegicus {Rat)
3B.62 Q8PDWSE Rattus norvagicus (Rat)
27.86 PO4041 Rattus norvegicus (Rat)
108 5.64 21.58 2 QEBVI4 Dihydropteridine reductase Mus musculus (Mouse) Do ijose-118] 1.3 0.08 |
15.35 P11348 Rattus norvegicus {Rat)
108 545 16.07 2 QEEQ20 Aldehyde dehydrogenase famity 5. subfamily A1 Mus musculus (Mouse) o073 - - - 1
18.07 QECIB4 Mus muscufus (Mouse)
18.07 Q3TDAZ Mus musculus (Mouse)
12.e1 QBKOLT Mus musculus (Mouse)
110 540 18.35 3 QEVCNS Cystathionine gamma-lyase Mus muscutus (Mouse) 0.88 [0.37-212] 238 0.30 5
111 534 10:48 2 Qansmz Peroxisomal bifunctional enzyme Mus musculus (Mouse) 107 - - 1
10.45 Qg1w4e Mus musculus (Mouse)
112 5.31 31.08 2 Q3TJAZ Superoxide dismutase 2 Mus musculus (Mouse) 085 [032-218] 258 0.22 3
31.08 PO2a7T1 Mus musculus (Mouse)
32z QBMNEMT Mus musculus (Mouse)
2432 Q3uawd Mus musculus (Mouse)
113 530 487 3 Qan/az ATP-citrate synthass Mus musculus (Mouse) ¢2) [0471-083] 124 o.og 8
483 3v117 Mus musculus (Mouse)
48T Q3ITED2 Mus musculus (Mouse)
541 Qeavial Rattus norvegicus {Rat)
1T QeVDME Mus musculus (Mouse)
472 Q487CT Rattus norvegicus {Rat)
4.18 P18838 Rattus norvegicus (Rat)
493 TIVEAT Mus musculus (Mouse)
114 524 1434 3 QrsJT3 I-hydraxy jlate 3,4 Mus musculus (Mause) 118 10.78-177] 150 0.08 3
115 522 1817 f Qe1WEs Agyl-Coenzyme A dehydrogenase, short chain Mus musculus (Mouse) - - - - i)
18.08 QAIMX3 Rattus norvegicus {Rat)
18.17 Qo747 Mus musculus (Mouse)
118 513 1458 3 QBCZITT Acatyl-CoA acetyliransferase Mus musculus (Mouse) ovs [0.51-1.18] 152 0.10 3
14.28 QITQPT Mus musculus (Mouse)
14.86 P17784 Rattus norvagicus (Rat)
17 511 . 2 P15650 Acyl-Cob dehydrogenase, long-chain specific Rattus norvegicus {Rat) 070 [0.12-404] 578 0.24 2
8.07 P51174 Mus musculus (Mouse)
118 508 a8.a8 2 QEZ2v4 Phosphoenclipyruvate carboxykinase Mus musculus (Mouse] 1.09 [0.86-1.24] 114 0.03 3
2.68 QBacIay Mus musculus (Mouse)
8.68 @BBSX3 Mus musculus (Mouse)
8.68 PO7378 Rattus norvegicus {Rat)
118 490 26.78 i Q4471 Glutathione S-tfransferaze theta-1 Mus musculus (Mouse) o7 [0.38-125] 1.80 0.08 2
21.67 Qe1x50 Mus muscuius (Mouse)
1672 Q1579 Rattus norvegicus (Rat)
2187 QeDCYe Mus musculus (Mouse)
120 4.08 10.88 2 QB1ZJ5 UTP-gl 1-phosphate uri 2 Mus musculus (Mouse) D61 - = = 1
TET CEVEIR Rattus norvagicus (Rat)
121 4.88 14.77 2 Qoo0sos Alpha-1-antitrypsin Mus muscutus (Mouse) = = = = a
4IT PO7758 Mus musculus (Mouse)
13:11 P81105 Mus musculus (Mouse)
122 488 4020 2 Q4KLFE Heat shack proiein 1 {Chapercnin 10) Mus musculus (Mause) .08 [0.93-1.21] 114 0.08 10
33.33 PaTam Rattus norvagicus (Rat)
33.88 P28772 Rattus norvegicus (Rat)
32.35 261125 Mus musculus (Mouse)
123 483 1214 2 QEP5I3 Algohol dehydrogenase 21/ 5 Mus musculus (Mouse] 084 [0.51 172} 183 D24 8
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N Unused Mb unigue peptides  Accession nb.  Protein Name Species KO | 'WT ratio Error factor interval EF Std Dev. M guard.
23TWa3 Mus musculus (Mouse)
P22474 Mus musculus (Mouse)
P12711 Rattus norvegicus (Rat)
124 475 2 Q54550 Thiosulfate sulfurransferase Mus musculus (Mouse) 123 [1.08-1308] 1.13 0.08 7
125 474 3 Q23082 Transaldolase Mus muscufus (Mouse) o8z [0.34-184] 2.38 (tich] 5
QEEQE0 Rattus norvegicus (Rat)
128 448 2 PE1£58 Pterin-4-alpha Mus musculus (Mouse| .07 [081-13256] 1.18 D.oz2 2
127 4.34 2 QE2KC4 Thagredcsin 1 Mus muscutus (Mouse) 118 [D37-388] 3.24 0.25 3
P11232 Rattus norvegicus (Rat)
128 420 2 QETWESR Acatyl-Coenzyme A dehydrogenase, medium chan Mus musculus (Mouse) 084 [0.88-1.31] 138 0.05 2
P45052 Mus musculus (Mause)
PO2503 Rattus norvagicus (Rat)
128 470 2 QU1XED Slycine-M-acyltransferase Mus musculus (Mouse) 1.04 [0.36-2868] 287 0.14 2
130 475 2 QIUE Pyruvate kinase liver and red blood call Mus musculus (Mouse) i3 - - - 1
QIUEH4 Mus musculus (Mouse)
P12o28 Rattus norvegicus (Rat)
131 475 2 BRIV Diodecencyl-Coenzyme A delta isomerase Mus musculus (Mouse) 110 [0.50-243] 2 022 4
P42125 Mus musculus (Mouse)
QSDBNT Mus musculus (Mouse)
132 474 2 Q3LIHE Glutamate cxaloacstate transaminase 1 Mus musculus (Mouse) [0.34-0809] 17 0.18 4
POS201 Mus musculus (Mouse)
133 411 2 QBR4V2 Acatyl-CoA acetyliransferase Mus musculus (Mouse) [0.55-081] 1.22 0.08 7
QECAYE Mus musculus (Mouse)
QBOX81 Mus musculus (Mouse)
QiTPe1 Rattus norvegicus {Rat)
Q5XI22 Rattus norvegicus (Rat)
124 4.10 Q545F0 Macrophage migration inhibitory factor Mus musculus (Mouse) 1.04 [0.85-1.158] 110 .07 14
P30804 Raftus norvegicus (Rat)
135 4.04 2 P40028 Indolathyd M-mett Mus musculus (Mouse) 1.08 [0.8E-1.37] 127 0.o07 4
138 40 2 QWIS Acy-CoA-binding protein Mus musculus (Mouse) 0.84 [0.58-183] 1.682 032 18
137 400 4 P21213 Histidine ammania-lyase Rattus norvegicus (Rat) - - - - a
QBCESD Mus muscuius (Mouse)
P35422 Mus musculus (Mouse)
128 4.00 2 QBROP2 Esterase D Mus musculus (Mouse) 1.03 [0.81-175] 1.70 0.o8 2
128 4.00 2 QepcmM2 Glutathione S-fransferase kappa 1 Mus musculus (Mouse) 085 [D41-218] 230 0.7g 3
P24473 Rattus norvegicus (Rat)
140 385 2 Q5EA15 Cyes protein Mus muscutus (Mouse) 3 [044-081] 1.35 0.o7 3
141 3.85 2 QBVCX1 3-gxo-5-beta-steroid 4-dehydrogenase Mus musculus (Mouse) {3 ] = = - 1
142 380 2 Q4FZK2 Eukaryotic franslation slengation factor 1 gamma Mus musculus (Mouse) 084 [0.70-1.258] 36 .11 5
QBR1NG Mus musculus (Mause)
Q4FZZ5 Rattus norvegicus (Rat)
143 am 2 QEETM4 Heat-responsive protein 12 Mus musculus (Mouse) o [041-121] 172 0.11 3
144 388 2 QE1W1Z  Sulfotransferase family 1A, phenci-preferring, member 1 Mus musculus (Mouse) o8 - = = 1
QER1S5 Mus musculus (Mouse)
145 383 2 QaDeTe Cimethylgiycine dehydrogenase Mus musculus (Mouse) 122 [0.78-180] 183 0.12 3
QSEBH4 Mus musculus (Mouse)
QE3342 Rattus norvegicus (Rat)
DERKLS Rattus norvegicus (Rat)
148 240 2 Qoo GO MDRG2 protein Mus musculus {Mouse) 117 [0.0E-144] 1.23 0.058 3
QeaEn2 Mus musculus (Mouse)
Q3TY42 Mus muscufus (Mouse)
QaTME Mus musculus (Mause)
Q8VIDT Rattus norvegicus (Rat)
Q8VIDD Rattus norvegicus (Rat)
1 QBVBWZ Rattus norvegicus (Rat)
3.50 QsvBuz Raftus norvegicus (Rat)
147 a:za 8.8 2 Q3UKTI Dmithine aminotransferase Mus musculus (Mouse) 118 - - - 1
a.ae QAUJKS Mus musculus (Mouse)
a.6a P2a758 Mus musculus (Mouse)
1211 QBLDFE Rattus norvegicus (Rat)
815 PO4182 Rattus norvegicus (Rat)
148 315 13.33 3 QEBPH1 Tyrosine 3 a yptophan 5- monookygenass actvation protein Mus musculus (Mause) 138 z 2 = 1
a1ey Q3452 Mus musculus (Mouse)
1489 308 23z 2 QEESH4 Aldehyde oxidase 3 Mus musculus (Mouse) 24 - - - 1
232 QBVItS Mus musculus (Mouse)
172 QeVesT Mus muscuius (Mouse)
172 Qavess Mus musculus (Mouse)
263 QBR38T Mus musculus (Mouse)
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N Unused WCov Nb unigue peptides  Accessionnb. Protein Name Species KO/ WT ratio Error factor interval EF Std Dev. M guant.
283 054754 Mus musculus (Mouse)
020 QEFOUS Raftus norvegicus (Rat)
c.eo Q5CQESD Raftus norvegicus (Rat)
o0.s2 QBCW5E Mus musculus (Mouse)
150 208 40.63 5 QBOZXT Aldehyde dehydrogenase 1a7 Mus musculus (Mouse) 1m [C68-148] 147 0.05 2
25.30 P13801 Rattus norvagicus (Rat)
181 200 7470 18 QB14e7 Selenium binding protein 1 Mus muscufus (Mouse) [DB5-082] 112 .oz 2
7 P17563 Mus musculus (Mouse)
182 200 3 QoaCcxUs Major urinary protein 1/ 11 &8 /8 Mus musculus (Mouse) 15.73 [528-4877] 287 048 il
Mus musculus (Mouse)
Mus musculus (Mouse)
Mus musculus (Mouse)
Mus musculus (Mouse)
153 200 2 Serpina protein 1a / 1b Mus musculus (Mouse) - = = = a
Mus musculus (Mouse)
Mus musculus (Mouse)
Mus musculus (Mouse)
154 1.70 4 3-ketoacyl-CoA thiclase A Mus musculus (Mouse) N = 2 2 o
Mus musculus (Mouse)
185 1.52 2 Annexin A4 Mus musculus (Mouse) 075 - - - 1

Rattus norvegicus (Rat)
Mus musculus (Mouse)
Mus musculus (Mouse)
Raftus norvegicus (Rat)
Q8BsL2 Mus musculus (Mouse)
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3.1 Introduction

The incidence of obesity worldwide has increasetitally during recent decades.
Consequently, obesity and the associated disomi@ns constitute a serious threat to the
current and future health of all populations. Otyesi associated with an array of additional
complications, including an increased risk of imsuksistance, type 2 diabetes, fatty liver
disease, cardiovascular pathologies and degereralisorders including dementia and
airway diseases (1). The high occurance of diabatesthe wide variety of pathologies

associated with it makes this condition the foduseweral different research fields.

Obesity and type 2 diabetes resides at the cozss-of metabolic and inflammatory
signaling pathways with the adipose tissue as amragulator of these processes (2). The
chronic “inflammatory state” observed in obesity dsaracterized by abnormal cytokine
production, an increase in acut phase reactantaayaheralized cellular sttress in different
insulin target tissues (3). These findings are supp by the data showing that mice which
lack the inflammatory mediator IKK are resistant high fat diet induced obesity (4).
Inflammatory responses can be transmitted throumgh ibnate or the adaptive immune
system. The involvement of adaptive immune systethe development of insulin resistance
was established a little over a decade ago by itiainfy that the inflammatorry cytokine
tumor necrosis factar-(TNF- o is overexpressed in the adipose tissue of obese (Bi.
These studies were followed by a landside of diedeg demonstrating the involvement of a
variety of inflammatory cytokines in the developrhef obesity-linked pathologies. More
recently, the implication of the innate immune systwas highlighetd by the study of Shi et
al. who reported that the innate immune receptul like receptor 4 (TLR4) is crucial in
mediating high fat diet induced inflammation, weigjain and insulin resistance (6). The
inflammatory response that emerges in the presehobdesity seems to be predominantly
linked to the adipose tissue, though other tisspesticularrly the liver might be also
involved (2). Metabolic, inflammatory and innatenmne processes are also coordinately
regulated by lipids (7). Several transcription ¢eist particularly those in the peroxisome-
proliferator activated receptor (PPAR) and liverreceptor (LXR) families, appear to be
crucial for modulating the intersection of thesehpays. Activation of these transcription
factors inhibits the expression of several geneslwed in inflammatory response in
macrophages and adipocytes (8). Thus, these tiptisorfactors provide an interface for

lipid metabolism, inflammatory response and adigeseie differentiation.
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As demonstrated above, significant research sffuaitze been devoted to unreveal the
role of increased inflammatory signals in the depeient of insulin resistance. By contrast,
practically no study addressed the question ifléoé of anti-inflammatory signals would

have similar deleterious metabolic effects.

Two major anti-inflammatory cytokines are intekeu4 and 13 (IL-4 and IL-13).
These cytokines are produced by activated lymplescgghd mediate their signaling through a
common transcription factor named Signal Transduw®d Acivator of Transcription 6
(STAT6). STATG is a ubiquitously expressed memidethe STAT protein family involved
in interleukin 4 and 13 (IL-4 and IL-13) signalirgeviewed in (9)). Upon stimulation,
STATEG is tyrosine phosphorylated and translocatethe nucleus as a homodimer. Once in
the nucleus, STAT6 modulates gene transcriptiobibgling to a specific palindromic DNA
sequence (10, 11). Most STAT6-dependent genesagigpis sequence in their promoter
regions (reviewed in (9)). In addition, STAT6 irdets with a wide variety of transcription
factors and serves as a recruitment platform ferdifferent members of the transcriptional
machinery (12-16). Most importantly, STAT6 has beBown to attenuate the inflammatory
signals mediated by the IKK/NB pathway (13, 17). Due to the multiple interacti@mtpers
of STAT6, mice deficient in STAT6 expression digpleomplex STAT6-dependent and —

independent transcriptional alterations (18).

In spite of the fact that STAT6 is expressed wide variety of tissues most of the
research efforts to elucidate the molecular basistie different effects of STAT6 have been
attributed to its essential function in the immuaystem to pre-dispose T cells towards Th2
type differentiation (19). Recently, however, selestudies indicated a function for STAT6
in different other cell types. Notably, STAT6 haseb shown to be involved in adipocyte
differentiation, kidney epithelial cell mechanosatisn and regulation of apoptosis in human
hepatoma cells (20, 21). Cytokines known to actV&TAT6 play an important role in liver
function. Notably, IL-4 and IL-13 injection acties STAT6 and protects against
ischemia/reperfusion (I/R) injury (22, 23). Thenefothe lack of STAT6 activation leads to

aggravated hypoxic injury both in liver and in #idney (reviewed in (24)).

Liver I/R leads to abrupt changes in oxygen supgmhyl alterations of substrate
availability required for cellular metabolism. Cikines play a crucial role in modulating
hepatocyte metabolic adaptive responses to thexig/posult inflicted by the I/R (25).

Intermittent hypoxia predisposes to liver injurydainduces alterations in lipid homeostasis
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(26-28). IL-6, an anti-inflammatory cytokine, prote against the development of fatty liver
by activating STAT3 and regulating the expressibrasious glucose and lipid homeostasis
genes (29). IL-4 and IL-13 display a similar praieee effect against I/R injury, however the
gene expression pattern regulated by their comnfil@eter molecule, STAT6, has not yet
been investigated. A previous study indicated 8iBAT6 knock-out mice show increased
aortic lipid plaque formation when challenged byadherogenic diet (30). The relevance of
these findings were confirmed when a human stuggrted increased STAT6 expression in
the coronary artery intima of patients with advahatherosclerosis (31). The above studies
demonstrated that STAT6 is involved in the regolatiof metabolic adaptation under
different stress conditions such as hypoxia andysstgd that it might be involved in the

regulation of peripherial lipid deposition.

In summary, taking the currently available in @itand in vivo data together, they
establish a complex interaction between inflammatenetabolic and hypoxia-regulated
factors in the development of metabolic syndrontee Tole of inflammatory signals in the
control of these processes is well establisheddhta concerning the regulatory function of
anti-inflammatory signals are still largely unawehle. STAT6, a mediator of anti-
inflammatory signals, is at the crossroad of &l #ipove mentioned pathways: the innate and
lymphocyte mediated inflammatory reactions, lipicetabolism, hypoxia and the ROS

production.

Therefore, based upon our current knowledge amd résults derived from our
previous study in the STAT6 knock-out mice it istguelevant to ask if STAT6 might in
fact be a major protector against the onset of boditadisturbances. To answer this question

we used STATG6- deficient mice and characterized thsponses to high fat diet challenge.
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3.2 Experimental Procedures

Mice and high fat diet feeding - All experiments were conducted in accordance with
the regulatory guidelines of the Veterinary Offimethe Canton of Geneva on the care and
welfare of laboratory animals. The experimentaltpcol had been accepted by the Ethical
Committee of the University of Geneva and the Matey Office of the Canton of Geneva.
Mice hadad libitum access to water and standard chow (SDS Dieteligbarfat diet 60% of
energy as fat (cat: D12108, Provimi Kliba). Balbyeild-type and STAT6 knock-out male
mice were obtained from Charles River Laboratoead were kept under regular animal

housing conditions.

Intraperitoneal glucose and insulin tolerance tests - Mice were starved overnight for
16 hours and blood glucose was measured (GlucofPeachium, Roche Diagnostics) from
the tail vein before intra-peritoneal glucose (Rggbody weight) or insulin (1 U/kg body
weight) injection and again at 15, 30, 60, 90 a?d min afterwards.

Serum measurements - Blood was obtained from tail vein in a heparinizede (BD
Vacutainer) and immediately centrifuged. Plasma atased at -80°C before use. Insulin
plasma concentrations were measured by ELISA (imsultrasensitive mouse ELISA,
Mercodia AB). Starving values were obtained aft@hburs of food deprivation; random fed
values were obtained four hours after the lightsewadf. Insulin resistance index (IRI) was
calculated using the following formula: fasting ghse (mM) X fasting insulin (ng/ml) X *
39.64 / 22.5. Total and HDL cholesterol and triglgdes were measured usibxC800
Beckman Coulter machine.

Cold exposure - Mice were starved overnight. Rectal temperaturglybeeight and
glucose were measured at 5:00 pm before overntghtagion and the next morning at 9.00
am before cold (4°C) exposure. During the experindood glucose and rectal temperature
were recorded at 0.5, 1, 2, 3 and 4 hours. At titead the experiment, mice were placed at
room temperature and were given accassib. to chow diet. Body weight, blood glucose
and rectal temperature were again measured tteviol day at 9:00 am (24 hours after the
beginning of cold exposure).

Liver lipid content - Liver lipids were extracted according to a modifigiigh and

Dyer method (35). Briefly, liver pieces were puized in a mortar using liquid nitrogen then
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left overnight in a chloroform:methanol (2:1, ve¥traction solution. After filtration, lipids
were washed once with water, then three times ugngnM calcium chloride in
water:methanol:chloroform (48:49:3, v:viv) with th&upernatant discarded each time.
Finally, lipids were air dried and weighted in ard® quantify total lipid amount.
Triglycerides and cholesterotontents were determined with commercially-avadabl
enzymatic kits (Randox Labs.) (36, 37).

RNA preparation and quantitative real-time RT-PCR - Total RNA was prepared by
homogenizing approximately 100-200 mg liver tissudRIZOL Reagent (Invitrogen) and
was purified by using RNAse free DNAse in combioatiwith the RNeasy Mini Kit
(Qiagen). cDNA was synthesized from 2 pg of DNAefi@NA by Superscript Il Reverse
Transcriptase (InvitrogenPrimers and probes were designed by Primer Exmetware
(Applied Biosystems) and are listed as a suppleamgnnaterial in Table S1. The results
were quantified by theAACt method using cyclophillin A as the standard rimé non-
variable gene to compensate for differences in RiypAit and efficiency of cDNA synthesis.
Results were expressed as arbitrary units comgartite average expression levels in wild-

type mice and are represented as mean + S.E.M.

Western blotting - Liver tissues were snap frozen in liquid nitrogamediately upon
removal and were stored at -80°C till processingsdes were homogenized in lysis buffer
(25 mM HEPES, 0.5% Triton X100, 65 mM NaCl, 2.5 mEDTA, 25 mM sodium
pyrophosphate, 50 mM NaF, 2 mM PMSF, 9 mM sodiuthavanadate, one tablet of
Complete Inhibitor Cocktail in 20 ml (Roche Diagtios), pH 7.5. Protein concentration was
measured by bicinchoninic acid (BCA) method (Pigré&roteins were separated by SDS-
PAGE, transferred onto nitrocellulose membranesideutified by immunoblotting. Primary
antibodies were as follows: p-IR, IR, p-IRS2, p-SHSHC, SREBP1, p-IRS1 ser, P-IRS1-
tyr, IRS1, Ezrin and STAT6 (Santa Cruz Biotechnglognd P-ACC, P-GSKSB IRS2, JNK,
p-INK, p-MAPK, MAPK, p85 IRS (Cell Signaling). Semtary HRP-conjugated antibodies
were from Biorad and Sigma-Aldrich. Signals wereveaded by enhanced
chemiluminescence and were recorded in Chemidoc R&m (Biorad). Quantification of
the detected bands was performed by using the @ué&nte program (Biorad). Results were
expressed as arbitrary units compared to the agerggression levels in wild-type mice and

are represented as mean = S.E.M.
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Satistical analysis - Results were analyzed by Student’s unpairdgdst using the
SigmaStat software (version 2.0 — SPSS, ChicagoUJ8A). Results with a p value less or

equal than 0.05 were considered significant.

3.3 Results

3.3.1 Starving hyperglycemia and hypoinsulinemiain STAT6 KO mice

Serum glucose and insulin levels were determinefbim-month-old wild-type and
STAT6 KO mice. The mice were then divided into tgroups: one group was given standard
chow while the second group was fed a high fataiairig diet for a period of ten weeks.
Four-month-old STAT6 KO mice displayed elevateddolgylucose and decreased plasma
insulin levels upon overnight starving but no diéiece in the fed statd@4ble 1, 4 months).
Ageing led to elevated starving but decreased fadoge levels in both genotypes. These
changes were accompanied by a tendency of lowaliinsecretion in STAT6 KO mice in
both fed and starved stat&€aple 1, 6.5 months chow diet). Ten weeks of high fat diet
feeding led to the deterioration of metabolic bataim both genotypes; but again, STAT6
KO mice showed much more severe alterations thada-type mice Table 1, 6.5 months
high fat diet).
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TABLE |

Serum parameters

in  wild

type and STAT6 knock-out

nce.

Results are expressed as mean + S.E.M., n.s. ssigaificant (p> 0.05, p> 0.01, p> 0.001 determined by

Student’st test). Number of mice is given in parentheses.

p value
WT STAT6 KO
WT vs KO 4 Mo vs 6 Mo Chow vs High Fat
4 months
Random fed
Glucose (mM) 7.2 £0.1 (n=26) 7.3 +0.1 (n=26) n.s. -
Insulin (ng/ml) 0.88 +0.18 (n=11) 0.73+£0.13 iy n.s. - -
Starving
Glucose (mM) 4.0 £0.1 (n=37) 4.5 +0.1 (n=47) <p.001 -
Insulin (ng/ml) 0.25+0.08 (n=11) 0.11 £0.01 iy p<0.05 -
6 months chow diet
Random fed WT g 0.01
Glucose (mM) 6.6 £ 0.1 (n=11) 6.9 £0.1 (n=9) n.s. KO n.s. -
Insulin (ng/ml) 0.34 £0.11 (n=9) 0.25 £ 0.04 (n=6) n.s. p<0.05 -
Starving
Glucose (mM) 4.9 £0.2 (n=23) 5.4+ 0.2 (n=20) n.s. p<0.001 -
Insulin (ng/ml) 0.13 +0.04 (n=7) 0.09 +0.01 (n=5) n.s. WT p< 0.01 -
KO n.s.
6 months high fat diet
Random fed
Glucose (mM) 7.6 £0.2 (n=16) 7.9+0.2 (n=17) n.s. p<0.01
Insulin (ng/ml) 2.56 +0.48 (n=9) 1.06 +0.21 (nF10 p<0.01 WT p< 0.001
Starving KO i 0.05
Glucose (mM) 5.8+ 0.2 (n=16) 6.9 +0.3 (n=17) <p.01 p<0.01
Insulin (ng/ml) 0.77 £ 0.19 (n=9) 0.30 +0.07 (n=9) p<0.05 p< 0.05
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3.3.2 STAT6 KO mice are glucose intolerant

Our preceding study identified the presence oénativer lipid accumulation in
STAT6 KO mice. Liver steatosis is often associatgth impaired glucose homeostasis;
therefore we performed intraperitoneal glucose msdlin tolerance tests (GTT and ITT,
respectively). At four months of age STAT6 knock-ouice displayed severely impaired
glucose tolerance(g. 1a). By contrast, there was no difference in the oesp to insulin
between wild-type and knock-out littermates, ex@pimall but significant latency in glucose
clearing observed at 15 minutes in the STAT6-defitmice Fig. 1b). Meanwhile aging led
to higher fasting glucose level3gble 1) it had no effect on the response to glucose
administration in any genotype-i§. 1c and compare td-ig. 1a). Interestingly, aging
rendered mice of both genotypes more responsivestdin (Fig. 1d and compare it t&ig.
1b). Ten weeks of high fat diet feeding lead to tlevedopment of pronounced glucose
intolerance in wild-type mice resulting in bloodigbse levels similar to the ones displayed
by their STAT6 KO littermates on chow didkig. 16. By contrast, high fat diet did not
further impair glucose intolerance in the knock-mite Fig. leand compare it t&ig. 10.
High fat diet resulted in the development of moterasulin resistance in mice of both
genotypes, evident only at the early time point®iminutes of insulin challenge {p0.01 in
both genotypes; chow diet vs. high fat digtlg( 1f and compare it t&ig. 1d). In line with
the lower insulin levels, STAT6 KO mice were mansulin sensitive judged by homeostasis
model assessment-insulin resistance (HOMA-IRYy.(1g. The lower serum insulin levels
were reflected in a decrease in pancreas islelinmnsontent in chow fed STAT KO mice. By
contrast, mice of both genotypes displayed the tadamcrease in insulin content upon high
fat diet feedingkig. 1h).
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FIG. 1. Characterization of glucose tolerance, insulin restance and insulin

production of WT and STAT6 KO mice at 4 months (n=4/genotype) and 6.5 months of

age after ten weeks of chow or high fat diet (n=18&énotype/diet).

(a, c, €) Blood glycemia was determined after intra-pe@@in(IP) glucose injection (2g/Kg) in 4)(and 6.5
months old ¢) mice kept on chow diet and in 6.5 months miceratt0 weeks of high fat diet feeding).(
(Dashed line and bar: WT, full line and bar: STARK®; AUC =Area Under the Curve; *** p < 0.001 WT vs.
STAT6 KO). (b, d, f) Blood glycemia after IP insulin injection (1U/Kd)* p < 0.01, WT vs. KO). §) HOMA-
IR: homeostasis model assessment-insulin resisigmsting glucose (mM) X fasting insulin (ng/ml) X39.64

| 22.5. Data are presented as mean + S.E.M.; n.s.. naifisent, ##: ¥ 6.5months vs. 4 months, (n=

8/genotype).Hf) Insulin content of whole pancreas of 6.5 montlisnsice kept on chow or high fat diet.
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3.3.3 Liver lipid storage and mobilization in STAT6 KO mice

Wild-type and STAT6 KO mice displayed similar aadointake (58.9 + 3.6 vs. 56.6 +
2.6 kJ/day and 81.0 £ 3.3 vs. 77.0 = 4.6 kJ/dayd-tyipe vs. KO, chow and high fat diet,
respectively) and body weight gain (4.4 £ 2.2 \& 81+ 5.9 mg/day and 76.7 + 13.6 vs. 74.6
+ 13.7 mg/day, wild-type vs. KO, chow and high d&t, respectively). Serum cholesterol
levels were elevated in STAT6 KO mice upon highdt challenge confirming the results
of a previous study where feeding an atherogergt lgid to similar differences between
STAT6 KO and wild-type mice (30F(g. 2a-b). By contrast, serum triglyceride levels were
already significantly increased in chow fed knock-mice and remained elevated after high
fat diet feedingKig. 20).

Our previous study demonstrated increased lipicbsi¢ipn in the livers of STAT6
KO mice. To further characterize the consequentésedack of STAT6 on whole body lipid
metabolism we compared body composition and liyed Icontent of wild-type and STAT6
KO mice. STAT6 KO mice displayed lower adipositythwa decrease in relative epidydimal
and intra-abdominal white adipose tissue mass (W& WATI, respectively)Hig. 2d,e,f,
Chow). High fat diet feeding resulted in a similacrease in WATe and WATi mass;
however STAT6 KO mice displayed a selective incedagheir liver weight compared to the
wild-type mice Fig. 2d,e,f, High fat Fed). Short-term fasting induces fuel askergy
redistribution between adipose tissue and liveoriter to maintain blood glucose levels by
decreasing adipose tissue fat and liver glycog@otde Overnight fasting revealed a dramatic
difference in the metabolic adaptation in STAT6 Kdce. Wild-type Balb/cJ mice were
resistant to starving-induced white adipose tidguaysis. By contrast, STAT6 knock-out
mice responded with a significant loss in adipossue and liver mass suggesting
exaggerated starving-induced reserve utilizatiotné@se miceKig. 2d,e,f,High fat Starved).
Overnight starvation resulted in dramatic differesian liver metabolism as well. As we
showed before, STAT6 KO mice displayed higher Iilieid levels than their wild-type
littermates and this was further elevated upon Fegfliet feedingKig. 2g). Acute starvation
leads to hepatic lipid accumulation as a resulinofeased hepatic uptake of FFA released
from the white adipose tissue. Indeed, upon ogétnfood deprivation wild-type mice
increased their liver triglyceride and cholestecohtents. By contrast, STAT6 KO mice
responded to starving by depleting the previouslgtang lipid reserves as welFig. 2g,h,).

Liver glycogen content was not significantly diet between chow diet fed wild-type and
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STAT6 KO mice. However, when fed a high fat dieT, A6 KO mice failed to reduce
glycogen accumulation but showed increased utiimaduring overnight starvind=(g. 2j).

To gain a better insight into the energy balanc€DAT6 KO mice we measured the
uncoupling protein 1 (UCP1) content in the browipasde tissue. UCPL1 is a brown adipocyte
specific mitochondrial protein regulating energygsipation. Basal UCP1 expression was
significantly lower in STAT6 KO mice suggesting lemmitochondrial energy release. While
high fat diet did not change this expression paft8T AT6 KO mice failed to down-regulate
UCP1 expression upon overnight starvatibig( 2k). To assess if an increase in the number
of intercalating white adipocytes in the brown adip mass is responsible for this
dysregulation we compared the histological strictifrthe brown adipose tissue of wild-type
and STAT6 KO mice but found no major morphologiatieration Fig. 2[). Cold induced
stress increases UCP1-mediated thermogenesis innbealipose tissue along with the
induction of lipolysis in the white adipose tissue.spite of the lower UCP1 expression,
STAT6 KO mice were more efficient in keeping thbody temperature when subjected to
cold (4°C) challengeHig. 2m). Taken together, these data imply an intriguicgngrio
where the lack of STATG6 signaling leads to an irabaé in metabolic homeostasis, which

becomes obvious during different metabolic stresslitions.
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FIG. 2. Characterization of plasma and liver content, lipidorgan distribution and

cold resistance between WT (grey bar) and STAT6 KOnice (full bar) on chow and

high fat diet.

(a,b,0 Serum levels of total cholestera))( high density lipoprotein (HDL) cholesterdd)(and triglyceridesd)
were determined in mice kept on chow or high fat i fed mice or after overnight starvation. (**<p0.01,
** 0 < 0.001 WT vs. KO; ### p < 0.001 high fat vdhow diet in the same genotype),g,f) Epidydimal white
adipose tissue (WATek), intra-abdominal white adipose tissue (WAT&) &nd liver {) weights of WT and
STAT6 KO mice. (*p < 0.05, ** = p < 0.01, *** p <.001 WT vs. KO; ### p < 0.001 chow vs. high fat;d&p
< 0.05, 888 p < 0.001 fed vs. starvedj. If, i) Liver total lipid @), triglyceride f) and cholesterol levels)( (*
p <0.01, WT vs. KO; # p < 0.05, ## p < 0.01, ### 0.001 chow vs. high fat diet; 8 p < 0.05 fedstarved).
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(j) Liver glycogen content of WT and STAT6 KO micé&.p(< 0.01 WT vs. KO; # p < 0.05 chow vs. high fat
diet; 88 p < 0.01fed vs. starvedk)(Uncoupling protein 1 (UCP1) mRNA levels in brovadipose tissue
(BAT). (** p < 0.01 WT vs. KO; 8§ p < 0.01fed. vaasved). €) Histology of the BAT of chow diet fed WT and
STAT6 KO mice (Hematoxylin-eosin staining, magrafion 5x.) (n) Resistance to cold stress in STAT6 KO
mice. Mice were starved overnight at room tempeea{tl6 hours) and placed at 4°C (0 hours) fortitmes
indicated. After 4 hours mice were transferreddmm temperature and were givaghlib. access to food. Rectal
temperature was measured at the times indicatexlgiidph represents mean + S.E.M. , n= 6-10/ gprot{*=

p <0.05, * = p < 0.01, ** = p < 0.001 wild-types. STAT6 KO; ## p < 0.01, ### = p < 0.001 highat
chow diet; § = p < 0.05, §§8 p < 0.001 starveded).

3.3.4 Hidtological changesin theliver and the white adipose tissue of
STAT6 KO mice

As shown previously by us and by others as wadiré were no obvious changes in
liver structure in control chow fed STAT6 KO miceg Imematoxylin-eosin staining. By
contrast, upon high fat diet feeding STAT6 KO mi®veloped centro-lobular micro—and
macrovesicular hepatosteatosis while livers of imnnice remained relatively intact with
only mild microvesicular lipid depositiorFi{g. 3a H.E.) This elevated lipid deposition was
confirmed by the neutral lipid staining Oil-Red Bid. 3aOil-Red O). Liver steatosis is often
associated with collagen deposition in the intersoaddal space resulting in liver fibrosis.
Indeed, collagen staining showed the presencecséased deposition in STAT6 KO mice
fed either chow or high fat diefrig. 3a Collagen). Increased serum levels of hepatic
enzymes are often found in association with fatgridisease as early indicators of impaired
hepatic function. Interestingly, in spite of theawhatic high fat diet induced lipid
accumulation in the livers of STAT6 KO mice, thepective serum alanine aminotransferase
(ALT) (269.7 + 26.0 vs. 238.9 £ 32.2 U/l), aspasetatansaminase (AST) (116.4 £ 18.7 vs.
105.8 + 38.1 U/l) and alkaline phosphatase (ALP)4% 0.5 vs, 15.8 + 0.9 U/l) levels were
identical in wild-type and STAT6 KO mice.

Chow diet fed STAT6 KO mice had lower WAT mass &ngher insulin sensitivity.
Adipocyte size is linked to insulin sensitivity aall adipocytes are insulin sensitive, while
large adipocytes are insulin resistant. AdipocptleSTAT6 KO mice were smaller than those
of wild-type mice. By contrast, high fat diet femgiresulted in the substantial hypertrophy of
STAT6-null adipocytes, actually rendering the knack cells larger than the wild-type ones

(Fig. 3b, 9. No difference was observed in the mRNA expressd two markers of
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adipocyte differentiation, the nuclear receptorogesome proliferatoactivated receptoy
(PPARy) and the adipocyte fatty acid transporter AP®(3d, .

HE

Qil-Red O

Collagen

wild Type STAT6 KO

Wild Type STAT6 KO Wild Type STAT6 KO
Chow High fat
(4 e
g - ’ PPARY ’ AP2
[ *% g
B z, 1
5 £ i
g £
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FIG. 3. Comparison of liver and WATe histology of WT and STAT6 KO mice.

(a) Histology of the liver stained by Hematoxylin-eogHE) (upper panels), the lipid staining Oil-Réd-
(middle panels) and the collagen specific Massoainstg (lower panels). (Magnification 10x).b)(
Representative images of the WATe tissues from Wd 8TAT6 KO mice stained by hematoxylin-eosin
(upper panels). The images were converted into ctenmassisted images where the adipocytes areetblor
according to their size with the increasing ordiegreen, yellow, orange and red (lower panelg) Adipocyte
size determined by quantification of random imatesn from the HE stained sections of the epidytima
adipose tissue of WT and STAT6 KO mice. (** p <DWT vs. KO; ### p < 0.001 high fat vs. chowd,€}
PPARy mRNA measurement in WATe show no major differeroetsveen genotypes or food conter). AP2
mRNA measurement show a decrease in the WT aniftgis< 0.05) after a high fat diet but no differeac

between genotypes.
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3.3.5 Differential protein and gene expression in the liver and white adipose
tissue of STAT6 KO mice

STAT6 is a transcription factor and our previouffedential proteome analysis
identified several differentially expressed enzyrme®Ilved in lipid, cholesterol and glucose
metabolism in the livers of STAT6 KO mice. In orderunderstand the mechanism leading
to glucose intolerance and liver lipid deposition STAT6 KO mice, we measured key
enzymes involved in these metabolic pathways. Tkg knzyme regulating glucose
synthesis, PCK1, was down-regulated in STAT6 KOemut was induced to the same level
as in the wild-type mice if subjected to overnighérvation. By contrast, the other key
gluconeogenic enzyme, glucose 6 phosphatase (G®)-Rad the rate limiting enzyme of
glycolysis, glucokinase (GK) showed no statisticadlignificant alterations Hig. 4a-q.
Expression of liver fatty acid binding protein (FRBwas elevated in STAT6 KO mice to the
same level as in high fat diet fed wild-type mi&ey genes of fatty acid (FA) synthesis
(Fatty acid synthase (FAS)), FA oxidation (carretipalmitoyltransferase 1 (CPT1)) and
hepatocellular FA uptake (CD 36) also showed sinmeigoression levels and regulation in
wild-type and STAT6 KO miceHig. 4d-g). By contrast, CYP7AL, the rate limiting enzyme
of cholesterol biosynthesis in rodents showed desg®@ expression in the STAT6 KO mice,
most likely reflecting a compensatory mechanismiresjathe liver accumulation of exogen
cholesterol [ig. 4h). Acetyl coenzyme A carboxylase (ACC) providesiafal step in fuel
metabolism as it links fatty-acid and carbohydratetabolism through the shared
intermediate acetyl coenzyme A (CoA). The exprastoels of this enzyme were similar in
wild-type and STAT6 KO miceHig. 4i). By contrast, there was a significant differemte
the phosphorylation state of both ACC and glycoggmhase kinasef3(GSK3_one of the
major regulatory enzymes of glycogen synthesis. r€esed phosphorylation of ACC
signifies increased fatty acid synthesis and deeedatty acid oxidation, while increased
GSK33 . phosphorylatiorepresents increased glycogen synthesis, both gpesing to
elevated nutrition storage becoming obvious undgh Fat diet conditionsKig. 4j, k, and
see Fig.2 h,).

Increased lipolysis in the WAT raises serum FFAagamtrations and plays an
important role in the development of liver steatodihe activity of several white adipose
tissue enzymes involved in this process is regdlatehe transcriptional level. Therefore, we

examined the expression of the adipocyte speciiombne-sensitive lipase (HSL), the
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endothelial cell specific lipoprotein lipase (LPh¥ well as that of perilipin, the enzyme
regulating the release of tri-glyceride stroragenfradipocytes but found no differences
between their expression levels and regulationniock-out and wild-type mice~{g. 41-n).
Phosphoenolpyruvate carboxykinase (PCK1) is an raazplaying a major role in the
synthesis of glycerol, used as the “back-bone” rduthe creation of triglycerides storage.
Similar to the liver, we found a decrease in PCKfiression in the white adipose tissue of
STAT6-deficient mice Kig. 40). This finding is in line with the decreased WATass of
STAT6 KO mice.

FIG. 4. Expression of glucose and lipid homeostasis enzymiesthe liver and the

WAT of WT and STAT6 KO mice (see next page).

(a-i) Liver mRNA expression of Phosphoenolpyruvatdoaykinase (PCK1)d), glucose 6 phosphatase (G-6-
Pase) If), glucokinase (GK)d), fatty acid binding protein (FABPY], fatty acid synthase (FASg)( carnitine
palmitoyltransferase (CPT1J)( CD36 ), acetyl CoA Carboxylase (ACCh), and cytochromee P450 7A1
(CYP7AL) (). (j, k) Western blot analysig)(and its quantificationk( of liver glycogen synthase kinase 3 (P-
GSK3) and acetyl CoA carboxylase (P-ACC) phosphoryfaiio WT and STAT6 KO mice.l,fn,n,0) White
adipose tissue mRNA expression of hormone-sendipase (HSL) k), Lipoprotein lipase (LPL)r), perilipin
(PLIN) (n) and phosphoenolpyruvate carboxykinase (PCK1)gBgpresent mean £ S.E.M.; * p < 0.05 WT vs.
KO; # p < 0.05, ## p < 0.01, ### p < 0.001 chowhigh fat diet; § p < 0.05, 88§ p < 0.01, §8§ p (1L fed vs.

starved)
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Excess accumulation @le novo synthetized fatty acids is a hallmark of both hama
and rodent liver steatosis (32, 33). Lipogenesiee@ilated at the transcriptional level and
altered expression of different transcriptionakdas have been linked to the development of
liver steatosis(34). Two major transcription fastare the peroxisome proliferator activated
receptory (PPARy) and the sterol regulatory element-binding protan(SREBP-1c). In the
liver, STAT6 KO mice had elevated PPARvels compared to wild-type mice. By contrast,
other members of the PPAR family, namely PRA&d 3 and the PPAR co-activator &
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.(PGC-1r) were not alteredFig. 58). The elevated PPARexpression is in line with the
decreased mRNA levels of PCK1, a known PRA&get gene. SREBP proteins regulate
endogen cholesterol synthesis in response to excobetesterol levels. The function of
SREBP proteins is regulated through translocatiomfthe endoplasmatic reticulum (ER) to
the Golgi apparatus and activation by proteolyteacage. Accordingly, no difference was
observed at the mRNA level. By contrast, STAT6 Kaoat mice displayed elevated non-
cleaved (non-activated) protein levels which intksarepression of cholesterol synthesis
reflected in the decreased expression of CYPFAJ. 6¢,d, see Fig. 4h

Our previous study indicated that several gendsrdifitially expressed in the knock-
out mice lacked the consensus DNA binding sequéoic&TAT6, but contained various
binding elements for the aryl-hydrocarbon receptdtiR) in their promoter regions. Indeed,
there was a tendency of higher expression levelSHR and the related aryl-hydrocarbon
receptor nuclear translocator (ARNT) in the chowtded knock-out mice. Moreover, high
fat diet feeding resulted in an increase in bothRAlANd ARNT suggesting that these
receptors might play a role in mediating the charngegene expression related to metabolic
stress Fig. 5e,). ARH activity is induced by dioxin, a hepatotoxdcug and one of the
classical targets of this receptor is the inductmnthe cytochrome CYP1Al. When
evaluating CYP1A1 expression we found no differesngsetween STAT6 deficient and wild-
type mice suggesting that ARH and ARNT have diffiersignaling pathways and targets

during toxic or metabolic assaultsig. 59).

Another finding of our proteomic study was the tatien of signs of cellular stress in
STATG6-deficient livers. Notably, we identified upndation of the expression of the
molecular chaperone 78 kD glucose regulated pr@¢@RP78) and that of glyoxalase (GLO)
involved in the elimination of the advanced glycatendproducts (AGEs). GRP78 is a
marker of endoplasmatic (ER) stress that has basnadly linked to the development of
insulin resistance, while up-regulation of GLO sigs a defense mechanism against
increased cellular glucose and lipid load. Indethe, expression of both genes remained
elevated in the knock-out mice upon high fat die¢ding suggesting that they play an
important role in the development of liver metabgtihenotype in these mic&ig. 5h).
CYP2EL1 is a cytochrome enzyme, highly expressetdriivers and most commonly known
to be linked to the development of cellular strasd alcoholic liver damage. However, the

expression of this enzyme is also regulated bylimsaand recent data indicated that it is
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involved in the process leading to hepatic steatosiobese and Type 2 diabetic patients.
Interestingly, our previous proteomic analysis damt identify CYP2E1 as a differentially
expressed protein in chow diet fed mice. Here wdinned these data at the level of mMRNA
expression. Moreover, we also extended our obsensto high fat diet fed mice where we
found a significant up-regulation of this genehe knock-out but not in wild type mic&ig.
5h).
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FIG. 5. Elevated mRNA expression of lipid homeostasis tragsiption factors and
stress-related proteins in the livers of STAT6 KO rice.

(a, b mMRNA expression of Liver X receptar (LXRa), peroxisome proliferator-activated receptof,y
(PPARy, PPARB, PPAR), peroxisome proliferator-activated receptaroactivator lo (PGCX) (a) and Sterol
regulatory element-binding protein 1 and 2 (SREBBREBP2) ). (c, d Western blot analysisc) and
quantification @) of SREBP1c protein expressiore, {, 9 mMRNA expression of the aryl hydrocarbon receptor
(AHR) (e), aryl hydrocarbon receptor nuclear translocafdRNT) (f) and cytochromee P450 1A1 (CYP1A1)
(f). (h) MRNA expression of the 78kDa glucose regulatedgin (GRP78), glyoxalase (GLO) and cytochromee
P450 2E1 (CYP2E1). (Bars represent mean + S.E.M.<*0.05 WT vs. KO; # p < 0.05, ## p < 0.01, ### p
0.001 chow vs. high fat diet).
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3.3.6 Insulin signaling in thelivers of STAT6 KO mice

Our data indicated that STAT6-deficient mice digphigher sensitivity to insulin,
particularly during high fat diet feedingde Fig. 1y Therefore, we compared the insulin-
induced signaling pathways between high fat dietS8AT6 KO and wild type mice injected
by intraperitoneal insulin and sacrified after 1thates Fig. 6a,b. While we found no
difference in insulin receptor expression or phasplation, there was a shift in the balance
between IRS-1 and IRS-2 mediated signaling withremease in IRS-1 and a decrease in
IRS-2 phosphorylation. These data suggest an imbaldetween insulin’s mitogenic and
metabolic effects which are linked to IRS-1 and iR Sespectively. In line with an increase
in IRS-1-mediated mitogenic signaling the phospladign of p42/44 mitogen activated
kinase (MAPK) was enhanced in the knock-out livénsulin also activates stress —related
pathways, mediated largely by the members of thendkinase (JNK) family. The 54 kDa
JNK isoform has also been casually linked to theetigpment of liver steatosis. In this
context it is of interest that STAT6 KO mice showadunique enhancement of insulin-

induced phosphorylation/activation of this JINK zoh.

3.3.7 Expression of STAT6 in liver steatosis

The obese diabetic leptin deficient model (ob/obe develop liver steatosis. To
explore the possibility that decreased STAT6 mediasignaling is associated with the
presence of liver steatosis we measured STAT6 mRhRprotein expression in the livers of
this model of non-alcoholic fatty liver disease (NAD). Indeed, our data confirmed
diminished levels of STAT6 expression in these miE®. 60. To further explore the
significance of our findings in the context of humaathology we compared STAT6
expression between obese, non-diabetic subjects avid without the presence of liver
steatosis. In keeping with the data obtained frbm mouse model we found a significant

down-regulation of STAT6 expression in humans wigipatosteatosis-ig. 6d).
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FIG. 6. Decreased STAT6 expression is associated with hepsteatosis.

(a,b) Western blot analysisa and quantification i) of the insulin-induced signalization/phosphorigat
cascade. (insulin receptor (IR), phosphorylatedlingeceptor (p-IR); (serine/ tyrosine- phosphatgtl) insulin
receptor substrate 1/2 (IRS1/2, p-IRS1 ser, p-IRB); (phosphorylated) mitogen-activated proteimase (p-
MAPK); phosphorylated glycogen synthase kinage{p-GSK3); (phosphorylated) 46 and 54 kDa c-Jun N-
terminal kinase (JNK46/JNK54 and p-JNK46/p-JNK58ars represent mean +S.E.M, * p < 0.05, ** p <10.0
WT vs. KO). €) STAT6 mRNA (left panel) and protein expressiontgtiganel) in the livers of ob/ob mice. The
gel above the right panel shows a representativetéifeblot. (* p < 0.05 control vs. ob/ob)l) (Quantification

of liver STAT6 mRNA levels in obese, non-diabetatipnts with or without the presence of steatastisatotic
and control, respectively). (*** p < 0.001 contrd. steatotic liver).
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3.4 Discussion

Our previous study uncovered the presence of heglitar stress and latent lipid
accumulation in the livers of STAT6 KO mice. Livsteatosis is frequently associated with
disturbed glucose and lipid homeostasis; therefegeexplored these metabolic changes in
mice deficient in STAT6 signaling. In the presetidy we have shown that the lack of
STAT6 expression results in the development of @egendent glucose intolerance and a
decreased capacity to regulate metabolic balanderwacute (overnight starving) or chronic
(high fat diet feeding) challenges. We found thBA$6 knock-out mice display a pathologic
distribution of fat deposition with a shift fromettadipose tissue towards the liver. These data
are in good correlation with previous murine andgnha studies where STAT6 expression
was linked to peripherial fat deposition in theeadl wall. Furthermore, we demonstrate that
STAT6-deficient mice store higher amount of livéyapgen and triglyceride under nutrition-
rich conditions but use these stocks more extelysahering starvation periods. Thus, the
lack of STAT6-mediated signaling leads to the mbdtion of the balance between energy
storage and utilization in liver. This higher enerurn-over is also supported by the
resistance of STAT6 KO mice to cold challenge whielaccompanied by a compensatory
decrease in the brown adipose tissue mediated gegegtration indicated by the decreased
expression of UCP-1, a molecule responsible fontagrity of heat production through non-

shivering thermogenesis.

The major significance of our study is that it itBes STAT6 as one of the molecules
that is at the crossroad of inflammation and mdtakmocesses and whose expression is
necessary for the fine tuning of the complex nekwagulating whole body nutritional
partitioning, energy balance and the defense agaiesabolic assaults. The phenotype of
STATG6 knock-out mice is even of greater importataténg into account the fact that most of
these disturbances need an important timeframeeveldp and remain subtle, but become
evident and deleterious in the environment of madtalstress closely resembling the process
leading to the development of Type2 diabetes amt Bteatosis. The predisposition towards
the development of this complex phenotype is rédl@at the level of gene expression as
most of the genes that show differential expressiothe knock-out mice basal (chow diet

fed) state are regulated in the same directiohenatild type mice upon high fat diet feeding.
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Our further experiments were focused on exploring aspect of this complex phenotype:
the link between impaired STAT6-mediated signakmgl the development of liver steatosis.
This correlation is supported by the decreased STéxpression detected in both murine and
human steatotic livers.

Our previous proteomic study indicated that mosttied differentially regulated
proteins are probably not direct targets of STAIleed, in this study we identified up-
regulation of the adipogenic receptor PBARe compensatory down-regulation of SREBP1c
activity leading to the suppression of endogen esterol biosynthesis, and the up-regulation
of the xenobiotic receptors AHR and ARNT. The @teexpression of PPARs reflected in
the decreased expression of PCK1, while reducedBBRE activity is reflected in the
diminished expression of CYP7AL. The potential rahel the transcriptional targets of AHR
and ARNT are more obscure. Importantly, however RAlBs been shown to participate in
mediating the response itovivo ischemia and reduced expression of ARNT has beked
to the development of insulin resistance in partwdslet p cells. These data suggest that
these molecules are important mediators of phygiodd processes and have other, yet
unappreciated functions than simple xenobioticptas. The fact that both receptors are up-
regulated upon high-fat diet feeding without afigriheir conventional target gene involved
in xenobiotic detoxification provides further inditon of their potential involvement in the

development of metabolic disturbances.

In summary, our study explored the effect of anatabce in inflammatory mediators
on the development of metabolic disturbances bRrguSTAT6 knock-out mice, a model of
decreased anti-inflammatory cytokine signaling. W&monstrated that these mice display
latent metabolic disturbances that can aggravalebanome obvious under stress conditions
similar to those leading to the development of Typiabetes-related complications. These
data indicate that mutations in STAT6, leading trreéased activity might be a so far
unappreciated predisposing factor towards the deweént of diabetes-related
complications. Moreover, these findings designdtAT as a potential therapeutic target in
human hepatosteatosis.
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The aim of this work was to evaluate the impadhefloss of STAT6, a transcription
factor transducing the effect of the anti-inflamorgtcytokines, IL-4 and IL-13. The link
between increased pro-inflammatory signals andimsesistance and type 2 diabetes is well
established, but much less information is availatleut the potential role of decreased anti-
inflammatory signals in these disorders. We hypsitesl that a reduction of anti-
inflammatory signaling in the organism would havmikr deleterious effects as in the
increase of pro-inflammatory mediators. To verhisthypothesis we decided to identify and
quantify differences in protein liver expression $TAT6 knock-out mice. Liver has a
particular implication in metabolic homeostasisigistudying this organ was crucial to verify
our hypothesis. The challenge of analyzing this glem organ convinced us to utilize two
different proteomic techniques. The two techniquese two-dimensional gel electrophoresis
(2-DE) with Coomassie blue staining and two-dimenal nanoscale liquid chromatography
tandem mass spectrometry (2D nLC-MS/MS) with iTRA&Deling. 2-DE performs the
analysis on a protein base while (2D nLC-MS/MS)hwWiTRAQ labeling performs the
analysis at the peptide level.

A recent publication from the group of M. Mann @gscribed the identification of
3244 liver proteins with high confidence. In affissep they performed a large scale analysis
of mouse liver tissues using several fractionatemhniques followed by high accuracy mass
spectrometry and identified 2210 proteins. To abthis high amount of proteins, the authors
had to use a number of different separative techlmsgincluding centrifugal separation of
membrane proteins from soluble ones, followed byggDelectrophoresis and nanoscale LC-
MS/MS. Finally, the list of 3244 liver proteins wgsnerated by merging their new data with
that from the proteome obtained in a previous st(ly The aim of their work was the
creation of a complete proteomic map of mouse lamd interestingly, they found only 220

proteins annotated as belonging to the cytoplagmation.

Contrary to their effort to identify the whole meukver proteome, the focus of our
investigation was to identify with certitude the shaintense differences in protein expression
resulting from the loss of STAT6. For this reasoa wused the two different separative
techniques cited before: 2-DE and 2D nLC-MS/MS. Buéhe specificity of each technique
we decided to use full liver lyophilisate with 2-Dénhd cytosolic fraction solution with
iTRAQ. Our investigations let us detect about 70fbtgins with 2-DE, providing
identification of 10 down- and 25 up-regulated pimos$ in the STAT6 KO mice. Moreover,

- 189 -



Joél Iff 2007

155 validated proteins were identified with IiTRAQ¢luding 16 down- and 17 up-regulated
in the STAT6 KO mice. Taken together, both 2-DE &fRAQ gave complementary results
with a total of 35 proteins for the 2-DE and 33tpms for iTRAQ among which 21 were

similar.

Regarding the relatively low number of differenijaéxpressed proteins detected by
2-DE, it can be explained by the inherent limitataf densitometric spot comparison with 2-
DE. The first limitation implies to exclude underlg spot and, the second one implies to
correctly superimpose two different gels. Effedijyesome differences exist during
electrophoresis which can result in warping thevgaile detecting the spots. To resolve this
issue, we might have used a different techniguéh ag two-dimensional difference gel
electrophoresis (DIGE). In DIGE lysine labelingtbé samples with the different dyes allows
the reliable comparison of different samples beeatrey are analyzed on the same gel.
However, this approach requires an automatic sjpteplinked to a laser detector, which is
not of common use and drawbacks exist with thierigpie as well. Labeling induces a shift
during migration and, due to poor labeling effiagn(1-2%), spot identification may be

performed on wrong protein localization.

Although 2-DE and iTRAQ methods are different, th&yl provided similarities
including 6 down- and 15 up-regulated proteins,regspnting about one third of all our
identified proteins. There was only one proteint thave conflicting results, which finally
revealed, after Tagman measurement, not to beategli{albumin). One of the advantage of
2-DE is that post-translational modifications (PTdM)protein isoforms can be identified with
more ease compared to 2D nLC-MS/MS. This identifdcais less obvious with liquid based
approach because of the cleavage of proteins ieftiges resulting in PTM loss. To
conclude we can argue that 2D nLC-MS/MS based (fication is more selective than
densitometric spot quantification because it usdsast a ratio between the two reporter ions
(i.,e. m/z 114 andn/z 115). This ratio is directly linked to the idemtdtion, while
quantification and identification are separated into different processes when using 2-DE.
Proteomics revealed a higher amount of up-regulptetkin in STAT6 KO mice. This was
surprising due to the role of STAT6 which is a s@mption factor, mostly involved in

positive regulation of gene transcription.

This proteomic analysis was finally applied asratfscreening of the difference of

protein expression between a limited number of W@ 8TAT6 KO mice. For that reason,
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most of the proteins of interest have then beerirtoed by another specific quantitative
technique. We used gene amplification (Tagman) @uotein antibody detection (Western

Blot) to confirm the proteomic identifications.

Among the up-regulated proteins, we identifiedyfattid binding protein (FABPL1).
This protein is known to transport lipid across nbeames, from the outer part of the cell to
the intra-cellular compartments (3). Interestingtgn of these proteins were stress or
detoxification related proteins. These protein ude regucalcin (RGN), heat shock 70 kDa
protein 5 (HSPA5), heat shock protein 60 (HSPDZHxtdylglutathione lyase (GLO),
glutathione peroxidase 1 (GPX1), glutathione Sdfarase Mu 1 and 2 (GSTM1, GSTM2),
glutathione S-transferase P1 (GSTP1), superoxidenutse 1 (SOD1) and methionine
adenosyltransferase 1 (MAT1A). This observatiogetber with the high increase of stress
proteins in the liver, induced us to have a cldgek at the hepatic structural content. This
up-regulation of these stress protein, due to #mowval of STAT6, was the result of an
accumulation of harmful substances, leading tor Isteuctural damages. We discovered that
STAT6 KO mice were subjected to an increased liy@d accumulation resembling the
human non alcoholic fatty liver disease (NAFLD). &ealuate the harmful consequences on
metabolism, we decided to challenge these mice avithigh dose of glucose. According to
our expectations, STAT6 KO mice had developed, ttmge with NAFLD glucose

intolerance, thereby unable to uptake glucose ctiyre

Interestingly, one of the most intense up-regutatmoteins found in STAT6 KO
mice, Major Urinary Protein (MUP) has been showrbéoregulated in metabolic disorders
models. For example MUP is decreased in obese amideats suggesting a link between this

protein and metabolic disorders. However, no huhm@nologue is known so far.

To better characterize the latent metabolic disadeetified with the proteomic
approach, we started a feeding regime of high ¢ataining diet to WT and STAT6 KO
mice. This nutritional challenge is comparable tetaty excesses characteristic to obese
patients. This harmful diet induced an increaseirnulating amount of total- and HDL-
cholesterol as well as triglycerides in STAT6 KOinaals. These increased levels of
circulating lipids were accompanied, as expectetth alevated deposition of triglyceride and
cholesterol in STAT6 KO livers. This lipid accumtitan became evident by a specific lipid
staining (Oil-Red O) on histological liver slicekhis liver lipid accumulation resulted in an

increased liver weight which was accompanied wh Iredistribution with a decrease in the
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peripheral adipose tissue in the STAT6 KO anim#ler€fore, STAT6 plays an important
role in peripheral fat distribution. Interestingljese animals were not subjected to liver
inflammation. However, a small trigger, like infixt, could lead to a release of pro-
inflammatory cytokines and initiate a fibrosis, wiiis related to the human non alcoholic

steatohepatis (NASH).

Finally this work could open a new field in idemtdtion of biomarkers in the
detection of non alcoholic fatty liver disease (NAF. Moreover, STAT6 could constitute a
genetic predisposition, explaining toward the depeient of fatty liver. We cannot say, for
the moment if this transcription factor is the @aos the consequence of the development of
the disease. However, activators of STAT6 couldobe of the targets in developing new

therapeutic compounds to treat patients with NAFLD.
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