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ALMOST SURE RATES OF MIXING FOR
I.I.D. UNIMODAL MAPS

BY VIVIANE BALADI, M ICHAEL BENEDICKS AND

VÉRONIQUE MAUME-DESCHAMPS

ABSTRACT. – It has been known since the pioneering work of Jakobson and subsequent work by
Benedicks and Carleson and others that a positive measure set of quadratic maps admit an absolutely
continuous invariant measure. Young and Keller–Nowicki proved exponential decay of its correlation
functions. Benedicks and Young [8], and Baladi and Viana [4] studied stability of the density and
exponential rate of decay of the Markov chain associated to i.i.d. small perturbations. The almost sure
statistical properties of the sample stationary measures of i.i.d. itineraries are more difficult to estimate than
the “averaged statistics”. Adapting to random systems, on the onehand partitions associated to hyperbolic
times due to Alves [1], and on the other a probabilistic coupling method introduced by Young [26] to study
rates of mixing, we prove stretched exponential upper bounds for the almost sure rates of mixing.

 2002 Éditions scientifiques et médicales Elsevier SAS

RÉSUMÉ. – On sait depuis les travaux de Jakobson d’abord, de Benedicks et Carleson et d’autres auteurs
ensuite, que les transformations quadratiques de l’intervalle admettent une mesure de probabilité invariante
absolument continue pour un ensemble de paramètres de mesure de Lebesgue positive. Young et Keller–
Nowicki ont montré la décroissance exponentielle des fonctions de corrélation correspondantes. Benedicks
et Young [8], Baladi et Viana [4] ontétudié la stabilité de la densité invariante et du taux de décroissance
exponentiel de la chaîne de Markov associée à de petites perturbations i.i.d. Les propriétés statistiques
presque sûres des mesures échantillonnées des itinéraires aléatoires sont plus difficiles à estimer que les
“statistiques moyennisées”. En adaptant aux systèmes aléatoires, d’une part une partition associée aux
temps hyperboliques d’Alves [1], d’autre part uneméthode de couplage probabiliste introduite par Young
[26] pour étudier la vitesse de mélange, nous obtenons des bornes supérieures sous-exponentielles pour la
vitesse de mélange presque sûre.

 2002 Éditions scientifiques et médicales Elsevier SAS

1. Introduction

An important class of discrete-time deterministic dynamical systems (given by a transforma-
tion f on a Riemann manifold) are those which are both “chaotic” (i.e., satisfy some sensitive-
ness of initial conditions property) and statistically predictable, i.e., there is an (ergodic) invariant
measureµ so that, for each integrable observableϕ, Lebesgue almost every pointx0 has a time
average converging to the space average:

lim
n→∞

1
n

n−1∑
k=0

ϕ
(
fk(x0)

)
=
∫

ϕdµ.(1.1)
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78 V. BALADI, M. BENEDICKS AND V. MAUME-DESCHAMPS

A stronger ergodic property is mixing. Ifµ is mixing, we haveconvergence to equilibrium:

lim
n→∞

∫
ϕ ◦ fn dLeb =

∫
ϕdµ,(1.2)

and more generally, for any pair of square integrable observables we havedecay of the
operational correlations:

lim
n→∞

(∫
ϕ ◦ fnψ dLeb−

∫
ϕdµ

∫
ψ dLeb

)
= 0.(1.3)

(Essentially equivalently, the classical correlations tend to zero, which is the same as
limn→∞

∫
(ϕ ◦ fn)ψ dµ =

∫
ϕdµ

∫
ψ dµ. The proofs below apply to both notions, and we con-

centrate on the operational correlations, more accessible experimentally.) When (1.2) and (1.3)
hold, a natural question is: “how fast does the convergence take place?” Such quantified infor-
mation onrates of mixingmay sometimes be obtained for smooth enough observables, and often
yields a central limit theorem for them. See, e.g., [25] and references therein for a discussion of
this class of problems and some specific examples of uniformly and nonuniformly hyperbolic dy-
namical systems where the rate of mixing is exponential. One of these examples is the quadratic
family x �→ a−x2 on the interval for “good” (so-called Collet–Eckmann or Benedicks–Carleson)
values of the parametera, or more generally unimodal maps satisfying certain axioms.

Our present object of study is small random perturbations of dynamical systems. Since our
results are for independent identically distributed perturbations of good unimodal maps, we
can be a little more specific without being too technical: letI ⊂ R be a compact interval and
let f : I → I be a smooth transformation withf(I) a subset of the interior ofI. For small
ε > 0, let νε be a probability measure on[−ε, ε]. We may consider two models for the random
compositions off + ω0 with ω0 selected in[−ε, ε] following the lawνε.

1.1. Markov chain

In words, we are averaging over all possible random realisations. Because of the i.i.d. setting,
this can be done by averaging at each time-step. More formally, this means considering the
Markov chain{Xn}∞n=1 with transition probabilities (here,x ∈ I andE ⊂ I with characteristic
functionχE)

Prob(Xn+1 ∈ E |Xn = x) =

ε∫
−ε

χE

(
f(x) + ω0

)
dνε(ω0).(1.4)

Under rather weak assumptions, it is possible to show that the Markov chain admits aunique
invariant probability measure, i.e., a measureµε on I with

µε(E) =

ε∫
−ε

∫
χE

(
f(x) + ω0

)
dνε(ω0)dµε(x).

Writing fω(x) = f(x) + ω0 for ω ∈ [−ε, ε]Z and by inductionfn
ω (x) = fn−1

σω ◦ fω(x), where
(σω)k = ωk+1 one defines operational correlation functions

∫
ϕ ◦ fn

ω ψ dLeb
n−1∏
i=0

dνε(ωi)−
∫

ϕdµε

∫
ψ dLeb.(1.5)
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ALMOST SURE RATES OF MIXING FOR I.I.D. UNIMODAL MAPS 79

for the Markov chain. It is of obvious interest to studystochastic stability,i.e., whetherµε → µ (at
which speed? in which topology?) and whether the rate of decay of correlations is stable asε → 0.

1.2. Random skew product

Alternatively, we may wish to state “almost sure” results. Formally, we consider the skew
productT : I ×Ω→ I ×Ω, with Ω = [−ε, ε]Z,

T (x,ω) =
(
fω(x), σ(ω)

)
, where(σω)k = ωk+1.(1.6)

The natural objects of study are the invariant probability measures forT of the form
µω Leb(dx)P (dω) with P = νZ

ε , in particular those for which almost eachµω is absolutely
continuous with respect to Lebesgue measure. In the present i.i.d. setting such a family of
absolutely continuoussample stationary measuresµω = hω Leb (which satisfy(fω)∗µω = µσω)
may be obtained by disintegrating a natural extension ofµε × ν

Z+
ε (with Z+ = {n ∈ Z | n � 0}).

It is natural in this context to consider both thefuture(“aiming at a moving target”), and thepast
ratesof convergence to equilibrium:

R(f)
ω (n) =

∣∣(fn
ω

)
∗(Leb)− µσnω

∣∣ and R(p)
ω (n) =

∣∣(fn
σ−nω

)
∗(Leb)− µω

∣∣,(1.7)

where| · | denotes the total mass of a signed measure. We may also consider the “future” and
“past” random operational correlations:

C
(f)
ω,ϕ,ψ(n) =

∣∣∣∣∫ (
ϕ ◦ fn

ω

)
ψ dLeb−

∫
ϕdµσnω

∫
ψ dLeb

∣∣∣∣,
(1.8)

C
(p)
ω,ϕ,ψ(n) =

∣∣∣∣∫ (
ϕ ◦ fn

σ−nω

)
ψ dLeb−

∫
ϕdµω

∫
ψ dLeb

∣∣∣∣.
The goal here is to obtain forP -almost allω, upper bounds of the typeCω ·ρ(n) orCϕ,ψCω ·ρ(n)
on the expressions (1.7) respectively (1.8), whereρ(n) → 0 at a certain rate, independently ofω.
(In general it is not immediate to obtain boundson the future random correlation functions from
estimates on the past random correlation functions, and vice versa.) Asymptotic bounds on

P
(
{ω |Cω > n}

)
(1.9)

are also desirable. The stochastic stability questions mentioned in the framework of the Markov
chain may also be asked here.

Obviously, controlling (1.5) is not enough to estimate (1.8). In the other direction, av-
eraging estimates (1.8) yield corresponding bounds for (1.5) whenever the control in (1.9)
is enough to guarantee thatCω ∈ L1(P ). (In fact, some additional information is needed
– and often available – to estimate expressions of the type

∫
φ1(σnω)φ2(ω)dPε(ω) −∫

φ1(ω)dPε(ω)
∫

φ2(ω)dPε(ω).) Also, it may be argued that a control of “almost all random
itineraries” with information of the type (1.9) is more relevant to an actual physical experiment
(e.g.) than bounds for the the averages (1.5). After all, only finitely many experiments may be
actually realised!

Before we state our main new results, let usrecall previously known facts. For smooth
expanding (in any dimension) or piecewise smooth and piecewise expanding one-dimensional
maps, the Markov chain was studied by Baladi–Young [5] who proved exponential decay of
correlations and strong stochastic stability. Baladi–Viana [4] then extended these results to a
positive measure set of nonuniformly expanding unimodal maps, for which Benedicks–Young
[8] had previously obtained a weaker form of stochastic stability. (We also refer to results of
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80 V. BALADI, M. BENEDICKS AND V. MAUME-DESCHAMPS

Katok and Kifer [18] for more general perturbations, but under a Misiurewicz assumption, as
well as to work of Collet [15].)

Let us now discuss random skew products for which a large body of literature is available (in
particular by Kifer, and the school of L. Arnold in Bremen), we restrict to results related to the
physical measures of small random perturbations of strongly mixing discrete-time dynamics.
Bogenschütz [10] and Baladi et al. [3] studied random correlations for smooth expanding
dynamics, proving exponential decay of future and past correlations together with a strong form
of stochastic stability (this was done by using a very naive idea: all transfer operators in play
map a given function cone strictly inside itself). We mention also the work of Khanin and Kifer
[19] who were interested in more general equilibrium states for random compositions of maps
expanding in average (they studied neither stability nor rates of mixing). More recently, Buzzi
[13,14] considered random compositions of piecewise monotone interval maps (not necessarily
close to a fixed map) having some expansion in average property. He showed existence of
absolutely continuous sample stationary measures and exponential decay of both future and past
correlations, using a probabilistic approach.

1.3. Informal statement of results

Starting from a “good” unimodal mapf (our assumptions are stated in an axiomatic way,
see (H1)–(H4) in Section 2, they apply to a positive measure set of parameters of the quadratic
family) and an atomless probability measureνε on [−ε, ε] (the precise assumption is given in
(2.1), we consider for small enoughε the i.i.d. compositions off + ω0. We show that for almost
everyω ∈ Ω:

(1) There is a unique family of absolutely continuous sample stationary measureshσnω Leb
for n ∈ Z.

(2) We havestretched exponential decayfor the rates of mixing. More precisely, there are
0 < u < 1, v > 1, C(ε) > 1, and a random variableCω with P ({ω |Cω > n}) � C(ε)/nv

such that for all Lipschitz test functionsϕ, ψ, there isC(ϕ,ψ), depending only on their
Lipschitz constants so that withR(f)

ω (n) R
(p)
ω (n), C

(f)
ω,ϕ,ψ(n), C

(p)
ω,ϕ,ψ(n) as in (1.7), (1.8)

we have

max
(
R(f)

ω (n),R(p)
ω (n),C(f)

ω,ϕ,ψ(n),C(p)
ω,ϕ,ψ(n)

)
� C(ε)CωC(ϕ,ψ) e−nu

, ∀n ∈ Z+.

In fact, we can prove the bounds for the universal exponentu = 1/16 if we allow a factor
C(ε) � 1 as follows:

max
(
R(f)

ω (n),R(p)
ω (n),C(f)

ω,ϕ,ψ(n),C(p)
ω,ϕ,ψ(n)

)
� C(ε)Cω C(ϕ,ψ) e−n1/16/C(ε).

We believe that this is the first time that estimates have been obtained for the almost sure rates
of mixing in a concrete nonuniformly hyperbolic dynamical setting. We hope that they may be
used to prove a random central limit theorem (see Kifer [20]).

Since the bound onC(f,p)
ω,ϕ,ψ is integrable, averaging our results on the random correlations

gives that the Markov chain correlation decays faster thanC(ε)e−nu

for some0 < u < 1, a
result not as good as the exponential decay obtained in [4]. Note also that our upper bounds for
the various constantsCω(ε), C(ε) blow up whenε → 0. (In particular, we donot address in the
present paper the question of stochastic stability.) In view also of the fact that the transition from
exponential (Lemma 7.8) to stretched exponential bounds occurs rather late in the proof (it is a
consequence of the waiting times interfering with the combinatorial bounds, e.g., in the proof of
Proposition 8.3, see below for more details), it is not clear whether the subexponentiality is an
artifact of our proof.
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ALMOST SURE RATES OF MIXING FOR I.I.D. UNIMODAL MAPS 81

One of the advantages of this work as contrasted to the previous studies ([4,5,8], etc.) of the
Markov chain approach is that it is naturally suited to extensions to the non-autonomous case.
More precisely, instead of assuming full i.i.d., that isP = νZ

ε , we could suppose that(σ,P ) is
“strongly” mixing, and try to implement a variant of the geometric construction of Viana [24] to
replace, e.g., Lemma 7.4.

The basic idea in our proof is to construct a random version of the towers of Young [26],
showing that the coupling method she introduced can be randomised. The first difficulty here
is to modify the standard partition (see, e.g., [25]) and obtain good estimates on points with
large return times. Here, a beautiful idea due toAlves [1] was instrumental. He studied (maps
close to) a deterministic skew productT (x, θ) = (a − x2 + εθ,Dθ mod 1) where D � 1
gives a “strongly mixing” deterministic dynamical system on the circle. In order to construct
absolutely continuous invariant measure forT on the cylinder, Alves introduced good partitions
into rectangles, involving a crucial notion of “hyperbolic times” (an abstraction of the escape
times relevant for unimodal or Hénon maps, which was later applied by Alves–Bonatti–Viana
and Castro to analyze partially hyperbolic systems). He also exploited bounds on “exceptional
sets” previously obtained by Viana [24], who was the first to study this skew product model
and proved that it possesses two positive Lyapunov exponents. Although we consider a slightly
more general framework than the Misiurewicz setting in [1] and [24], many properties become
easier to prove in our i.i.d. setting (see Lemma 7.4, where we obtain exponential estimates, to be
contrasted with the stretched exponential bounds in [24]). The key observation then is that the
bounds obtained on the set ofω such that a givenx behaves well by following [1,24] are uniform
in x, so that a careful application of Fubini’s theorem allows us to exchangex andω (up to a
zero-measure residue of badω:s which may be excluded). On the other hand, we are forced to
introduce “waiting times” (see Lemma 7.7) which render the coupling argument more intricate
and make us lose exponential bounds. (This loss occurs first in Proposition 8.3, when we ensure
that the return map to the basis is Markov. See in particular the choicek =

√
� which is optimal

because we use the rough estimate (8.7).
Finally, one surprising fact was that an estimate of Young (see the “choice ofn0” in [26,

Lemma 1]) which was a trivial consequence of the mixing property of the measure, becomes
more troublesome in the random case. To deal with this, we bootstrap from the mixing property
of the Markov chain on the tower (which follows from mixing of the random skew product in
Section 4) applied in (yet) another large deviation argument (Sections 5–6) within the coupling
estimates.

1.4. Sketch of contents

The article is organised as follows. In Section 2 we give precise statements of our hypotheses
and results, including an application to random countable Markov chains.

Sections 3–6 constitute Part I of the proof, which is an abstract random analogue of the
coupling method on towers in [26]: In Section 3, we formulate a set of axioms for random
towers endowed with a reference measure, and show that they ensure the existence of absolutely
continuous sample stationary measures. Section 4 is devoted to general remarks on random
mixing and random exactness, followed by a proof that the skew product associated to the
dynamics on random towers is exact (and thus mixing) if the greatest common denominator
of the return times to the basis is equal to one. These remarks are used in a large deviations
argument in Section 5, where the coupling method of [26] is implemented on the towers from
Section 3 to study the rate of decay of the “future” correlation function. Finally, in Section 6 we
further adapt the coupling method to study the “past” correlations.

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE



82 V. BALADI, M. BENEDICKS AND V. MAUME-DESCHAMPS

In Part II, we show that our random unimodal maps fit in the abstract framework of Sections 3–
6. Section 7 is devoted to constructing random partitions of the interval, and estimating random
return times to a well-chosen subinterval (adapting the hyperbolic times techniques in [1], and
the bounds in [24]), after suitable “waiting times”. Section 8 is centered around Proposition 8.3
which gives upper bounds on the random recurrence asymptotics. These bounds enable us to
construct random towers satisfying the axioms in Section 3 and to complete the proof of our
main theorem in Section 9.

To keep the length of this article within reasonable bounds, we put the emphasis on those of
our arguments which are new or differ nontrivially from previous ones, giving precise references
to published computations (in particular in [1,8,24,26]).

2. Setting and statement of results

Let I = [L,R] be a compact interval containing0 in its interior andf : I → I be aC2 unimodal
map (i.e.,f is increasing on[L,0], decreasing on[0,R]) satisfyingf ′′(0) 	= 0, supI |f ′|< 8, and,

(H1) There are0 < α < 1 and1 < λ � 4 with 200α < (logλ)2 so that

(i) |(fn)′(f(0))| � λn, for all n ∈ Z+.
(ii) |fn(0)| � e−αn, for all n ∈ Z+.

(H2) For each small enoughδ > 0, there isM = M(δ) ∈ Z+ for which

(i) If x, . . . , fM−1(x) /∈ (−δ, δ) then|(fM )′(x)| � λM .
(ii) For eachn, if x, . . . , fn−1(x) /∈ (−δ, δ) andfn(x) ∈ (−δ, δ), then|(fn)′(x)| � λn.

(H3) f(I) is a subset of the interior ofI.

(H4) f is topologically mixing on[f2(0), f(0)].

Examples of unimodal maps satisfying (H1)–(H4) are quadratic mapsa − x2 for a positive
measure set of parametersa. (See, e.g., [4] for notations similar to those of the present paper; the
estimate200α < (logλ)2 used here in Lemmas 7.1–7.4 corresponds in [4] toe2α < λ.) Condition
(H2) is in fact implied by the existence ofδ > 0 andM ∈ Z+ such that (H2)(i)–(ii) hold. See the
remark in Section 7.1.

Fixing ε0 > 0 small enough to guaranteef(x) ± ε0 ∈ I for all x ∈ I, we assume that we are
given a constantC > 0 and for each0 < ε < ε0 a probability measureνε on [−ε, ε] such that for
any subintervalJ ⊂ [−ε, ε],

νε(J) � C|J |
ε

.(2.1)

(This is used in Lemma 7.4.) Assumption (2.1) may be relaxed, but we do not pursue this
aim here. It cannot be completely suppressed since there are open intervals of parameters
corresponding to periodic attractors arbitrarily close toa. Assumption (2.1) holds ifνε has a
density with respect to Lebesgue which is bounded above byC/ε. It doesnot imply that 0
belongs to the support ofνε.

For fixed ε > 0, we write Ω = Ωε = [−ε, ε]Z, σ :Ω → Ω for the shift to the left, and
P = Pε = νZ

ε . Our aim is to study the random compositions of mapsfω(x) = f(x) + ω0 with
ω ∈Ω following the lawP . Forn � 1 we writefn

ω (x) = fωn−1 ◦· · ·◦fω0(x). Denoting Lebesgue
measure onI by Leb, and |µ| for the total mass of a signed measure, our first main result is
stretched exponential bounds for the speed of approach to equilibrium (as usual, the test functions
ϕ andψ can be assumed to be Hölder instead of Lipschitz):

4e SÉRIE– TOME 35 – 2002 –N◦ 1
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MAIN THEOREM (Stretched exponential mixing for i.i.d. unimodals). –If ε is small enough
(depending onf ) then forPε-almost eachω ∈ Ωε there is a sample stationary measurehω Leb.
There existC(ε) � 1 and, for almost everyω ∈ Ωε, C

(1)
ω = C

(1)
ω (ε) > 0 such that for each

Lipschitz functionϕ : I → C, and alln � 1,∣∣(fn
σ−nω

)
∗(ϕ Leb)− (hω Leb)

∣∣� C(1)
ω Lipϕ e−(n1/16/C(ε)).(2.2)

Additionally, for almost everyω ∈ Ω, there areC(2)
ω > 0, C

(3)
ω > 0 such that for each Lipschitz

function ψ : I → C and every bounded functionϕ : I → C, the “past” and “future” random
correlation function satisfy for alln � 1∣∣∣∣∫ ϕ ◦ fn

σ−nωψ dLeb−
∫

ϕhω dLeb
∫

ψ dLeb
∣∣∣∣

� C(2)
ω sup |ϕ|Lipψe−(n1/16/C(ε)),(2.3)

and ∣∣∣∣∫ ϕ ◦ fn
ω ψ dLeb−

∫
ϕhσnω dLeb

∫
ψ dLeb

∣∣∣∣
� C(3)

ω sup |ϕ|Lipψe−(n1/16/C(ε)).(2.4)

There areC(ε) andv > 1 so that the maximumCω = max(C(1)
ω ,C

(2)
ω ,C

(3)
ω ) satisfies

P
(
{ω ∈ Ωε |Cω > n}

)
� C(ε)

nv
, for all n � 1.(2.5)

Finally, there is0 < u < 1/16 so that the factore−(n1/16/C(ε)) in (2.2)–(2.4)may be replaced
by e−nu

.

Remarks. –
(1) Our proof gives the same upper estimates for the “classical” correlations.
(2) See, e.g., [3] for the operational significance of, and experimental access to, the rates in

(2.2)–(2.4).
(3) By the work of Bahnmüller [2] (who extended previous work of Ledrappier and Young

[21] to noninvertible situations), the Pesin formula holds for the random skew product
invariant measurehω LebP .

(4) If (H4) does not hold, a result of Blokh–Lyubich [9] says thatf is renormalisable,
i.e., that there is a cycle of intervals{Ii}m

i=0, f : Ii → Ii+1, Im = I0, where{Ii} have
disjoint interiors. This is reflected in the greatest common denominatorG of return times
satisfyingG 	= 1, also for the random towers (see the axiom (A.VI) in Section 3.2 and
(8.10). Our proof yields stretched exponential decay of correlation and speed of mixing
for theGth iteratefG

ω of the random system.

A simplification of the results in Sections 3–6 yields a result on random countable Markov
chains with estimates on the recurrence times (after waiting times) which we were unable to
locate in the literature. The setting is the following: Letσ :Ω → Ω, with Ω =

∏
Z
E, where

(E,ν) is a probability space, be a two-sided Bernoullishift (preserving the probability measure

P =
∏

Z
ν). Let X

(n)
ω be a random Markov chain for(σ,Ω) on the countable state spaceZ+

given by the random transition probabilities

Prob
(
X(n+1)

ω = j | X(n)
ω = i

)
= pij,σnω, ∀n ∈ Z+.
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84 V. BALADI, M. BENEDICKS AND V. MAUME-DESCHAMPS

(In particular, for almost allω and all i, Σ∞
j=1pij,ω = 1.) We say that a family of probability

measures{µω} on Z+ are sample stationary probability measures if
∑

i µω(i)pij,ω = µσω(j)
for all j ∈ Z+ and almost allω. In this case, we write forn ∈ Z+, ω ∈Ω, andϕ,ψ ∈ �∞(Z+)

E
[
ϕ
(
X(n)

ω

)]
= Eµω

[
ϕ
(
X(n)

ω

)]
=

∑
(j0,...,jn)∈Z

n+1
+

ϕ(jn)

(
n−1∏
k=0

pjkjk+1,σkω

)
µω({j0}),

E
[
ϕ
(
X(n)

ω

)
ψ
(
X

(0)
σ−nω

)]
=

∑
(j0,...,jn)∈Z

n+1
+

ϕ(jn)ψ(j0)

(
n−1∏
k=0

pjkjk+1,σkω

)
µω({j0}).

We shall assume that the Markov chain has the followingirreducible tower structureon a
subsetΛ of Z+: On the one hand, for allj ∈ Z+ there arei∈ Λ andk ∈ Z+ with

Prob
(
X(0)

ω = i;X(k)
ω = j

)
> 0,

and on the other hand for alli ∈ Λ and P -almost everyω ∈ Ω there is a (first return time)
Rω(i) � 1 so that

Prob
(
X(k)

ω /∈Λ,∀k = 1, . . . ,Rω(i)− 1 |X(0)
ω = i

)
= 1,

Prob
(
XRω(i)

ω = j |X(0)
ω = i

)
> 0 if and only if j ∈Λ.

In particular, there are three ways of expressingRω(i):

Rω(i) =


1 + max��0{Prob(X(k)

ω /∈Λ,∀k = 1, . . . , � |X(0)
ω = i) = 1},

min��1{Prob(X(k)
ω /∈ Λ,∀k = 1, . . . , � | X(0)

ω = i) = 0},∑
��1 Prob(X(k)

ω /∈ Λ,∀k = 1, . . . , � |X(0)
ω = i).

Also,
∑

j∈Λ Prob(XRω(i)
ω = j |X(0)

ω = i) = 1 for all i ∈Λ. We say that the chain isaperiodicif
the return times satisfy (A.VI) in Section 3.1 below.

MAIN COROLLARY (Application to i.i.d. countable Markov chains). –LetX(n)
ω be a random

Markov chain for(σ,Ω) on Z+, with irreducible tower structure onΛ. Assume that there is
a (reference) probability measurem on Λ, with mi = m({i}) > 0 for all i ∈ Λ, so that for
P -almost everyω ∈ Ω

∞∑
�=1

∑
i∈Λ

mi Prob
(
X

(k)

σ−�ω
/∈ Λ,∀k = 1, . . . , � | X(0)

σ−�ω
= i

)
< ∞,

lim
�0→∞

∑
���0

m
(
i ∈ Λ |Rσ�0−�ω(i) = �

)
= 0.

Then there is a unique family{µω} of sample stationary probability measures onZ+.
Assume further that the chain is aperiodic and that there are0 < u′, v′ � 1 andn1 :Ω → Z+

with

P
(
{ω | n1(ω) > n}

)
< e−nv′

such that forP -almost everyω ∈ Ω∑
i∈Λ

mi Prob
(
X(k)

ω /∈ Λ, ∀k = 1, . . . , � | X(0)
ω = i

)
< e−�u′

, ∀� � n1(ω).(2.6)
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Then, there are0 < u < u′ and C
(4)
ω � 1 such that for eachϕ and ψ in �∞(Z+), the “past

random correlations” satisfy∣∣E[ϕ(X(n)
σ−nω

)
ψ
(
X

(0)
σ−nω

)]
−E

[
ϕ
(
X(0)

ω

)]
E
[
ψ
(
X

(0)
σ−nω

)]∣∣
� C(4)

ω sup |ψ| sup |ϕ|e−nu

.(2.7)

Finally, there arev > 1, C > 1 so that

P
({

ω ∈ Ω | C(4)
ω > n

})
� C

nv
.

Remarks. –
(1) Obviously one may formulate the main corollary for future correlations, approach to

equilibrium, etc. The main corollary can be also expressed as a result on speed of
convergence to the maximal eigenvector ofrandom products of stochastic matrices having
a “tower structure”. The cumbersome exercise is left to the reader. We refer to the papers
of Hennion [17] and the book of Bougerol and Lacroix [11, especially Chapter A.III]
for references on the classical work of Furstenberg, Kesten, Guivarc’h, Ledrappier, and
others, on applications of the Oseledec theorem yielding exponential bounds for the
speed of convergence to the maximal eigenvector of random products offinitestochastic
matrices, under assumptions guaranteeing that the maximal Lyapunov exponent is simple.

(2) Adapting Sections 5 and 6 similarly as the corresponding proofs of Theorem 2(II) of [26],
we may also obtain exponential (respectively polynomial) estimates in (2.7) if we change
the assumptions accordingly.

Open questions. –
(1) As mentioned in the introduction, by adapting Kifer’s methods in [20], we expect that it

is possible to prove a random central limit theorem in the setting of the present paper.
(2) We also pointed out already that it is of obvious interest (and, in view of [24], probably

feasible while retaining stretched exponential bounds) to generalise our i.i.d. setting to
weaker forms of mixing. One could also attempt to study non-additive perturbations.

(3) We have restricted ourselves to perturbations of exponentially mixing maps. It would be
interesting to see if our approach can be extended to unimodal maps with slower rates of
mixing. See the recent study by Bruin, Luzzatto, and van Strien [12], based on Young’s
coupling argument [26].

Part I. Random recurrence times and rates of mixing

3. Random towers with waiting times

3.1. Abstract setting

Suppose we are given a finite measure space(Λ,m) and for each smallε > 0 a two-
sided Bernoulli shiftσ :Ωε → Ωε whereΩε =

∏
Z
Eε, with (Eε, νε) a probability space, and

Pε =
∏

Z
νε is a σ-invariant probability measure. (We suppressε from the notation whenever

possible.)
For eachε and P -almost eachω, suppose there are a countable (modulom) partition

Λ =
⋃

j Λj(ω) and a “return-time” functionRω : Λ → Z+ ∪ {∞}, constant on eachΛj(ω).
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Define the random towers for eachε and almost everyω by

∆ω =
{

(x, �) ∈ Λ×Z+ | x∈
⋃
j

Λj

(
σ−�ω

)
, � ∈ Z+, 0 � � � Rσ−�ω(x)− 1

}
.

(I.e., layerRω(x) − 1 disjoint copies ofΛj(ω) in Pisa tower fashion.) Denote by∆ω,� the �th
level of the tower{(x, �) ∈ ∆ω}. We sometimes slightly abuse notation and identify∆ω,� with
{x∈Λ | Rσ−�ω(x) > �}= {x | (x, �) ∈ ∆ω}; in particular∆ω,0 = Λ for all ω. ∆ will denote the
family {∆ω}ω∈Ω.

Assume that for eachε and almost everyω we are given a return mapfR
ω :Λ → Λ The

dynamicsFω :∆ω →∆σω consists in hopping from one tower to the next above(x,0), stopping
at levelRω(x) − 1 if Rω(x) < ∞, and falling down to the zeroth level of∆σRω(x)ω using the
return map. In other words, we set

Fω(x, �) =
{

(x, � + 1), if � + 1 < Rσ−�ω(x),
(fR

σ−�ω(x),0), if � + 1 = Rσ−�ω(x).

(In particular,FRω
ω |∆ω,0 = fR

ω |Λ.)
For each� we consider the countable partitionZω,� of ∆ω,� induced by

⋃
j Λj(σ−�ω)

∆ω,� =
⋃

js.t.Rω|Λj(σ−�ω)��+1

Λj

(
σ−�ω

)
,

we also letZω , Z be the corresponding partitions of∆ω , respectively∆.
Without risk of confusion, denote bym the lift of the reference measurem on∆ω (suppressing

the dependence onω from the notation). Observe thatsupω m(∆ω) is not necessarily finite (this
plays a role, e.g., in the proof of Proposition 5.6, (5.5)–(5.6)).

Next, we extendRω to ∆ω (keeping the same notation without risk of confusion) by
setting Rω(x, �) = Rσ−�ω(x,0) − �. (I.e., Rω(x, �) is the first positive integern for which
Fn

ω (x, �) ∈ ∆σnω,0.)
Finally, for almost eachω, we introduce aseparation timesω :∆ω ×∆ω → Z+ ∪ {∞}

sω(x, y) = min
{
n � 0 | Fn

ω (x) andFn
ω (y) lie in distinct elements ofZ

}
.

3.2. Axioms

We shall assume that our random towers satisfy the following axioms:
(A.I) [ Return and separation times] Rω :∆ω → Z+ is constant on each interval of the

partitionZω ; with Rω � p0(ε). If (x, �) and(y, �) are both in the same interval of the
partitionZω , thensω((x,0), (y,0)) � �. For any(x,0), (y,0) in the same interval ofZω ,

sω

(
(x,0), (y,0)

)
= Rω(x,0) + sσRω (ω)

(
FRω(x,0)(x,0), FRω(y,0)(y,0)

)
.

(A.II) [ Markov property] For each elementJω of Zω , the mapFRω
ω |Jω :Jω →Λ is a bijection.

(A.III) [ Weak forward expansion] The partitionZω is generating forFω in the sense that the
diameters of the partitions

∨n
j=0 F−j

σ−jωZω tend to zero asn→∞.
(A.IV) [ Bounded distortion] There areC(ε) > 1 and 0 < β < 1 (β is independent ofε)

such that for allω and each elementJω of Zω , the mapFRω
ω |Jω and its inverse
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are nonsingular with respect to Lebesgue measure, and, writingJFRω
ω > 0 for the

corresponding jacobian, we have for eachx, y ∈ Jω , writing s for sσRω(x)(ω),∣∣∣∣JFRω
ω (x)

JFRω
ω (y)

− 1
∣∣∣∣� C(ε)βs(F Rω

ω (x,0),F Rω
ω (y,0)).(3.1)

(A.V) [ Return times asymptotics] There are constantsC1(ε) > C2(ε) > 1, a full measure
subsetΩ1 ⊂ Ω and random variablesn1 onΩ1, so that for eachω ∈Ω1:{

m
(
{x∈ Λ |Rω(x) > n}

)
� Ce−(n1/4/C1(ε)), ∀n � n1(ω),

P
(
{n1(ω) > n}

)
� Ce−(n1/4/C2(ε)), ∀n.

(3.2)

For the existence, respectively mixing, of finite invariant sample stationary measures the
following two “summability” assumptions suffice: For almost allω

m(∆ω) =
∑
�∈Z+

m
(
{Rσ−�ω > �}

)
< ∞.(3.3)

For almost allω, lim
�0→∞

∑
���0

m(∆σ�0 ω,�) = 0.(3.4)

(A.VI) [ Gcd(Return times) = 1 (mixing)] There areN0(ε) � 1, a full measure subsetΩ2 ⊂ Ω1,
and{ti ∈ Z+, i = 1, . . . ,N0} with g.c.d.{ti} = 1 such that for allω ∈ Ω2, all n ∈ Z all
1 � i � N0 we havem({x∈ Λ |Rω(x) = ti}) > 0.

Remark3.1. – Axiom (A.V), (3.2) implies that for each fixed̂N ∈ Z+, there are constants
1 � C2(ε) < C1(ε), a full measure subsetΩ3 ⊂ Ω, andn3 :Ω3 → Z+ so that

n1(σ−�ω) � � andn1(σN̂+�ω) � �, ∀� � n3(ω),

m({x∈ ∆ω |Rω(x) > n}) � Ce−(n1/4/C1(ε))m(∆ω), ∀n � n3(ω),
m(∆ω) =

∑
�∈Z+

m({Rσ−�ω > �}) � n3(ω) + C(ε),

P ({n3(ω) > n}) � Ce−(n1/4/C2(ε)), ∀n.

(3.5)

In particular, (3.2) implies (3.3) and (3.4). (For (3.4), use that if�0 � n3(ω) � n2(ω) then

n1(σN̂+�0ω) � �0 by definition ofn2, so that∑
���0

m(∆σN̂+�0ω,�) � C(ε)e−�w
0

for somew > 0 by (3.2).)
To show (3.5), we first prove that there areΩ̂1 ⊂ Ω1, of full measure, and a random variable

n2 � n1 on Ω̂1, so that{
n1(σ−�ω) � � andn1(σN̂+�ω) � �, ∀� � n2(ω),

P ({n2(ω) > n}) � Ce−(n1/4/C2(ε)), ∀n.
(3.6)

Indeed, just setn2(ω) = inf{� � n1(ω) | ∀n � �, n1(σ−nω) � n andn1(σN̂+nω) � n}, and use
that
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P
(
{n2(ω) > �}

)
�
∑
n��

P
({

n1

(
σ−nω

)
> n

})
+
∑
n��

P
({

n1

(
σN̂+nω

)
> n

})
�
∑
n��

P
(
{n1(ω) > n}

)
+
∑
n��

P
(
{n1(ω) > n}

)
.

Now, if ω ∈ Ω̂1

Leb(∆ω) =
∑

�∈Z+

Leb
(
{Rσ−�ω > �}

)
� n2(ω) + C(ε)

∑
�>n2(ω)

e−(�1/4/C1(ε)) < ∞.(3.7)

This proves our claim, up to taking slightly larger constants1 � C2(ε) < C1(ε): just let

n3(ω) = min
{
m � n2(ω) | ∀n � m and∀� � 0, n2

(
σ−�ω

)
� n + �

}
.

3.3. Dynamical Lipschitz and bounded random function spaces

Consider the following “dynamical Lipschitz” space of densities on∆ (with β < 1 as in
(A.IV)):

F+
β =

{
ϕω :∆ω → C | ∃Cϕ > 0, ∀Jω ∈ Zω, eitherϕω|Jω ≡ 0,

or ϕω|Jω > 0 and

∣∣∣∣log
ϕω(x)
ϕω(y)

∣∣∣∣� Cϕβsω(x,y), ∀x, y ∈ Jω

}
.

For a random variableKω :Ω→ R+ with infΩKω > 0 and

P
(
{ω | Kω > n}

)
� P

(
{ω | n3(ω) > n/3}

)
� C(ε)e−(n1/4/C2(ε)),(3.8)

we introduce on the one hand a space of random Lipschitz functions:

FKω

β =
{
ϕω :∆ω → C | ∃Cϕ > 0,∣∣ϕω(x)− ϕω(y)

∣∣� CϕKωβsω(x,y), |ϕω(x)| � CϕKω, ∀x, y ∈∆ω

}
,

and on the other, a space of random bounded functions:

LKω
∞ =

{
ϕω :∆ω → C | ∃C′

ϕ > 0, sup
x∈∆ω

|ϕω(x)| � C′
ϕKω

}
.

Note for further use (in Section 5) that (3.8) together with (A.V) give thatLKω
∞ , and thusFKω

β ,
is a subset ofL2(∆,m).

Slightly abusing language (see Lemma 9.1) we refer to the smallest possibleCϕ or C′
ϕ as the

Lipschitz constant,or supremum,of ϕ in F+
β or FKω

β , respectivelyLKω
∞ . Clearly,FKω

β andLKω
∞

with the norms‖ϕ‖F = Cϕ, respectively‖ϕ‖L∞ = C′
ϕ are Banach spaces.

3.4. Constructing the absolutely continuous stationary measures

We may now show how to obtain sample stationary measures absolutely continuous with
respect to the reference measurem:

THEOREM 3.2 (Sample measure). –Let {Fω :∆ω → ∆σω} satisfy Axioms(A.I)–(A.IV)
together with the summability condition(3.3) in (A.V) . Then there is for almost eachω ∈ Ω
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an absolutely continuous samplestationary probability measureµω = hωm on ∆ω , i.e., so that
(Fω)∗(µω) = µσω .

Additionally,{hω} ∈ F+
β . If (3.2)holds then there is a random variableKω satisfying(3.8)so

that bothhω and1/hω belong toFKω

β ⊂LKω
∞ .

From now on,Kω will refer to the random variable from Theorem 3.2.

Proof of Theorem 3.2. –Let FR
ω :∆ω,0 →

⋃
n�p0

∆σnω,0 denote the return mapFR
ω (x,0). If

the meaning is clear, we just writeFR.
For anyE ⊂ Λ (recall∆σ−nω,0 = Λ for all ω andn)[(

FR
)−1]

ω
(E) =

{
(x,n) ∈ ∆σ−nω,0 ×Z+ |Rσ−nω(x) = n andFR

σ−nω(x,0) ∈E
}
.

We define[(FR)−j ]ω(E) by induction, and forprobability measures{νσ−nω | n ∈ Z+} on⊔
n∈Z+

∆σ−nω,0, we set([(FR)j ]ω)∗ν(E) =
∑

n νσ−nω([(FR)−j ]ω(E) ∩∆σ−nω,0).
Let m0 be the probability measurem|∆ω,0/m(∆ω,0) on∆ω,0 = Λ.

Now, letA⊂
⊔

n∈Z+
∆σ−nω,0 with A ∈

∨j−1
�=0 [(FR)−�]ωZω and set

φj,A =
d

dm0

([(
FR

)j]
ω

)
∗(m0 | A).

For x, y ∈ ∆ω,0, letting x′, y′ ∈ A be such thatx′ ∈ [(FR)−j ]ω(x), y′ ∈ [(FR)−j ]ω(y), and
settingn to be so thatx′, y′ ∈ ∆σ−nω,0, we find by (3.1) in (A.IV) that for a suitable sequence
0 � n� � n,

log
φj,A(y)
φj,A(x)

= log
(J(FR

σ−nω)j)(x′)
(J(FR

σ−nω)j)(y′)
=

j−1∑
�=0

log
JFR

σ−n� ω
((FR

σ−n�−1ω
)�(x′))

JFR
σ−n� ω

((FR
σ−n�−1ω

)�(y′))

�
j−1∑
�=0

C(ε)βsω(x,y)+(j−�)−1 � C(ε)βsω(x,y),(3.9)

which is uniform inj, A, andω. As a consequence, for eachω the sequence

φn,ω =
1
n

n−1∑
j=0

([(
FR

)j]
ω

)
∗(m0)

is relatively compact inL∞(Λ,m) (see [26, Proof of Theorem 1]). We setν̂ω to be a measure
whose density is an accumulation point of theφn,ω . (By construction, this density is bounded
from above and from below onΛ and it belongs toF+

β (∆).)
Then, we saturate (see, e.g., the proof of Theorem 1 in [25] or [26]) to construct a measure on⋃
�∈Z

∆σ�ω :

µ̂ω =
∞∑

�=0

(
F �

σ−�ω

)
∗(ν̂σ−�ω | Rσ−�ω > �).

Assumption (3.3) in (A.V) implies

µ̂ω(∆ω) � C

∞∑
�=0

m
(
{Rσ−�ω > �}

)
<∞.
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In particular,µ̂ω can be normalised to get an absolutely continuous probability measureµω . Its
density satisfies the conditions needed to be inF+

β (which only involve ratios).
The upper and lower bounds for the density ofν̂ω and its Lipschitz constant translate into

bounds for that of̂µσ−nω , depending onω throughn3(σ−nω), and we get the final claim in the
theorem by settingKω to be the maximum of the upper bounds forhω and its Lipschitz constant,
and the corresponding bounds for1/hω. �

4. Mixing for the skew product: random exactness

In the previous section, we constructed an absolutely continuous sample stationary measure
for the random tower map{Fω :∆ω → ∆σω}. We shall now study its mixing properties, after
introducing further notation.

The random skew productis the fibered mapF = (Fω)ω∈Ω on ∆. Let Bω be the Borel
σ-algebra of∆ω , and letB be the family ofσ-algebrasBω . In Theorem 3.2 we constructed
absolutely continuous fibered invariant measures(µω)ω∈Ω. Let µ be the corresponding invariant
measure for the random skew product:µ(A) =

∫
Ω

µω(Aω)dP (ω), for A ∈ B. Let L2(µ) be
the Hilbert space ofφ = (φω :∆ω → C)ω∈Ω such thatφω ∈ L2(Bω, µω) for almost allω, and∫
Ω

∫
∆ω

|φω|2 dµω dP (ω) < ∞.
Forn ∈ Z+ we denote byF−n(B) the family([Fσn−1ω ◦ · · · ◦ Fω]−1(Bσnω))ω∈Ω and byFn

ω

the compositionsFσn−1ω ◦ · · · ◦ Fω .
We recall definitions which are standard for deterministic dynamics:

DEFINITIONS (Random exactness, mixing). –
(1) The random skew product(F,µ) = (Fω, µω)ω∈Ω is exact if eachB ∈ B which belongs to

all F−nB, n ∈ Z+ is trivial. (I.e., for almost allω, eitherµω(Bω) = 0 or µω(Bω) = 1.)
(2) The random skew product(F,µ) is mixing if for all ϕ andψ in L2(µ),

lim
n→∞

∣∣∣∣∫
Ω

∫
∆ω

ϕσnω ◦ Fn
ω ·ψω dµω dP (ω)−

∫
Ω

∫
∆ω

ϕω dµω dP (ω)
∫
Ω

∫
∆ω

ψω dµω dP (ω)
∣∣∣∣ = 0.

Remark. – In our particular case of random towers, instead of a random dynamical system, we
may consider a skew-product mapF acting onΛ×Z+ ×Ω, endowed with the invariant measure
µ = µω × P , whereµω has support on∆ω ⊂ Λ× Z+ × {ω}. Then the definition reduces to the
usual notions of exactness and mixing.

The following proposition may be proved as in the deterministic case (see, e.g., [22]):

PROPOSITION 4.1. –If F is exact then it is mixing.

The following result is less standard. We shall not need it (our main theorem says much more),
but we include it for completeness:

LEMMA 4.2 (Forward fibered mixing). –Assume that the random skew product(F,µ) is
exact. Then for allϕ such that

sup
ω

∫
|ϕω|2 dµω <∞,

and allψ in L2(µ), we have for almost allω ∈ Ω:

lim
n→∞

∣∣∣∣ ∫
∆ω

ϕσnω ◦ Fn
ω ·ψω dµω −

∫
∆σnω

ϕσnω dµσnω

∫
∆ω

ψω dµω

∣∣∣∣= 0.
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Proof of Lemma 4.2. –This goes along the lines of the classical proof of Proposition 4.1 (see
[22]). Indeed, exactness implies that for almost allω,

L2(Bω, µω) ⊃ L2
(
F−1

ω Bσω

)
⊃ · · · ⊃ L2

(
F−n

ω Bσnω

)
⊃ · · · ⊃ C.

Choose{kα
ω , α ∈ Z+} an orthonormal basis ofL2(Bω)�L2(F−1

ω Bσω), then{kα
σω ◦Fω, α ∈ Z+}

is an orthonormal basis ofL2(F−1
ω Bσω)� L2(F−2

ω Bσ2ω), and{kα
σjω ◦ F j

ω , α ∈ Z+, j ∈ Z+} is
an orthonormal basis ofL2(Bω)�C. Writing ϕσnω andψω in these bases, we get:∣∣∣∣ ∫

∆ω

ϕσnω ◦Fn
ω ψω dµω −

∫
∆σnω

ϕσnω dµσnω

∫
∆ω

ψω dµω

∣∣∣∣
�

∫
∆σnω

|ϕσnω|2 dµσnω

∑
j, α

∣∣∣∣∫ kα
σn+jω ◦ Fn+j

ω ·ψω dµω

∣∣∣∣2 n→∞
0 . �

PROPOSITION 4.3 (Exactness of random map). –Let (F,µ) satisfy (A.I)–(A.IV) and the
summability conditions(3.3), (3.4) from (A.V) , with µ from Theorem3.2. If (A.VI) holds then
(F,µ) is exact and thus mixing.

Proof of Proposition 4.3. –We first give a proof assuming the following property, stronger than
(A.VI), and which will hold in the application to random unimodal maps. Suppose that there is
N̂(ε) so that for almost allω and eachr � N̂(ε) we havem{x ∈ Λ | Rω(x) = r} > 0 (takeN̂
in (3.2) to be this integer). First we prove: if, for everyκ > 0 and almost allω, there exists an
integert(κ,ω) such thatm(F t

ω(∆ω,0)) > 1− κ, thenF is exact.
We adapt Young’s proof ([26, Theorem 1(iii)]) to our random setting. LetA ∈

⋂
n F−nB.

Fixing ω such thatµω(Aω) > 0, we are going to prove that for anyκ > 0, µω(Aω) > 1− κ. Let
t(κ/2, ω) be given by hypothesis. For eachn ∈ Z+ we haveAω = (Fn+t

ω )−1(Bσn+tω) and

µω(Aω) = µσn+tω(Bσn+tω) = µσn+tω

(
F t

σnω ◦Fn
ω (Aω)

)
.

Now, the nonsingularity ofF t
σnω , the absolute continuity ofµσn+tω with respect tom on

∆σn+tω , and the definition oft imply the existence ofυ(κ,ω, t, n) > 0 such that

m(∆σnω,0 \Dσnω) < υ ⇒ µσn+tω

(
F t

σnωDσnω

)
> 1− κ.

Thus, if we can findn ∈ Z+ such thatm(∆σnω,0 \ Fn
ω (Aω)) < υ, then we shall conclude that

µω(Aω) > 1− κ. Let us prove the existence of such an integern.
Since we assumed thatµω(Aω) > 0, we may chooseξω ∈ Ξn(σnω) with Fn

ω (ξω) = ∆σnω,0

andm(Aω ∩ ξω)/m(ξω) > 1 − υ/2. If n is large enough we may assume thatsω|ξω is large
enough so thatC(ε)βsω < υ. Then, the bounded distortion estimate (3.9) gives

m(Fn
ω (Aω ∩ ξω))

m(∆σnω,0)
> (1− υ)

m(Aω ∩ ζω)
m(ζω)

> 1− 2υ.

Finally, we prove that for anyκ > 0 and allω ∈ Ω2, there exists an integert(κ,ω) such that
m(F t

ω(∆ω,0)) > 1 − κ, following ideas from Markov chains. By the hypothesis that all return
times afterN̂ occur,m(∆ω,0 ∩ F−t

ω (∆σtω,0)) > 0 for all t � N̂ . Let �0 � max[N̂ , n3(ω)], the
tower structure gives

F N̂+�0
ω (∆ω,0) ⊃

⋃
���0

∆
σN̂+�0ω,�

.
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Now, for fixedε and almost allω we can make
∑

���0
m(∆

σN̂+�0ω,�
) arbitrarily small by taking

large enough�0 by (3.4).
If we replace the assumption that all return times� N̂ occur with positive probability by the

weaker “g.c.d. = 1” assumption, we may use the following argument: Define

U =
{
t ∈ Z+ | ∀ω ∈Ω2,m

(
∆ω,0 ∩

(
F t

ω

)−1(∆σtω,0)
)

> 0
}
.

The Markov property (A.II) of the tower gives thatU is stable under addition, and it follows
from the assumption in (A.VI) that g.c.d.U = 1. Then, Lemma A.3 in Seneta [23] gives thatU
contains all but a finite number of positive integers, so that there existst0 such that for allt � t0
and allω

m
(
∆ω,0 ∩ F−t

ω (∆σtω,0)
)

> 0.

ReplacingN̂ by t0 in the previous paragraph completes the argument.�

5. Random coupling argument, “future” correlations

5.1. Large deviations and joint returns to the basis

Let (F,µ) satisfy (A.I)–(A.IV) from Section 3, and conditions (3.3), (3.4) from (A.V), withµ
from Theorem 3.2. Adapting Young’s definitions([26, §3.3]) to our random setting, we introduce
stopping timesτω

i and ajoint return timeTω on∆ω×∆ω for P -almost eachω andx,x′ ∈ ∆×∆,
as follows. Set

τω
1 (x,x′) = inf

{
n � �0 | Fn

ω (x) ∈∆σnω,0

}
,

τω
2 (x,x′) = inf

{
n � �0 + τω

1 (x,x′) | Fn
ω (x′) ∈ ∆σnω,0

}
,

τω
3 (x,x′) = inf

{
n � �0 + τω

2 (x,x′) | Fn
ω (x) ∈∆σnω,0

}
,

and so on, with the action alternating betweenx andx′. Define thenTω(x,x′) to be the smallest
integern � �0 such that(Fn

ω (x), Fn
ω (x′)) belongs to∆σnω,0 ×∆σnω,0.

For fixedω andj ∈ Z+, consider also the partitioñΞω
j of ∆ω × ∆ω into maximal subsets on

which theτω
i (x,x′) are constant for0 � i � j.

In order to make use of the random mixing properties, for� ∈ Z+, consider the random
variable:

V �
ω = m

(
∆ω,0 ∩ F−�

ω (∆ω,0)
)

=
∫ (

χ∆
σ�−1ω,0

◦F �
ω

)
· χ∆ω,0 dm.

Recall thatµε is the invariant measure for the Markov chain and∆ω,0 = Λ for all ω. For small
γ > 0, to be chosen later, sinceF is mixing by Propositions 4.1 and 4.3, there exists�0 such that
for all � � �0, the expectation ofV �

ω satisfies∣∣∣∣∫
Ω

V �
ω dP (ω)−m(Λ) · µε(Λ)

∣∣∣∣< γ.(5.1)

(In order to deduce (5.1) from mixing ofF , we also used thath−1
ω ·χ∆ω,0 belongs toL2(µ). This

follows from Theorem 3.2.)
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For any q ∈ Z+ and each fixed sequence of integersτ0 = 0 < τ1 < · · · < τq such that
τi+1 − τi � �0, define:

S{τi}
q (ω) =

q∑
i=1

V
τi−τi−1

στi−1 ω .

LEMMA 5.1 (Large deviations forS{τi}
q ). – There existρ > 0 and 0 < κ < 1 such that for

eachq and all τ0 = 0 < τ1 < · · ·< τq such thatτi+1 − τi � �0,

P
({

S{τi}
q (ω) < qρ

})
� κq.(5.2)

Proof of Lemma 5.1. –The random variableV �
ω depends only onω0, . . . , ω�−1, soV �

ω andV k
σjω

are independent providedj � �. In particular,S{τi}
q is a sum of independent random variables.

For anyυ > 0 andt > 0,

P
({

S{τi}
q (ω) < t

})
�
∫

exp
[
υ
(
t− S{τi}

q (ω)
)]

dP (ω)

� eυ·t
∫

exp
[
−υS{τi}

q (ω)
]

dP (ω)

� eυ·t
q−1∏
i=0

∫
exp

[
−υV

τi−τi−1

στi−1 ω

]
dP (ω) (by independence).

We have0 � V �
ω � m(Λ) and, by (5.1),

∫
V �

ω dP (ω) � m(Λ) ·µε(Λ)− γ, provided� � �0. Now,
since0 � υV

τi−τi−1

στi−1 ω � 1,∫
exp

[
−υV

τi−τi−1

στi−1ω

]
dP (ω) � 1− υ

[
m(Λ)µε(Λ)− γ −m(Λ)2

υ

2

]
=: a(υ, γ).

Chooseυ < 2µε(Λ) and thenγ > 0 small enough so that0 < a(υ, γ) < 1. We get

P
({

S{τi}
q (ω) < qρ

})
�
(
eυρ · a(υ, γ)

)q � κq,

for some0 < κ < 1 by choosing0 < ρ < 1
υ log(1/a(υ, γ)). �

We shall now use Lemma 5.1 to perform yet another parameter exclusion which will be
useful later on to estimate the joint return time on∆ × ∆. First observe that the lemma may be
reformulated as follows: For eachq, and every fixed sequence of integersτ0 = 0 < τ1 < · · ·< τq

such thatτi+1 − τi � �0, there is a setM{τi}
q ⊂ Ω with P (M{τi}

q ) � κq and such that if

ω /∈M
{τi}
q thenS

{τi}
q (ω) � q · ρ. Next define

M ′
q =

{
(ω,x,x′) ∈

⋃
ω∈Ω

(
{ω}×∆ω ×∆ω

) ∣∣ ω ∈ M
{τω

i (x,x′)}
q

}
.

COROLLARY 5.2. –Assume additionally(3.2)and letKω be given by Theorem3.2.There is
0 < κ < 1 such that for each large enoughq the setM̃q ⊂ Ω defined by

M̃q =
{

ω ∈ Ω
∣∣∣ ∫
∆ω×∆ω

χM ′
q
(ω,x,x′)K2

ω(dm× dm)(x,x′) > κq/2

}
(5.3)
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hasP -measure smaller thanκq/4. Furthermore, there is a random variablen4 defined on a full
measure setΩ4 ⊂ Ω and such that{

n � n4(ω)⇒ ω /∈ M̃n,

P ({n4(ω) > n}) � Cκn/2.
(5.4)

Proof of Corollary 5.2. –The first claim is a Fubini argument. Indeed, if̃Mq hadP -measure
greater thanκq/4, then∫

M̃q

∫
∆ω×∆ω

χM ′
q
(ω,x,x′)K2

ω dm× dm(x,x′)dP (ω) > κq/2 × κq/4.

However, denoting byP the finite measure on
⋃

ω∈Ω({ω}×∆ω ×∆ω) defined by:

P(A) =
∫
Ω

∫
∆ω×∆ω

χA(ω,x,x′)K2
ω dm× dm(x,x′)dP (ω),

using (3.3) and (3.8), we find for large enoughq

P(M ′
q) =

∫
χM ′

q
(ω,x,x′)K2

ω dm× dm(x,x′)dP (ω)

=
∑

τ1<···<τq

P
(
M ′

q ∩
{
τω
i (x,x′) = τi, i = 1, . . . , q

})
� κq · sup

ω∈Ω2

(K2
ω·m(∆ω)2)�κ−q/8

∑
τ1<···<τq

K2
ω ·m×m

(
(∆ω ×∆ω) ∩

{
τω
i (x,x′) = τi, i

})
+ P

({
K2

ωm(∆ω)2 > κ−q/8
})

� κ3q/4,

a contradiction. SettingΩ4 = {ω | ∃n4(ω) so that∀n � n4(ω), ω /∈ M̃n}, a large deviations
argument as in Lemma 5.1 together with the first claim of the corollary gives the second
claim. �
5.2. Estimates on stopping times and joint return times

From now to the end of Section 6, the notationsλ, λ′, λ̃ will be used to denote probability
measures, absolutely continuous with respect tom on ∆ or m× m on ∆×∆. There should be
no confusion with the constantλ from (H1)–(H2) which will not reappear until Section 7. We
shall writeΠω : ∆ω × ∆ω → ∆ω for the projection on the first factor. Before proving the main
estimate of this section (Proposition 5.6), we state two lemmas which are randomised versions
of Lemmas 1 and 2 in [26].

LEMMA 5.3 (Lower bound forP ({Tω = τi})). – Letλ, λ′ be absolutely continuous probabil-
ity measures on{∆ω}, with densitiesϕ, ϕ′ in F+

β . If Γ ∈ Ξ̃ω
i is such thatTω | Γ > τi−1, then,

lettingV
τi−τi−1

στi−1 ω
be associated to theτj(Γ),

(λ× λ′)
(
{Tω > τi} | Γ

)
� 1− V

τi−τi−1

στi−1 ω /Cλ,λ′(ε),
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whereCλ,λ′(ε) > 1 depends on the Lipschitz constants ofϕ and ϕ′. This dependence may be
removed if we consideri � i0(λ,λ′).

LEMMA 5.4 (Relating stopping times and return times). –Let λ, λ′ be absolutely continuous
probability measures on{∆ω}, with densitiesϕ, ϕ′ in F+

β . For eachΓ ∈ Ξ̃ω
i , we have

(λ× λ′)ω

(
{τi+1 − τi > �0 + n} | Γ

)
� Cλ,λ′ (ε)m

(
{Rστi+�0ω > n}

)
·m(∆στi+�0ω),

whereCλ,λ′(ε) depends on the Lipschitz constants ofϕ, ϕ′. This dependence may be removed if
we consideri � i0(λ,λ′).

The proofs of Lemmas 5.3 and 5.4 are based on the following sublemma, which is a
randomised version of Sublemmas 1 and 2 in [26] (recall that the bounded distortion inequality
(A.IV) is uniform in ω).

SUBLEMMA 5.5 (Consequences of bounded distorsion). –
(1) There isM0 such that for alln ∈ Z+, andω ∈ Ω,

d(Fn
ω )∗(m)
dm

� M0m(∆ω).

(2) Letλ be a family of absolutely continuous probability measures on{∆ω}, with densitiesϕ
in F+

β . There isCλ(ε) > 1 so that for eachω ∈ Ω, everyk ∈ Z+, lettingΓ ∈ Zk−1
ω be such that

F k
ω (Γ) = ∆σkω,0, and settingνσkω = (F k

ω )∗(λω | Γ), then for allx, y ∈ ∆σkω,0∣∣∣∣dνσkω

dm
(x)

/
dνσkω

dm
(y)− 1

∣∣∣∣� Cλ(ε).

The dependence ofCλ(ε) onλ may be removed if the number ofi � k such thatF i
ω(Γ) ⊂ ∆σiω,0

is greater than somej0 = j0(λ).

Proof of Sublemma 5.5. –The proof of (1) follows verbatim the proof of Sublemma 1 in [26]
(making use of (3.3)), we omit it. We sketch how to prove (2). Letx0 andy0 ∈ Γ be such that

F k
ω (x0) = x andF k

ω (y0) = y. It is not difficult to check that∣∣∣∣ ϕω(x0)
JF k

ω (x0)

/
ϕω(y0)

JF k
ω (y0)

− 1
∣∣∣∣� (

1 + Cϕβk
)
C(ε) + Cϕβk,

whereC(ε) only depends on the constants from (A.IV).�
Proof of Lemma 5.3. –Assume for definiteness thati is even. ForΓ ∈ Ξ̃i, let λ̃ω = λω × λ′

ω ,
soΠω∗(λ̃ω | Γ) = C · λω |Πω(Γ). Let νστi−1 ω = F

τi−1
ω ∗(λω |Πω(Γ)), we have:

(λ× λ′)ω

(
{Tω = τi} | Γ

)
=

1
νστi−1 ω(∆στi−1 ω,0)

· νστi−1 ω

(
∆στi−1 ω,0 ∩F

−(τi−τi−1)

στi−1 ω
∆στi ω,0

)
.

Sublemma 5.5(2) applies toν and the result follows from the definition ofV
τi−τi−1

στi−1 ω . �
We omit the proof of Lemma 5.4 which is based on Sublemma 5.5(1) and (2).
The main estimate of this subsection follows (see Proposition 5.7 for its relevance):
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PROPOSITION 5.6 (Joint return time asymptotics). –If (F,∆) satisfies(A.I)–(A.VI) ( in
particular, all conditions in(A.V)) , then there exist̂C2(ε) < Ĉ1(ε), a subsetΩ5 ⊂ Ω3 ∩ Ω4

of full measure, and a random variablen5 � max(n3, n4) onΩ5 so that

P
(
{n5(ω) > n}

)
� Ce−(n1/8/Ĉ2(ε))

and such that for every pairλ, λ′ of absolutely continuousprobability measures on{∆ω} having
densitiesϕ, ϕ′ in F+

β ∩LKω
∞ , there isCλ,λ′ (ε), so that for eachω ∈Ω5 and alln > n5(ω)

(λ× λ′)ω({Tω > n}) � Cλ,λ′(ε)e−(n1/8/Ĉ1(ε)).

Moreover,Cλ,λ′ depends onλ andλ′ only through the Lipschitz constants ofϕ andϕ′.

Proof of Proposition 5.6. –We use the notatioñλ = λ× λ′. For0 < v < 1/4 to be fixed later,
we have, just like (8.2):

λ̃
(
{Tω > n}

)
=

∑
i�nv

λ̃
(
{Tω > n} ∩ {τω

i−1 � n < τω
i }

)
+ λ̃

(
{Tω > n} ∩

{
τω
[nv] � n

})
=: (I) + (II) .

The key remark to estimate (I) and (II) is that for a fixedω ∈ Ω, the points(x,x′) of each element

of Ξ̃(ω)
q are either all good or all bad for the conditionS

{τω
i (x,x′)}

q (ω) > qρ. Moreover,V τi−τi−1

στi−1 ω

depends only onτj for 1 � j � i. Forω andi � q, we say that an elementΓ ∈ Ξ̃(ω)
i is q-badif it

only contains points such thatS
{τω

i (x,x′)}
q � qρ. The otherΓ ∈ Ξ̃(ω)

i are calledq-good.
Fixing ω ∈ Ω4 ∩Ω3, we omit the dependence ofλ̃, T , andτi onω from the notation.
Let us focus first on the term (II). Since the densities ofλ andλ′ are inLKω

∞ , for n such that
nv � n4(ω), Corollary 5.2 gives

(II) = λ̃
(
{Tω > n} ∩ {τ[nv ] � n}

)
� Cϕ,ϕ′ κ[nv/2] +

∑
Γ∈ Ξ̃

ω

[nv ]

Γ [nv ]−good

λ̃
(
{Tω > τ[nv ]} ∩ Γ

)
.

Now, denoting byΓi the element of̃Ξω
i containingΓ ∈ Ξ̃ω

[nv] for i � [nv], we may decompose

λ̃
(
{T > τ[nv]} ∩ Γ

)
= λ̃

(
{T > τ2} ∩ Γ2

) [nv]∏
i=3

λ̃({T > τi} ∩ Γi)
λ̃({T > τi−1} ∩ Γi−1)

.

Therefore for each[nv]-goodΓ, usingV
τi−τi−1

στi−1 ω associated to the corresponding stopping times,
we obtain from Lemma 5.3,

λ̃
(
{T > τ[nv ]} ∩ Γ

)
= λ̃(Γ2)λ̃

(
{T > τ2} | Γ2

) [nv]∏
i=3

λ̃
(
{T > τi} | {T > τi−1} ∩ Γi

) [nv]∏
i=3

λ̃({T > τi−1} ∩ Γi)
λ̃({T > τi−1} ∩ Γi−1)

� λ̃(Γ2)
[nv]∏
i=2

(
1− V

τi−τi−1

στi−1 ω /Cλ,λ′
) [nv]∏

i=3

λ̃({T > τi−1} ∩ Γi)
λ̃({T > τi−1} ∩ Γi−1)

.

Hence (making use of the consequences ofi � i0(λ,λ′) in Lemma 5.3),
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∑
Γ∈ Ξ̃

ω

[nv ]

Γ [nv]−good

λ̃
({

T > τω
[nv ]

}
∩ Γ

)
�

∑
Γ2⊂Γ
good

λ̃(Γ2)
∑

Γ3⊂Γ2
good

λ̃({T > τ2} ∩ Γ3)
λ̃({T > τ2} ∩ Γ2)

× · · ·

×
∑

Γ⊂Γ[nv ]−1
good

λ̃({T > τ[nv ]−1} ∩ Γ)

λ̃({T > τ[nv ]−1} ∩ Γ[nv]−1)

×
[nv ]∏
i=2

(
1− V

τi−τi−1

στi−1 ω /Cλ,λ′
)
� e−[nv]ρ/C ,

where we usedω /∈ M̃[nv] and also the fact that

∑
Γ2⊂Γ
good

λ̃(Γ2)
∑

Γ3⊂Γ2
good

λ̃({T > τ2} ∩ Γ3)
λ̃({T > τ2} ∩ Γ2)

· · ·
∑

Γ⊂Γ[nv ]−1
good

λ̃({T > τ[nv ]−1} ∩ Γ)

λ̃({T > τ[(nv ]−1} ∩ Γ[nv]−1)
� 1.

Finally, we get (II)� Cλ,λ′κ[nv/2] + e−[nv]ρ/C .
Let us turn our attention to the term (I). Fix0 � i � nv and decompose

λ̃
(
{T > n; τi−1 � n < τi}

)
=

∑
(k1 ... ki−1)∑

kj�n

λ̃

({
τi − τi−1 > n−

i−1∑
j=1

kj ; τj − τj−1 = kj , j = 1, . . . , i− 1

})
.

Fixing k1, . . . , ki−1, conditioning, using Lemma 5.4 and the asymptotics (A.V) on the return
times, we get ifn >

∑
kj + n3(στi−1+�0ω) + �0:

λ̃

({
τi − τi−1 > n−

i−1∑
j=1

kj ; τj − τj−1 = kj , j = 1, . . . , i− 1

})

�
i−1∏
j=1

Cm(∆στj+�0ω)
∏

j=1,...,i−1

kj>n3(σ
τj−1+�0ω)+�0

e−[kj−�0]
1/4/C1Ce−([n−

∑
kj−�0]

1/4/C1(ε))

�
(

i−1∏
j=0

n3

(
στj+�0ω

))
e−n1/4/C1(ε)

(
C(ε)e�

1/4
0 /C1(ε)

)i

× e(
∑

j
[kj |kj��0+n3(σ

τj−1+�0ω)]1/4/C1(ε)).(5.5)

Now, since

P
(
{n3(ω) > n}

)
� Ce−(n1/4/C2(ε)),

conditioning with respect to elements of the partitionΞ̃[nv ] (see the similar argument appearing
between (8.7) and (8.8) in the proof of Proposition 8.3 below for details), we get for0 < ρ̂ < 1
a subsetΩ5 ⊂ Ω ∩ Ω3 of full measure with the following property: Forω ∈ Ω5, there exists
n5(ω) � max(n4(ω), n3(ω)) (with the bounds stated in Proposition 5.6) such that∀n � n5(ω),
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theλ̃-measure of the cylinders in (I) which violate the condition

i∑
j=0

(
n3

(
στj+�0ω

))1/4 � ρ̂n1/4 and
i−1∏
j=0

n3

(
στj+�0ω

)
� env log(ρ̂n), ∀i � nv,(5.6)

is less thane−(n1/4−v/C(ε)).
Next, summing (5.5) over thekj such thatn >

∑
kj + n3(στi−1+�0ω) + �0, the contribution

of those cylinders which satisfy (5.6) is not larger than

Cenw

env log(n)ρ̂e−(n1/4/C1)
(
Ce�

1/4
0

)nv

env�
1/4
0 eρ̂n1/4 � C(ε)e−(n1/4/Ĉ1(ε)),

where the factorenw

with v < w < 1/4 comes from the different choices for(k1, . . . , ki).
It only remains to consider the sum over terms withn �

∑
kj + n3(στi−1+�0ω) + �0 which

may be estimated by(
i−1∏
j=0

n3

(
στj+�0ω

))(
Ce�

1/4
0

)ie−(
∑

k
1/4
j

/C1)e(
∑

k
1/4
j

|kj��0+n3(στj−1+�0ω))/C

�
(

i−1∏
j=0

n3

(
στj+�0ω

))(
Ce�

1/4
0

)ie−(n1/4/C1)e(
∑

i

j=0
n

1/4
3 (στj+�0ω))/C

.

So, if n � n5(ω) the contribution to the sum over those terms of the cylinders satisfying (5.6) is

not larger thanCe−(n1/4/Ĉ1(ε)). Finally, we get that (I) is less than

C
(
e−(n1/4/Ĉ1(ε)) + e−(n1/4−v/Ĉ1(ε))

)
.

Combining this with the estimate on (II) ends the proof of Proposition 5.6 with upper bound

max(e−(nv/Ĉ1(ε), e−(n1/4−v/Ĉ1(ε))). The optimal choice isv = 1/4− v, i.e.,v = 1/8. �
5.3. Random coupling: matching (Fn

ω )∗(λω) with (Fn
ω )∗(λ′

ω)

Let λ, λ′ be absolutely continuous probability measures on{∆ω} with densitiesϕ, ϕ′ in
F+

β ∩ LKω
∞ . In this subsection, we shall match(Fn

ω )∗(λω) with (Fn
ω )∗(λ′

ω). We just summarise
the strategy, since the computations follow straightforwardly along the lines of [26, § 3.4]. The
relevant dynamical system iŝFω = (Fω × Fω)Tω which maps∆ω × ∆ω into ∆Tω × ∆Tω . The
“matching” is done using a sequence of (joint) stopping timeswhich are the successive entrance
times into∆·,0 ×∆·,0:

T1,ω = Tω, Tn,ω = Tn−1,ω + TσTn−1ω ◦ F̂n−1.

Denote bŷΞω
i the largest partition of∆ω ×∆ω on whichT1,ω, . . . , Ti,ω are constant.

PROPOSITION 5.7 (Matching, joint return times, joint stopping times). –Let λ, λ′ be
absolutely continuousprobability measures on{∆ω} with densitiesϕ, ϕ′ in F+

β ∩ LKω
∞ , and

let i1(ϕ,ϕ′) be such thatmax(Cϕ,Cϕ′)βi1 < C. There exists0 < θ < 1 such that for almost all
ω, all i � i1 and alln
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ω

)
∗(λω)−

(
Fn

ω

)
∗(λ

′
ω)
∣∣� 2(λω × λ′

ω)
(
{Ti,ω > n}

)
+ 2

∞∑
j=i

(1− θ)j−i+1(λω × λ′
ω)
(
{Tj,ω � n < Tj+1,ω}

)
.(5.7)

Proof of Proposition 5.7. –Just rewrite the proofs of Lemmas 3 (3′) and 4 in [26], remarking
that the constants appearing there do not depend onω in our context. �

The following lemma is proved in the same way as Lemma 5.4 (see [26, Sublemma 4]).

LEMMA 5.8 (Relating joint stopping times and joint return times). –Let λ, λ′ be absolutely
continuous probability measures on{∆ω} with densitiesϕ, ϕ′ in F+

β ∩LKω
∞ . Then there isCϕ,ϕ′ ,

depending only on the Lipschitz constants ofϕ, ϕ′, so that for almost allω, all i, eachΓ ∈ Ξ̂i,
and alln

(λ× λ′)ω

(
{Ti+1,ω − Ti,ω > n | Γ}

)
� Cϕ,ϕ′(m×m)

(
{TσTiω > n}

)
.

PROPOSITION 5.9 (Matching). –If (F,∆) satisfies(A.I)–(A.VI) ( in particular, all conditions
in (A.V)) , then there existC̃2(ε) < C̃1(ε), Ω6 of full measure, and a random variable

n6 :Ω6 → Z+ with P ({n6(ω) > n}) � Ce−(n1/16/C̃2(ε)), such that, for each pairλ, λ′ of
absolutely continuousprobability measures on{∆ω} with densitiesϕ and ϕ′ in F+

β ∩ LKω
∞

there isCλ,λ′ (ε), depending only on the Lipschitz constants ofϕ, ϕ′, so that for eachω ∈ Ω6

andn � n6(ω), ∣∣(Fn
ω

)
∗(λω)−

(
Fn

ω

)
∗(λ

′
ω)
∣∣� Cλ,λ′(ε)e−(n1/16/C̃1(ε)).

Sketch of proof ofProposition 5.9. –The proof follows that of Proposition 5.6, using
Proposition 5.7 and Lemma 5.8. We just sketch hown6(ω) is constructed.

Let 0 < s < 1/8 and letn5(ω), ρ̂ be as in the proof of Proposition 5.6. The random variable
n6(ω) is characterized by the following property: Forn � n6(ω) andi � ns

i−1∑
j=0

(
n5

(
σTj,ω ω

))1/8 � ρ̂n1/8,

for the “good” atoms of the partitionΞ̂ω
i ; additionally the mass of the “bad” atoms of the

partition Ξ̂ω
i is less thane−(n1/8−s/C). As in the proof of Proposition 5.6, the optimal choice

is for s = 1/8− s, i.e.,s = 1/16. �
5.4. Future random correlations

Our key lemma is now a corollary of Proposition 5.9:

COROLLARY 5.10 (“Future” correlations). –Assume(F,∆) satisfies(A.I)–(A.VI) ( in partic-
ular, all conditions in(A.V)) and letKω be as in Theorem3.2. There areC(ε), v > 1, and
Ω7 ⊂ Ω6 of full measure, and for eachω ∈ Ω7 there isC(ω) with

P
(
{C(ω) > �}

)
� C(ε)

�v
,

so that for eachϕ ∈ LKω
∞ , ψ ∈ FKω

β , and alln
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ω ·ψω dm−

∫
ϕσnω dµσnω

∫
ψω dm

∣∣∣∣
� C(ω)C(ε)‖ϕ‖L∞ ‖ψ‖Fe−(n1/16/C(ε)).

Proof of Corollary 5.10. –We start by showing that for allϕ ∈ LKω
∞ , ψ ∈ FKω

β , and alln, there
areC(ω) (as in the statement) andCϕ,ψ(ε) > 0 such that∣∣∣∣∫ ϕσnω ◦Fn

ω ·ψω dm−
∫

ϕσnω dµσnω

∫
ψω dm

∣∣∣∣� C(ω)Cϕ,ψ(ε)e−(n1/16/C(ε)).(5.8)

Assume first thatψ ∈ F+
β ∩ LKω

∞ . Proposition 5.9 applied toλω =
(∫

ψω dm
)−1

ψωm andµω

gives that forn � n6(ω),∣∣∣∣ ∫ ϕσnω ◦ Fn
ω ·ψω dm−

∫
ϕσnω dµσnω

∫
ψω dm

∣∣∣∣
=
∫

ψω dm

∣∣∣∣∫ ϕσnω d
[(

Fn
ω

)
∗(λω)−

(
Fn

ω

)
∗(µω)

]∣∣∣∣
� Cλ,µ(ε) ·

∫
ψω dm · sup |ϕσnω|e−(n1/16/C̃1)

� Cλ,µ(ε)Cψm(∆ω)Kω C′
ϕKσnωe−(n1/16/C̃1).

Now, definen7(ω) = inf{k � n6(ω) | Kσkω � k}. By (3.8) and the bounds onn6 from

Proposition 5.9, we getP ({n7(ω) > k}) � e−(k1/16/C̃2). We find forn > n7(ω),∣∣∣∣∫ ϕσnω ◦Fn
ω ·ψω dm−

∫
ϕσnωdµσnω

∫
ψω dm

∣∣∣∣� Cϕ,ψ(ε)Kωne−(n1/16/C̃1).

If n � n7(ω),∣∣∣∣∫ ϕσnω ◦ Fn
ω ·ψω dm−

∫
ϕσnω dµσnω

∫
ψω dm

∣∣∣∣� Cϕ,ψ(ε) ·C(ω)e−(n1/16/C̃1),

setting

C(ω) := e(n6(ω)1/16/C̃1) · Kω · max
n�n7(ω)

Kσnω.

This gives (5.8) ifψ belongs toF+
β ∩ LKω

∞ . For nonnegative real-valuedψ ∈ FKω

β , remark that

ψ̃ω = ψω + (Cψ + 1)Kω belongs toF+
β ∩LKω

∞ and apply the above estimate tõψ. General real-
valued functions are decomposed into positive and negative parts. Complex-valued functions are
decomposed into real and imaginary parts.

Next, we prove thatC(ω) has the announced behaviour. Fix0 < u < 1 such that
C̃1(ε)(1− u)/C̃2(ε) > 1, and use (3.8) and Proposition 5.9 again

P
(
{C(ω) > �}

)
� P

({
sup

n�n7(ω)

Kσnω > �u/2
})

+ P
({

en6(ω)1/16/C̃1 > �1−u
})

+ P
({

Kω > �u/2
})

� P ({n(ω) > �}) +
�∑

n=1

P
({

Kσnω > �u/2
})

+ P
({

n6(ω) > [(1− u)C̃1 log �]16
})
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+ P
({

Kω > �u/2
})

� e−(�1/16/C̃2) + �e−(�u/8/C(ε)) + e−[(log �)C̃1(1−u)/C̃2] + e−�u/8/C(ε).

This proves the claim on the random variableC(ω), takingv = C̃1(1− u)/C̃2 > 1.
To conclude, it remains to show thatCϕψ(ε) � C(ε)‖ϕ‖L∞‖ψ‖F . We adapt to our random

setting an argument of Collet [16] based on the uniform boundednessprinciple. Fixψ ∈ FKω

β

and define

pψ
n,ω(ϕ) =

e(n1/16/C̃1)

C(ω)

∣∣∣∣∫ ϕσnω ◦ Fn
ω ·ψω dm−

∫
ϕσnω dµσnω

∫
ψω dm

∣∣∣∣.
It follows from (5.8) thatsupn,ω∈Ω7

pψ
n,ω(ϕ) < ∞ for all ϕ ∈ LKω

∞ . The uniform boundedness
principle gives a constantDψ(ε) such that

sup
n,ω∈Ω7,‖ϕ‖L∞�1

pψ
n,ω(ϕ) � Dψ(ε).(5.9)

Forn ∈ Z+, ω ∈Ω7 andϕ ∈ LKω
∞ with ‖ϕ‖L∞ � 1, set

qn,ω,ϕ(ψ) =
e(n1/16/C̃1)

C(ω)

∣∣∣∣∫ ϕσnω ◦Fn
ω ·ψω dm−

∫
ϕσnω dµσnω

∫
ψω dm

∣∣∣∣.
It follows from (5.9) that for anyψ ∈ FKω

β ,

sup
n,ω∈Ω7,‖ϕ‖L∞�1

qn,ω,ϕ(ψ) � Dψ(ε).

Using once more the uniform boundedness principle, we conclude that there existsC(ε) so that

sup
n,ω∈Ω7,‖ϕ‖L∞�1,‖ψ‖F�1

qn,ω,ϕ(ψ) � C(ε).

This ends the proof of Corollary 5.10.�

6. Random coupling argument, “past” correlations

Assume(F,∆) satisfies (A.I)–(A.VI) (for Lemmas 6.1 and 6.2 we shall not require (3.2) from
(A.V)). The estimates for the “past” correlations are obtained by recycling the arguments of
Section 5:

LEMMA 6.1 (Lower bound forP ({Tω = τi})). – Let λ, λ′ be absolutely continuous proba-
bility measures on{∆ω}, with densitiesϕ, ϕ′ in F+

β . For eachi, if Γ ∈ Ξ̃σ−nω
i is such that

(Tσ−nω)|Γ > τi−1, then, associatingV τi−τi−1

στi−1−nω
to Γ as usual,

(λ× λ′)({Tσ−nω > τi} | Γ}) � 1− V
τi−τi−1

στi−1−nω
/Cλ,λ′(ε),

whereCλ,λ′ (ε) > 1 depends only on the Lipschitz constant ofϕ, ϕ′. This dependence may be
removed if we consideri � i0(λ,λ′).
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LEMMA 6.2 (Relating stopping times and return times). –Let λ, λ′ be absolutely continuous
probability measures on{∆ω}, with densitiesϕ, ϕ′ in F+

β . For eachΓ ∈ Ξ̃σ−nω
i , we have for

all �

(λ× λ′)σ−nω

(
{τi+1 − τi > �0 + �} | Γ

)
� Cλ,λ′(ε)m

(
{Rστi+�0−nω > �}

)
·m(∆στi+�0−nω),

whereCλ,λ′(ε) depends on the Lipschitz constants ofϕ, ϕ′. This dependence may be removed if
we consideri � i0(λ,λ′).

PROPOSITION 6.3 (Joint return time asymptotics). –For every pair λ, λ′ of absolutely
continuous probability measures on{∆ω} having densitiesϕ, ϕ′ in F+

β ∩LKω
∞ there isCλ,λ′(ε)

so that for eachω ∈Ω5 and alln > n5(ω)

(λ× λ′)σ−nω

(
{Tσ−nω > �}

)
� Cλ,λ′ (ε) e−(�1/8/C(ε)).

Moreover,Cλ,λ′ (ε) depends onλ andλ′ only through the Lipschitz constants ofϕ, ϕ′.

Proof of Proposition 6.3. –This is just Proposition 5.6 written forσ−nω. �
PROPOSITION 6.4 (Matching). –There existC̃2(ε) < C1(ε), a subsetΩ8 ⊂ Ω5 of full

measure and a random variablen8 :Ω8 → Z+ with P ({n8(ω) > n}) � Ce−(n1/16/C̃2(ε)) such
that for each pairλ, λ′ of absolutely continuousprobability measures on{∆ω} with densities
ϕ, ϕ′ in F+

β ∩ LKω
∞ , there existsCλ,λ′(ε), depending onλ and λ′ only through the Lipschitz

constants ofϕ, ϕ′, such that, for eachω ∈Ω8 and alln � n8(ω),∣∣(Fn
σ−nω

)
∗(λ)−

(
Fn

σ−nω

)
∗(λ

′)
∣∣� Cλ,λ′ (ε)e−(n1/16/C1(ε)).

Proof of Proposition 6.4. –The proof is along the lines of that of Proposition 5.9, we
just discuss the random variablen8. Let the sequence of successive joint entrance times
T1,ω, . . . , Tk,ω, . . . , in ∆ω,0 × ∆ω,0 be as in Section 5. For fixedi � n, let Ξ̂σ−nω

i be the largest
partition of∆ω,0×∆ω,0 on which theT1,σ−n , . . . , Ti,σ−nω are constant. Letn5(ω) be as defined
by Proposition 5.6. The random variablen8(ω), defined onΩ8, is such that, on the one hand, for
i � nt (where0 < t < 1/8 will be fixed later on) and alln � n8(ω)

i−1∑
j=0

(
n5

(
σ−n+Tj,σ−nωω

))1/8 � ρ̂n1/8

for the “good” atoms of the partition̂Ξσ−nω
i , and, on the other hand, the mass of the “bad” atoms

of the partitionΞ̂σ−nω
i is less thane−n1/8−t/C . Chooset = 1/8 − t = 1/16 to get the optimal

rate. �
COROLLARY 6.5 (“Past” correlations). –Let Kω be given by Theorem3.2. There areC(ε),

v > 1, Ω9 ⊂ Ω8 of full measure and a random variableC(ω) onΩ9 satisfying

P
(
{C(ω) > �}

)
� C/�v,

and such that for eachϕ ∈LKω
∞ , ψ ∈FKω

β and alln∣∣∣∣∫ ϕω ◦Fn
σ−nω ·ψσ−nω dm−

∫
ϕω dµω

∫
ψσ−nω dm

∣∣∣∣
� C(ω)C(ε)‖ϕ‖L∞‖ψ‖F e−(n1/16/C(ε)).
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Proof of Corollary 6.5. –As in the proof of Corollary 5.10, we show that∣∣∣∣∫ ϕω ◦Fn
σ−nω ·ψσ−nω dm−

∫
ϕω dµω

∫
ψσ−nω dm

∣∣∣∣
� C(ω)Cϕ,ψ(ε)e−(n1/16/C(ε))(6.1)

and deduce the result from the uniform boundedness principle.
Let ψ ∈ F+

β ∩ LKω
∞ . Proposition 6.4 applied toµω andλω = (

∫
ψω dm)−1ψωm implies that

for n � n8(ω), ∣∣∣∣∫ ϕω ◦ Fn
σ−nω · ψσ−nω dm−

∫
ϕω dµω

∫
ψσ−nω dm

∣∣∣∣
� Cλ,µ(ε) ·

∫
ψσ−nω dm · sup |ϕω | e−(n1/16/C̃1)

� Cλ,µ(ε)Cψm(∆σ−nω)Kσ−nωC′
ϕKω e−(n1/16/C1(ε)).

Now, definen9(ω) = inf{k � n8(ω) | Kσ−kω � k}. The properties ofKω (see (3.8)) andn8(ω)
giveP ({n9(ω) > k}) � e−(k1/16/C̃2).

ReplacingC1 by a slightly larger positive number ine−(n1/16/C1), we find for alln ∈ Z+∣∣∣∣ ∫ ϕω ◦Fn
σ−nω ·ψσ−nω dm−

∫
ϕω dµω

∫
ψσ−nω dm

∣∣∣∣� Cϕ,ψ(ε)C(ω)e−(n1/16/C(ε)),

where

C(ω) := max
(
Kω, max

n�n9(ω)
e(n8(ω)1/16/C1)

×
∣∣∣∣∫ ϕω ◦ Fn

σ−nω ·ψσ−nω dm−
∫

ϕω dµω

∫
ψσ−nω dm

∣∣∣∣).

The claim on the distribution ofC(ω) is proved as in Corollary 5.10. This gives (6.1) for
ψ ∈ F+

β ∩ LKω
∞ . For real-valued nonnegativeψ ∈ FKω

β , remark thatψ̃ω = ψω + (Cψ + 1)Kω

belongs toF+
β ∩ LKω

∞ and apply the above estimate tõψ. Complex-valued functions are
decomposed as in Corollary 5.10.�

Part II. Random towers for random unimodal maps

7. Fubini and partitions via random hyperbolic times

From now on, we consider the concrete setting of (H1)–(H4). Our aim in Sections 7 and 8 is
to construct a countable partition of a suitable subintervalΛ ⊂ I, with return times in order to
build a tower satisfying Axioms (A.I)–(A.VI).

7.1. Preliminary estimates

In Lemmas 7.1 and 7.3, we extend to our situation (using techniques of Benedicks and Young
[8] basic estimates from Viana [24, Lemmas 2.4 and 2.5] and Alves [1, Lemma 2.1] proved there
under a Misiurewicz assumption). Most of the ideas used go back to [6,7]. (We do not require
the topological mixing assumption (H4) at this stage.)

By (H1), we may chooseK > max(1, (log sup |f ′|)/(logλ)) with λK < 8.
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LEMMA 7.1 (Starting in(−
√

ε,
√

ε)). – Assume(H1), (H2), and(H3). For

2α

logλ
< η <

1
4
,

there are a constantC > 1 and for each small enoughε > 0 an integerN(ε) with

−C +
log(1/ε)

(K + 1) logλ
� N(ε) � C +

2 log(1/ε)
logλ

such that for allω ∈ Ω and eachx with |x| < 2
√

ε{
|(fN(ε)

ω )′(x)| � |x|ε−1+η,

|f j
ω(x)| >

√
ε, ∀j = 1, . . . ,N(ε).

In the proof of Lemma 7.4 below, it will be useful to takeη = log τ/(4 log 32) for τ > λ1/5

from Lemma 7.3. This is the reason for the condition onα in (H1). The lower bound
N(ε) � log(1/ε)/ log32 (sinceλK+1 < 8× 4) is also convenient in the proof of Lemma 7.4.

To prove Lemma 7.1, we shall use the following result adapted from Lemma 4.4 in [8], which
will also help to get the “large image” property in Lemma 7.10:

SUBLEMMA 7.2 (Random bound period). –Assume(H1), (H2), (H3) and let 2α
log λ < η < 1/4.

For k such thate−k < δ, let Jk,ε be the interval

Jk,ε =
[
−ε + min

(
f
(
e−k

)
, f
(
−e−k

))
, f(0) + ε

]
,

and letp = p(k, ε) be the largest integerp such that∣∣∣∣ ⋃
ω∈Ω

f j
σω(Jk,ε)

∣∣∣∣< λ−ηj , ∀j ∈ [0, p].(7.1)

Then there isC > 1, independent ofδ, such that for all small enoughε:
(1) For all ω ∈ Ω, all y ∈ Jk,ε and each0 � j � p(k, ε)

1
C

� |(f j
σω)′(y)|

|(f j)′(f(0))| � C.

(2)

−C +
min(2k, log(1/ε))

(K + 1) logλ
� p(k, ε) � C +

min(2k, log(1/ε))
logλ

.

(3) For all ω ∈ Ω and all y ∈ Jk,ε

∣∣(fp(k,ε)
σω

)′
(y)

∣∣ � 1
C

max
(
e(2−2η)k, ε−1+η

)
.

Proof of Sublemma 7.2. –This is an adaptation of the usual “bound period estimates” of [6,7].
The starting point is the claim that there isC > 1, independent ofε andδ, and such that for every
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y, ỹ ∈ Jk,ε, all ω, ω̃ ∈Ω, and all1 � j � p(k, ε) + 1∣∣f j
σω(y)− f j

σω̃(ỹ)
∣∣� C

∣∣(f j−1
)′(

f(0)
)∣∣ ·max

(
e−2k, ε

)
.(7.2)

To check (7.2), we first verify inductively that∣∣f j
σω(y)− f j

σω̃(ỹ)
∣∣ �

[
dj

(
· · · (d2(d1 + 1) · · ·

)
+ 1

]
C max

(
e−2k, ε

)
=: [mj ]C max

(
e−2k, ε

)
,

wheredi = |f ′
σiω(xi)| = |f ′(xi)| for somexi ∈ [f i−1

σω (y), f i−1
σω̃ (ỹ)].

Then, to estimatemj , we letd̂i = |f ′(f i(0))|, and we note that since|f i(0)− xi| < λ−iη for
1 � i � p + 1, by definition ofp, and|d̂i| � e−αi/C by (H1)(ii), standard arguments involving
(H2) and usinge−jη logλ < e−2αj (see [8, Lemma 1.3]) give that there isC > 1 with

C−1 �
∏j

i=1 di∏j
i=1 d̂i

� C, ∀1 � j � p(k, ε) + 1.(7.3)

In fact, the proof of (7.3) also gives assertion (1) of the sublemma. (Note that the proof of
[8, Lemma 1.3] may require taking a smaller value ofδ in (H2), in order to guarantee that
|f j(0)| > δ for j � M0, whereM0 is a large integer, making use of (H1)(ii).) Now, by definition
and (H1)(i)

mj = dj−1mj−1 + 1 � dj−1mj−1

(
1 + Cλ−j

)
,

so that

mj �
(

j−1∏
i=1

dj

)
j−1∏
i=1

(
1 + Cλ−i

)
, showing our claim (7.2).

We may now prove assertions (2) and (3) of the sublemma. Assumption (H1)(i), together with
(1), that we already proved, and the fact that|Jk,ε|� max(e−2k, ε)/C, yield

max(e−2k, ε)λp−1

C
� 1,

so that

p(k, ε) � 1 + log
(
C min

(
e2k, ε−1

)) 1
logλ

,(7.4)

showing the upper bound in (2). For the lower bound, use|Jk,ε|� C max(e−2k, ε), the definition
of p(k, ε) andλKλη < λK+1.

For (3), letting1 � j � p(k, ε) + 1 it follows from (7.2) that fory, ỹ ∈ Jk,ε and arbitrary
ω, ω̃ ∈Ω, ∣∣f j

σω(y)− f j
σω̃(ỹ)

∣∣� C
∣∣(f j

)′(
f(0)

)∣∣max
(
e−2k, ε

)
� C2

∣∣(f j
σω

)′
(y)

∣∣max
(
e−2k, ε

)
.

Thus, the definition ofp(k, ε) gives

C2
∣∣(fp(k,ε)+1

σω

)′(y)
∣∣ ·max

(
e−2k, ε

)
� λ−η(p(k,ε)+1).

Finally (7.4) implies

λ−η(p(k,ε)+1) � e−(η logλ)[C+log(min(e2k,ε−1))] log λ � max(e−2ηk, εη)
C

,

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE



106 V. BALADI, M. BENEDICKS AND V. MAUME-DESCHAMPS

and we conclude that∣∣(fp(k,ε)
σω

)′(y)
∣∣ � 1

C
max

(
e(1−η)2k, ε−1+η

)
. �

Proof of Lemma 7.1. –This will easily follow from Sublemma 7.2, takingk = k(ε) ∈ Z+

maximal so that
√

ε < e−k. Indeed, for any|x| < 2
√

ε, writing y = fω(x) ∈ Jk,ε, and setting
N(ε) = p(k(ε), ε) + 1 we get from (3), that for eachω∣∣(fN(ε)

ω

)′(x)
∣∣ =

∣∣(fp(k(ε))
σω

)′(y)
∣∣|f ′

ω(x)| � C|x|ε−1+η,(7.5)

for some constantC, independent ofε, δ, ω, and which may be removed by working with a
slightly smallerη in Sublemma 7.2 and taking small enoughε.

To check the second assertion, we decompose for each1 � j � N(ε)∣∣f j
ω(x)

∣∣ �
∣∣f j(0)

∣∣− ∣∣f j(0)− f j
ω(x)

∣∣.
Now, there are two cases. Eitherj � log(1/ε)/(4K logλ), and then by using (H1)(ii) and
Sublemma 7.2(2) (recall (7.2))∣∣f j(0)

∣∣− ∣∣f j(0)− f j
ω(x)

∣∣ � e−αN(ε) −Cε
∣∣(f j

)′(
f(0)

)∣∣� εη −Cε3/4 >
√

ε,

sinceη < 1/4, if ε > 0 is small enough. The other possibility isj > log(1/ε)/(4K logλ), but
then, using (H1)(ii) and the definition ofp(k(ε)), we get for small enoughε∣∣f j(0)

∣∣− ∣∣f j(0)− f j
ω(x)

∣∣ � e−αj − e−2αj � εη
(
1− εα/(4K log λ)

)
>
√

ε. �
We now divert to verify the statement about varyingδ in (H2)(i), (ii).

Remark. – If there is δ = δ1 so that (H1) holds withλ1 satisfying λ1 > e20α and (H2)
holds for a fixedδ = δ1 andλ = λ1 then for all δ = δ2 < δ1 (H1) and (H2)(i), (ii) hold with

λ = λ2 = λ
1
2−4α
1 .

Sketch of proof. –Take a pointx /∈ (−δ2, δ2). If x, fx, . . . , fM−1x /∈ (−δ1, δ1) there is nothing
to prove. Suppose thatk < M − 1 is the first index so thatfk(x) ∈ (−δ2, δ2) \ (−δ1, δ1). Then
by (H2)(ii) for δ = δ2, |(f j)′(x)| � λk

1 . With y = fk(x) and the bound periodp = p(y) defined

in the usual way it is easy to verify that|(fp+1)′(y)| � λ
( 1
2−4α)(p+1)

1 . We conclude that with

λ2 = λ
1
2−4α
1 , ∣∣(fk+p+1

)′(x)
∣∣ � λk+p+1

2 .

Moreover with an argument similar to that in the proof of the second assertion in Lemma 7.1,
fk+j(x) will never hit (−δ2, δ2) for j � p. We conclude that (H2)(i) holds with
M = M(δ2) = M(δ1) + p(δ2).

The proof of (H2)(ii) uses the same type of arguments. Each bound period of lengthpi

following a returnyi to (−δ1, δ1) \ (−δ2, δ2) gives a derivative contribution∣∣(fpi+1
)′(yi)

∣∣� λpi+1
2 .

The derivative during the “free” period following each bound period of this type lasting until the
next return to(−δ1, δ1) (and eventually to(−δ2, δ2)) is estimated using (H2)(ii) withδ = δ1. �
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LEMMA 7.3 (“Outside” lemma). –Let f satisfy (H1), (H2), and (H3) and assume
2α/ logλ < η < 1/10. There areC > 1 and τ > λ1/5 > 1 such that for allε > 0, all ω ∈ Ω,
x∈ I, andk ∈ Z+∣∣f j

ω(x)
∣∣ �

√
ε/2, ∀j = 0, . . . , k − 1 ⇒

∣∣(fk
ω

)′(x)
∣∣ �

√
ετk

C
.(7.6)

There is0 < δ1 < δ (independent ofε, ω) such that

∣∣f j
ω(x)

∣∣ �
√

ε/2, ∀j = 0, . . . , k − 1 and
∣∣fk

ω(x)
∣∣ < δ1 ⇒

∣∣(fk
ω

)′(x)
∣∣ � τk

C
.(7.7)

Proof of Lemma 7.3. –We claim that it suffices to see that there are0 < δ1 � δ andτ̃ > λ1/5

such that if
√

ε/2 < |x| < δ1 then there is̃p(x) � C log(1/ε) with

∣∣f j
ω(x)

∣∣ > δ1, ∀0 � j � p̃− 1 and
p̃−1∏
j=0

∣∣f ′
σjω

(
f j

ω(x)
)∣∣� τ̃ p̃, ∀ω ∈Ω.(7.8)

Indeed, (H2)(i) and (ii) imply by a continuity argument that for small enoughε (and up to slightly
reducingλ) for eachω andy if y, fω(y), . . . , fn−1

ω (y) /∈ (−δ, δ) then∣∣(fn
ω

)′(y)
∣∣� λn/C.

If, additionally,fn
ω (y) ∈ (−δ, δ) then|(fn

ω )′(y)| � λn. Using this fact and (7.8) (which plays the
role of Lemma 2.4(b) in [24]), Lemma 7.3 may be proved as Lemma 2.5 in [24] using ideas
going back to [6,7].

But now, (7.8) may be obtained for anyτ < λξ if 2ξ < 1/2−η, by the arguments used to show
Sublemma 7.2(3), takingk = k(ε) maximal so that

√
ε < e−k and consideringy ∈ Jk(ε),ε \ Ĵε

with Ĵε = [−ε + f(
√

ε/2), f(0) + ε] (see [8, Lemma 4.4(ii)]). �
7.2. Estimating bad sets

We now prepare the construction of the randomdynamical partitions of the interval, in view
of checking the tower axioms of Section 3. We start with the exponential partitionQ of I
(modulo zero measure sets) into intervals defined forr ∈ Z by Ir = (

√
εe−r,

√
εe−(r−1)), r � 1,

Ir = −I−r , r � −1, I+
0 = (

√
ε,
√

εe), I−0 = −I+
0 , I+ = (

√
εe,1), I− = −I+. For |r| � 1 we

write I+
r = Ir ∪ Ir+1 ∪ Ir−1. Form � 1, we also introduce the functionsrm :Ω× I → Z+, by

settingrm(ω,x) = |r| if fm
ω (x) ∈ Ir and0 otherwise, and sets

Gm(ω,x) = Gε
m(ω,x) =

{
0 � j � m | rj(ω,x) � max

(
1,

(
1
2
− 2η

)
log

1
ε

)}
.(7.9)

Recall that (2α/ logλ) < η < 1/10 appeared in Lemmas 7.1 and 7.3. In view of the
proof of Lemma 7.4, we takeη = log τ/(4 log32) for τ > λ1/5 from Lemma 7.3 (since
5 · 8 · log(32) < 200, assumption (H1) guarantees that we may do this).

The reader is invited to check (see [24, § 2.4], and also [1, § 2]) that for suitably smallc > 0,
largeC > 1, smallε > 0, Lemma 7.1 and the definition ofGn(ω,x) imply that for each large
enoughn�C log(1/ε) and all(ω,x) for which∑

j∈Gε
n(ω,x)

rj(ω,x) � cn,(7.10)
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we have|(fn
ω )′(x)| > en/C . Hint: The key step is the first of the following bounds, recorded here

for future use,{
|(fn

ω )′(x)| � exp
(
4cn−

∑
j∈Gn(ω,x) rj(ω,x)− 2 log 1

ε

)
,

|fn
ω (x)| <

√
ε ⇒ |(fn

ω )′(x)| � exp
(
4cn−

∑
j∈Gn(ω,x) rj(ω,x)−C

)
.

(7.11)

Our next aim is to show that for allx the set ofω such that (7.10) is violated has small measure.
The i.i.d. setting together with the assumption onνε give:

LEMMA 7.4 (Estimates on badω-sets). –Let c be as in (7.10). There areC(ε) > 1,
γ(ε) > 1/(C log(1/ε)), and for each x ∈ I and all n � 1 sets En(x) ⊂ Ω with
P (En(x)) � C(ε)e−γ(ε)n, such that ifω /∈En(x) then∑

j∈Gε
n(ω,x)

j �=0

rj(ω,x) � cn

2
.

Proof of Lemma 7.4. –The crucial point is the fact that there areC > 0 and 0 < β < 1
so that for small enoughε, there isM(ε) ∼ C log(1/ε), so that for each intervalIr with
|r| � (1/2− 2η) log(1/ε), and allx, ω

P
({

ω ∈ Ω | fM(ε)
ω (x) ∈ Ir

})
� Ce−4β|r|.(7.12)

(Note that an obvious upper bound is(C/ε)
√

εe−r if r > log(1/
√

ε), with C the constant from
(2.1). We need the better estimate (7.12) to deal with(1/2−2η) log(1/ε) � r � (1/2) log(1/ε).)
See Lemmas 2.3 and 2.6, and especially the bound on line 3 of p. 77 in [24] (note that this bound
is in fact a conditional probability) for deterministic analogues of (7.12), obtained using a notion
of admissible curves which we do not require.

Let us sketch how to adapt the proof of Lemma 2.6 in [24] to obtain (7.12). We start by
observing that (2.1) implies that there are constantsC1 > 1 andC2 > 1 so that for eachε > 0
there are subsetsH1 = H1(ε), H2 = H2(ε) of [−ε, ε], with νε(Hi) > 1/C1 for i = 1,2, and the
distanced(H1,H2) > ε/C2. This immediately implies that|fω(x) − fω̃(x)| > ε/C2 if ω0 ∈ H1

andω̃0 ∈ H2. (This is Lemma 2.7 in [24] withC1 = 16 andC2 = 100.) Then, takingM = M(ε)
to be the maximum integer so that32M(ε)ε � 1, we observe thatM(ε) is smaller than the
constantN(ε) from Lemma 7.1. Since our choice ofη andM implies

r +M(ε) log τ − 1
2

log
1
ε

� ηr,

for all r � (1/2− 2η) log(1/ε), we may just follow the proof of Lemma 2.6 in [24], making use
of (H1)(ii) in lieu of the finite postcritical assumption there (clearly,α < (log 32)/4), and of our
Lemma 7.3 in place of his Lemma 2.5. (The fact that “our”C2 depends on the constant in (2.1)
and that the bound on the distortion is not necessarily� 2 do not create difficulties if we replace
K = 400e2 in the analogue of Viana’sK andk(r) by an appropriate constant depending onf
andC2.)

Now, to deduce Lemma 7.4 from (7.12), we may simplify Viana’s large deviation argument
[24, Theorem A § 2.4]. In particular, our i.i.d. setting allows us to suppress the time-shift
“ l = m − M(ε)” (with l ∼ m ∼

√
n) in [24]. As a consequence, we get exponential bounds

(our rate depends onε) instead of the stretched exponential bound in [24].
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More precisely, we now sketch how (7.12) givesγ(ε) � C/ log(1/ε) andC > 1 so that for
each fixed small enoughε, all x ∈ I, and alln� log(1/ε)

P

({
ω
∣∣∣ ∑

0�=i∈Gn(ω,x)

ri(ω,x) � cn

2

})
� C log(1/ε)√

ε
e−γ(ε)n.

“Large deviations” here is just the remark that for anyβ > 0 (we shall takeβ as in (7.12)) and
all 0 � q � M(ε)− 1 (see Lemma 5.1 for a similar computation)

P

({
ω
∣∣∣ ∑

i∈Gn,q(ω,x)
i�=0

ri(ω,x) � cn

M(ε)

})
� e−

βcn
M(ε)

∫
{Gn,q(ω,x) �=∅}

e
β
∑

i∈Gn,q(ω,x)
ri dP (ω),

whereGn,q(ω,x) is the set of thosei ∈ Gn(ω,x), i 	= 0, for which i ≡ q moduloM(ε). Thus,
settingγ(ε) = cβ/M(ε), it suffices to show∫

Ω∩{Gn,q(ω,x) �=∅}

e
β
∑

i∈Gn,q(ω,x)
ri dP (ω) � 1,

for some β > 0 and all ε > 0, x, 0 � q < M(ε) − 1, and n � log(1/ε). In order to
obtain the above bound, we introduce some notation. For fixedε, n, q, and x, ω, let
t(x,ω) = tε,n,q(x,ω) be the cardinality ofGn,q(ω,x) = {i1 � i2 � · · · � it(x,ω)}, and set
r̂� = r�M+q if r�M+q � (1/2− 2η) log(1/ε) andr̂� = 0 otherwise.

Next, it is easy to deduce from (7.12) and independence that there isC > 0 so that for allε,
everyn � log(1/ε), each0 � q � M(ε)− 1, every1 � t � n, and any sequenceρi with either
ρi = 0 or ρi � (1/2− 2η) log(1/ε),

P
({

ω | tε,n,q(x,ω) = t and r̂� = ρ�

})
� Ce−ρt

√
ε

t−1∏
�=1

P
({

ω | fM(ε)

σ�M+q(ω)
(x) ∈ Iρ�

})
� Ct

√
ε
e−4β

∑
�
ρ� .

(We used the trivial fact(� + 1)M+ q = �M+ q +M.) Thus∫
Ω∩{Gn,q(ω,x) �=∅}

e
β
∑

i∈Gn,q(ω,x)
ri dP (ω) �

∑
ρ�

Cte−3β
∑

�
ρ� �

∑
t,R

ζ(t,R)Cte−3βR,

where ζ(t,R) is the number of integer solutions of the equation
∑t

�=1 ρ� = R satisfying
ρ� � (1/2− 2η) log(1/ε) for all �. SinceR/t � (1/2− 2η) log(1/ε), takingε > 0 small enough
ensures that (recall1 � t � R andR � (1/2− 2η) log(1/ε)� 1)∑

t,R

ζ(t,R)Cte−3βR �
∑
t,R

e−βR �
∑
R

Re−βR � 1. �

COROLLARY 7.5 (Bad(ω,x) sets). –Let c, C = C(ε) and γ(ε) be as in Lemma7.4. For
eachn � 1 there isEn ⊂ Ω× I with (P × Leb)(En) � Ce−γ(ε)n such that for all(ω,x) /∈ En

condition(7.10)holds.

Proof of Corollary 7.5. –Just write

En =
{
(ω,x) | ω ∈En(x)

}
∪
{
(ω,x) | r0(ω,x) � cn/2

}
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and use Fubini to apply Lemma 7.4:

(P × Leb)(En) �
∫
I

P
(
En(x)

)
dLeb+2

√
εe−cn/2. �

COROLLARY 7.6 (Badx sets). –LetC = C(ε) andγ(ε) be as in Lemma7.4. For ω ∈ Ω, and
m � 1, setEn(ω) = {x∈ I | (x,ω) ∈ En}. Then

P
({

ω ∈Ω | Leb
(
En(ω)

)
>
√

Ce−γ(ε)n
})

�
√

Ce−γ(ε)n.

Proof of Corollary 7.6. –This is Fubini again! Indeed, if

P
({

ω ∈ Ω | Leb
(
En(ω)

)
>
√

Ce−γn
})

>
√

Ce−γn

then(P ×Leb)(En) =
∫
Ω P (En(ω))dP (ω) would imply(P ×Leb)(En) >

√
Ce−γn

√
Ce−γn,

contradicting Corollary 7.5. �
LEMMA 7.7 (Parameter exclusion – Waiting times). –Let γ(ε) be as in Lemma7.4. There is

C = C(ε) > 1 and a full measure subsetΩ0 ⊂ Ω such that for eachω ∈ Ω0 there isn0(ω) such
that for all m � n0(ω)

Leb
(
Em(ω)

)
< Ce−

γ(ε)
2 m.

Additionally, there areC = C(ε) > 1 andυ(ε) > (C log(1/ε))−1 such that the random variable
n0(ω) satisfies for alln ∈ Z+

P
(
{ω ∈ Ω | n0(ω) � n}

)
� Ce−υ(ε)n.(7.13)

The lower boundn0(ω) is called awaiting time.It will have to be modified before we reach
the final waiting time functionn3(ω) which will play a role in the recurrence asymptotics of our
random towers (see (A.V) in Section 3.2).

Proof of Lemma 7.7. –UsingC = C(ε) from Corollary 7.6, define for eachn a “bad set”

Bn =
{
ω ∈ Ω | ∃m � n,Leb

(
Em(ω)

)
>
√

Ce−γm
}
.

Corollary 7.6 says thatP (Bn) �
∑∞

k=n C(ε)e−γ(ε)k/2. Thereforelimn→∞ P (Bn) = 0. Setting
Ω0 =

⋃
n(Ω \Bn), and for eachω ∈ Ω0,

n0(ω) = inf{n ∈ Z+ | ω /∈Bn},

we easily get (7.13). �
DEFINITION (Random hyperbolic(return) times). – Fix c′ > c. We say thatm is ahyperbolic

timefor (ω,x) if for each0 � k � m− 1 we have∑
i∈Gε

m(ω,x), k�i�m−1

ri(ω,x) � c′(m− k).

(This condition depends onε throughGε
m.) We say thatm is ahyperbolic return timefor (ω,x),

or ahyperbolic returnif m is a hyperbolic time and, additionally,rm(ω,x) � 1.
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Forω ∈ Ω, a fixedp0(ε) (the choice ofp0 occurs later in Lemmas 7.9 and 9.1), and allm we
define

Hm(ω) =
{
x∈ I | m is the first hyperbolic time� p0 for (ω,x)

}
,

H∗
m(ω) =

{
x∈ I | m is the first hyperbolic return� p0 for (ω,x)

}
.

Finally, we setE∗
m(ω) = I \

⋃m
k=p0

H∗
k (ω).

LEMMA 7.8 (Hyperbolic return estimates). –Let 0 < υ(ε) � γ(ε)/2 be as in Lemma7.7.
There are0 < ζ(ε) < υ(ε) andC(ε) > 1, such that for allω ∈ Ω0 and all m � n0(ω) + C(ε)
we haveLeb(E∗

m(ω)) � e−ζ(ε)m.

Proof of Lemma 7.8. –Applying Pliss’ Lemma as in [1, Proposition 2.6], we find

I \Em(ω)⊂
m⋃

k=p0

Hk(ω), ∀m � p0.

Next, we shall show that there isC > 1 so that the proportion of pointsx in the complement of
Em(ω) such that|fm+j

ω (x)| <
√

ε for some0 � j � m ·C log(1/ε) is larger than1−(1−
√

ε)m.
Of course,m+j is then not only a return but also a hyperbolic return (use Lemma 7.3) for(x,ω),
so that we get

Leb

(
m/(C log(1/ε))⋃

k=p0

Hk(ω) \
(

m⋃
k=p0

H∗
k (ω)∩

m/(C log(1/ε))⋃
k=p0

Hk(ω)

))
� (1−

√
ε)m.

Therefore

Leb
(
E∗

m(ω) \Em/(C log(1/ε))(ω)
)
� (1−

√
ε)m,

showing Lemma 7.8 (by Lemma 7.7).
It remains to show the assertion on the proportion of good points. Letx /∈ Em(ω) and

set y = fm
ω (x). If |y| >

√
ε then Jε = [y −

√
ε/2, y +

√
ε/2] ∩ fm

ω (I \ Em(ω)) does not
intersect(−√

ε/2,
√

ε/2). Lemma 7.3 givesτ > 1 andC > 1 so that if |f j
σmω(z)| > √

ε/2 for
0 � j � k − 1 then|(fk

σmω)′(z)|> √
ετk/C. If (1− ε)τ > 1, there isC so that

C
√

ε
√

ε((1−
√

ε)τ)k > 2 = |I| for k � C log(1/ε).

The distortionsup |(f j)′(z)/(f j)′(w)|, for 0 � j � k is bounded by a constant independent of
ε onJε (use Lemma 7.3 again). Hence, the proportion of points ofJε which have never entered
into (−√

ε,
√

ε) by the timeC log(1/ε) is smaller than1 −√
ε. We may iterate this procedure

m times. Pointsy ∈ fm
ω (I \Em(ω)) not in Jε are dealt with by a similar argument.�

7.3. The random partitions

The first step is to obtain for fixedω ∈Ω, and eachm � p0 a mod-0 partition ofI into intervals

I =
m⋃

k=p0

⋃
J∈Rk(ω)

J ∪
⋃

L∈Sm(ω)

L.

The families of intervalsRk = Rk(ω) andSm(ω) are constructed inductively, simplifying the
strategy in [1, §3] (in particular the distinction betweenRk andR∗

k does not exist here). We first
list their key properties, valid forp0 � k � m (recall the definitions given before Lemma 7.4):
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(P.I) H∗
k (ω) ⊂

⋃
J∈Rk(ω) J andJ ∩ H∗

k(ω) 	= ∅ for eachJ ∈ Rk. (In particular, ifω ∈ Ω0

then Lemma 7.8 implies thatLeb(Sm(ω)) � Ce−ζ(ε)m, if n � n0(ω). As a consequence,⋃∞
k=p0

⋃
J⊂Rk(ω) J is a partition ofI modulo zero measure sets.)

(P.II) For eachJ ∈Rk(ω) and0 � j � k − 1, there isIrj ∈Q such thatf j
ω(J) ⊂ I+

rj
.

(P.III) For eachJ ∈Rk(ω), there exist0 � j � k − 1 andIrj with f j
ω(J) ⊃ Irj .

(P.IV) For eachJ ∈ Sm(ω), either J ∈ Q or J is subordinateto someJ∗ ∈ R� for some
� � m. (By definition,J is subordinate toJ∗ ∈R� if J andJ∗ have a common endpoint
and there are0 � j � � − 1 and rj � 1 with f j

ω(J) ⊃ Irj+1 or f j(J) ⊃ Irj−1 where
Irj ⊂ f j

ω(J∗).)

Construction of the initial partition
First step: We first constructRp0 andSp0 , by using an auxiliary sequence of families

of intervalsJ� for 1 � � � p0. For this, start with the family of intervalsJ1 = {Ir ∈ Q |
Ir ∩ H∗

p0
(ω) 	= ∅}. For eachJ1 ∈ J1, we considerfω(J1). If it does not contain any interval

of Q we put the intervalJ1 in J2. Otherwise, we subdivideJ1 into subintervals having as image
either exactly one element ofQ or one element ofQ and part of either of the elements ofQ
which intersect the boundary offω(J1), and we put intoJ2 those intervals in the decomposition
which contain an element ofH∗

p0
(ω). Then, for eachJ2 ∈ J2 we considerf2

ω(J2), putting it into
J3 if it contains no interval ofQ, and otherwise decomposingJ2 as in the first step and putting
into J3 those subintervals which intersectH∗

p0
(ω). We continue in this way until reaching the

iteratefp0−1
ω , obtaining a family of intervalsJp0 . We defineRp0 = Jp0 and set

Sp0 = (Q\J1)∪
{

connected components ofJ1 \
⋃

J∈Jp0

J | ∀J1 ∈J1

}
.

Properties (P.I–IV) are satisfied by construction forRp0 and Sp0 (we set R� = J� for
1 � � � p0 − 1 in the formulation of (P.IV)).

Inductive step: Assume thatRk, p0 � k � m, andSm have been defined and satisfy (P.I–
IV). We shall constructRm+1 andSm+1. For this, letJm ∈ Sm. By construction,Jm ⊂ Ir ∈Q.
If Jm ∩ H∗

m+1(ω) = ∅ we put this interval intoSm+1 (no subdivision has been made, so that
(P.IV) still holds). Otherwise, we observe that (P.IV) implies that there are0 � j � m and
Irj ∈ Q with f j

ω(Jm) ⊃ Irj (indeed, ifJm ∈Q we may just takej = 0 and otherwise we apply
the definition of “subordinate”). We take the smallest suchj and proceed as in the first step,
decomposingJm into subintervals having image either exactly one element ofQ or one element
of Q and part of one of the adjacent elements ofQ, putting intoSm+1 the connected components
of the complement of those intervals,J ′

m,i in the decomposition which contain a point in

H∗
m+1(ω), and continuing the procedure until we exhaust allj′ � m with f j′

ω (J ′
m,i) ⊃ Irj′ ,

defining thusRm+1 andSm+1. Properties (P.I–IV) hold by construction, and we are done.

DEFINITION (Uniform contraction and bounded distortion). – Letn, ω and an intervalJ ⊂ I
be such thatfn

ω is injective onJ . We say thatfn
ω |J enjoys uniform contraction along inverse

branches for0 < β < 1 andC > 1 if for everyx ∈ J and all0 � j � n− 1

n−1∏
i=j

∣∣f ′(f i
ω(x)

)∣∣� βj−n

C
.(7.14)
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We say thatφ = fn
ω |J enjoys bounded distortion forK > 1 if for all y ∈ fn

ω (J)∣∣∣∣ d
dy

(
1
φ′ ◦ φ−1

)
(y)

∣∣∣∣ · ∣∣φ′ ◦ φ−1(y)
∣∣� K.(7.15)

We list for further use the key property of the partition, adapted from [1].

LEMMA 7.9 (Intermediate size – Bounded distortion – Uniform contraction). –There are
C > 1, 0 < β < 1 and for eachε there arep0(ε) � 1 andC(ε) such that for allω, eachm � p0,
and everyJ ∈Rm(ω):

(1) fm
ω |J is injective,|fm

ω (J)| � ε1−2η/C, and|fm
ω (J)| intersects(−

√
ε,
√

ε).
(2) fm

ω |J enjoys uniform contraction along inverse branches forβ andC.
(3) fm

ω |J enjoys bounded distortion forC(ε).

Proof of Lemma 7.9. –Injectiveness is by construction. For the rest, we require in particular
the following consequence of (P.I)–(P.II): For eachx ∈ J ∈Rm(ω) there isz ∈ J ∩H∗

m(ω) with

ri(ω,x) � ri(ω, z) + 2, ∀0 � i � m− 1, and

ri(ω,xj) � ri(ω, zj) + 2, ∀0 � i � m− j − 1,

where we setxj = f j
ω(x), zj = f j

ω(z). Assertion (2) on the contraction of inverse branches is
then obtained from (7.11) (adapting the proof of Lemma 3.7 in [1]): It is not difficult to get
(see [1, Lemma 2.3], observing thatm − j is a hyperbolic return for(σjω, zj) becausem is a
hyperbolic return for(ω, z))

m−1∏
i=j

∣∣f ′(f i
ω(x)

)∣∣= m−j−1∏
i=0

∣∣f ′(f i
σjω(xj)

)∣∣
� exp

(
3c(m− j)−

∑
i∈Gm−j

ri(σjω, zj)−C

)
� exp

(
3c(m− j)− c′(m− j)−C

)
� exp

(
3c(m− j)/2−C

)
.(7.16)

The claim on the length of the image follows from enhancing thebounds of [1, Proposition
4.8] by making use of the hyperbolicreturns.Indeed, (P.III) implies that there is0 � j � m− 1
andIrj with Irj ⊂ f j

ω(J). Then, by the mean value theorem, there isx ∈ J with∣∣fm
ω (J)

∣∣ =
∣∣(fm−j

σjω

)′(
f j

ω(x)
)∣∣ · ∣∣f j

ω(J)
∣∣.

Next, applying (7.16), ∣∣(fm−j
σjω

)′(
f j

ω(x)
)∣∣� e2c(m−j)/C.

It remains to obtain a lower bound for|f j
ω(J)|. For this, it suffices to control|Irj |. By

construction, there isx ∈ J with rj(ω,x) = rj and there isy ∈ J ∩H∗
m(ω) with

rj = rj(ω,x) � rj(ω, y) + 2.

If j ∈ Gm(ω, y), sincem is a hyperbolic time for(ω, y) we haverj(ω, y) � c′(m− j), so that,
usingη < 1/4,

|Irj |�
√

ε
(
e−rj(ω,y)−2 − e−rj(ω,y)−3

)
�
√

ε
(
e−1 − e−2

)
e−c′(m−j) � ε1−2η

(
e−1 − e−2

)
e−c′(m−j).
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If j /∈Gm(ω, y) thenrj(ω, y) � (1
2 − 2η) log(1/ε) and

|Irj | �
e−2

2
ε1−2η.

Finally, the distortion control (3) withC(ε) ∼ ε−7/2 is obtained by a one-dimensional version
of the proof of Proposition 4.2 in [1],adapting the estimates for the termA2 there. (We leave the
details to the reader.)�

Let us define the basic subintervalsΛ± on which our random towers will be con-
structed. For this, we partition(−δ, δ) (δ as in (H2) and small enough) into

⋃
|k|�K0

Îk with

Îk = (e−k−1, e−k), Î−k =−Îk and then we subdividêIk =
⋃k2

�=1 Îk,� so that thêIk,� are disjoint
and |Îk,�| = k−2 | Îk|. (Note thatε does not intervene.) We setΛ± to be the rightmost and
leftmost intervals of this partition of(−δ, δ), i.e.,

Λ+ = ÎK0,K2
0
, Λ− = Î−K0,1.(7.17)

We also definẽΛ+ to be the interval of length3|Λ+| centered atΛ+, similarly for Λ̃−.
We close this section with a lemma that will be instrumental to prove Lemma 8.1 (replacing

ideas in the joint appendix by Alves and Viana of a preprint version of [1] which circulated in
1997; we donotuse the topological mixing assumption (H4)):

LEMMA 7.10 (Large size of image). –Assume(H1)–(H3) and letβ < 1 be as in Lemma7.9.
Then there isC > 1 and for every small enoughε and large enough|k| there is a constant
C(k) > 1 (independent ofε) so that for eachω ∈ Ω, and every interval̂Ik,� there are a time

t(k) = t(Îk,�, ω) � C|k|,

and a subinterval̃Uω ⊂ Îk,� such that{
|Ũω| > 1/C(k),

f
t(k)
ω (Ũω) = Λ̃+ or Λ̃−.

(7.18)

Furthermore,φ = f t
ω|Ũω

is injective and enjoys both uniform contraction on backwards branches

(7.14)for C andβ, and distortion bounds(7.15)for K = C(k).

Proof of Lemma 7.10. –We shall use again the random bound period ideas from [8]. We first
state an easy consequence of Sublemma 7.2(3). For every1/4 > η′ > η > 0 (recall thatη was
fixed in the proof of Lemma 7.4) each small enoughε, all ω ∈ Ω, and everŷIk,�, takingp(k, ε)
as in Sublemma 7.2: ∣∣fp(k,ε)+1

ω (Îk,�)
∣∣ � e−2η′|k|.(7.19)

Indeed, just observe that∣∣fp(k,ε)+1
ω (Îk,�)

∣∣� inf
∣∣(fp(k,ε)

σω

)′∣∣e−|k|−1

C

e−|k|−1

k2

� e(2−2η)|k|

C

e−2(|k|+1)

Ck2
> e−2η′|k|.(7.20)
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Next, we claim that there is an integeri = i0 � C|k|, so that for somek1 and�1

fp(k,ε)+1+i0
ω (Îk,�)⊃ Îk1,�1−1 ∪ Îk1,�1 ∪ Îk1,�1+1, and |k1| � 2η′|k|(7.21)

(with the obvious interpretation if�1 = 1 or �1 = k2
1).

To check (7.21) we first note that there is a first iteratej0 � C|k| so that

fp(k,ε)+1+j0
ω (Îk,�)∩ (−δ, δ) 	= ∅.

Indeed, whilefp(k,ε)+1+i
ω (Îk,�) stays outside of(−δ, δ) we have, settingi = qM(δ) + r with

0 � r < M(δ) and applying (H2)(i),

∣∣fp(k,ε)+1+i
ω (Îk,�)

∣∣� λqM

(min|x|�δ |f ′(x)|)M

∣∣fp(k,ε)+1
ω (Îk,�)

∣∣
� λqM

(min|x|�δ |f ′(x)|)M
e−2η′|k|.

Now, if f
p(k,ε)+j0
ω (Îk,�) ⊂ (−δ, δ) ∪ Λ++ ∪ Λ−−, whereΛ++ is the interval to the right of

Λ+ in an augmented partition, andΛ−− is the corresponding interval to the left ofΛ−, we set
i′ = j0, and by (H2)(ii)∣∣fp(k,ε)+1+i′

ω (Îk,�)
∣∣ � λi′

∣∣fp(k,ε)+1
ω (Îk,�)

∣∣� λi′e−2η′|k|.(7.22)

In the other case, except iffp(k,ε)+1+j0
ω (Îk,�) coversΛ̃+ or Λ̃− (in which case we would stop,

having proved Lemma 7.10), we replacef
p(k,ε)+1+j0
ω (Îk,�) by

fp(k,ε)+1+j0
ω (Îk,�) \ (−δ, δ)(7.23)

and continue iterating until we intersect(−δ, δ) again. The loss in length caused by (7.23) is
insignificant since there is a minimal time between successive returns to(−δ, δ).

We may thus assume that we are in the situation (7.22) for somei′ � C|k| and that there is
(k′, �′) with |k′|� η′|k| and

fp(k,ε)+1+i′

ω (Îk,�) � Îk′,�′−1 ∪ Îk′,�′ ∪ Îk′,�′+1(7.24)

(since otherwise (7.21) would be proved). Applying Lemma 7.2(3) toÎk′,�′ we get (recall (7.20))

∣∣fp(k,ε)+1+i′+p(k′,ε)+1
ω (Îk,�)

∣∣ � e−2η′|k|.

Continuing the procedure, we eventually find subintervalsU0 ⊂ Ũ0 ⊂ Îk,�, an iteratei = i0,
and(k1, �1) with i0 � C|k| and|k1| � 2η′|k|,

fp(k,ε)+1+i0
ω (U0) = Îk1,�1 , fp(k,ε)+1+i0

ω (Ũ0) = Îk1,�1−1 ∪ Îk1,�1 ∪ Îk1,�1+1,(7.25)

ending the proof of (7.21). We takek1 so that|k1| is minimal with the property (7.25).
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We may now conclude the proof of Lemma 7.10: Repeating the procedure leading to (7.25),
we obtain sequences 

U1,U2, . . . , Ũ1, Ũ2, . . . ,

k0 = k, k1, k2, . . . , with |km+1|< 2η′|km|,
i0, i1, i2, . . . , with im � C|km|.

(7.26)

The only way this can stop is that the second line of (7.18) be satisfied. The total time spent
before this happens is

t =
s∑

m=0

(
p(km, ε) + 1 + im

)
� C

s∑
m=0

|km| � C

s∑
m=0

(2η′)m|k0|� C|k0|.

Sinces � s(k) � C|k0|, the lower bound on the length ofUω follows from the remark and
choice just after (7.23) and (7.25). The assertions on injectivity, distortion and contraction are
immediate by construction, see in particular (7.24).�

8. Escape and recurrence times asymptotics

Let Λ± andΛ̃± be defined by (7.17). We take as our reference intervalΛ = Λ+ ⊂ I, For small
enoughε and for allω ∈ Ω we shall subdivideΛ into subintervals of points having the same
return times toΛ, using the partitionsRm(ω) andSm(ω) from the previous section. Our aim is
to control asymptotically the measure of points having large return time. We first use Lemmas 7.9
and 7.10 to show:

LEMMA 8.1 (Covering̃Λ± by iteratingJ ∈Rm(ω)). – There areC > 1, and for eachε > 0 a
constantC(ε) > 1 such that, for allω, all m � p0, and each intervalJ in Rm(ω), the following
holds:

There are a subinterval̃J ⊂ fm
ω (J) and an iteratet(J) � C log(1/ε) such that|J̃ |� C(ε)−1

and for whichf t
σmω mapsJ̃ injectively onto either̃Λ+ or Λ̃−.

Furthermore, the restriction ofφ = f t
σmω on J̃ enjoys both distortion bounds(7.15) for

K = C(ε) and uniform contraction on backwards branches(7.14) for the constantβ < 1 from
Lemma7.9.

Proof of Lemma 8.1. –By Lemma 7.9, the intervalfm
ω (J) has length> ε1−2η/C and inter-

sects(−
√

ε,
√

ε). It thus contains an intervalJ ′ ⊂ (−2
√

ε,2
√

ε) of length > ε1−2η/C, dis-
joint from (−ε1−2η/C, ε1−2η/C). Now an easy modification of the beginning of the proof
of Lemma 7.10 may be applied toJ ′, giving an iteratet0 � C log(1/ε) and a subinterval
J ′′ ⊂ J ′ with |J ′′| > 1/C(ε) and such thatf t0

σmω(J ′′) = Îk,� injectively, with |k| � C log(1/ε)
minimal for this property, and good distorsion and expansion for the restriction toJ ′′ of this
t0th iterate. (In particular, (7.20) is replaced by the observation that|fp

σmω(J ′)| > ε1−3η/C.)
We may then apply Lemma 7.10 tôIk,� and get a subinterval̃U ⊂ Îk,� and a time
t1 � C log(1/ε) so that|f t1

σm+t0ω
(Ũ)| is exactly one of the intervals̃Λ±. Taket(J) = t0 + t1

andJ̃ = J ′′ ∩ (f t0
σmω)−1(Ũ). The assertions on the length ofJ̃ , distortion, and contraction fol-

low from Lemmas 7.9 and 7.10.�
DEFINITION (Escape time). – Forω ∈ Ω, m � p0 andJ ∈ Rm(ω), let t(J) be as given by

Lemma 8.1. We say(J,ω) has (equivalently,(x,ω) for all pointsx ∈ J have)escapedat time
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m + t(J). (By Lemma 8.1,fm+t
ω (J) containsΛ̃+ or Λ̃−, and we have good distortion and

expansion control along the way.)

Lemmas 7.8 and 8.1 together with the remark in Property (P.I) immediately imply:

COROLLARY 8.2 (Basic escape time asymptotics). –For all ω ∈ Ω0 and m � n0(ω) +
2C log(1/ε)

Leb
(
{(x,ω) ∈ I | x escapes at time� m}

)
� C exp

(
− ζ(ε)

(
m− 2C log

(
1
ε

)))
.

Proof of Corollary 8.2. –If m � n0(ω) + 2C log(1/ε),

Leb
(
{(x,ω) ∈ I | x escapes at time� m}

)
� Leb

({
I \

m−2C log(1/ε)⋃
k=p0

Rk(ω)

})
� Leb

(
{Sm−2C log(1/ε)(ω)}

)
� C exp

(
−ζ(m− 2C log(1/ε)

))
. �

For eachm � p0, we shall define the return times of allx ∈ J ∈ Rm(ω) abstractly (and
independently ofε).

DEFINITION (Return time – PartitionΛi(ω) – Abstract return timeRω). – Fix ω ∈ Ω,
m � p0(ε). For x ∈ J ∈ Rm(ω), consider the set of all thoset � m such thatf t

ω maps
J injectively onto an interval containing̃Λ and for which there exists a nontrivial interval
Ĵ = Ĵ(t) ⊂ J containingx with f t

ω(Ĵ) = Λ and f t
ω|Ĵ enjoys bounded distortion (7.15) and

uniform contraction on inverse branches (7.14), with the constants from Lemma 8.1. Thereturn
timeRω(x) is then the minimum of thoset which appear. It is infinite if the set is empty.

For eachω, define a countable partition ofΛ into subintervals{Λi = Λi(ω) | i ∈ Z+}, by
considering the connected components of the sets{{x∈ Λ |Rω(x) = r} | r � p0}.

Proposition 8.3 shows in particular that forω ∈ Ω0, theΛi(ω) form a partition ofΛ modulo
zero measure sets, and that the return times are almost everywhere defined:

PROPOSITION 8.3 (Return time asymptotics). –There existΩ1 ⊂ Ω0 of full measure, a
random variablen1(ω), and constantsC(ε) � 1, C1(ε) > C2(ε) > 1 such that for allω ∈ Ω1,
and all � � n1(ω),

Leb
(
{x∈ Λ |Rω(x) > �}

)
< C(ε)e−(�1/4/C1(ε)),

and

P
(
{ω | n1(ω) > �}

)
< C(ε)e−(�1/4/C2(ε)).

We may replace the right-handsides in both inequalities byC(ε)e−�u

for 0 < u < 1/4.

The fact thatC2(ε) < C1(ε) are crucial to obtain the asymptotics (2.5) forCω (see
Corollary 5.10).

Proof of Proposition 8.3. –We first estimate auxiliary concrete (ε-dependent) return times
R̂ω(x), corresponding to the first moment when one of theΛ± is guaranteed by Lemma 8.1
to be “well” covered (with good expansion and distortion control). After that we shall define
second auxiliary concrete return timesR∗

ω(x) corresponding to the first moment whenΛ = Λ+
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is well-covered and estimate them using the information on theR̂ω(x). Since, by definition, the
“abstract” return times satisfyRω � R∗

ω, this will prove Proposition 8.3.

Good returns toΛ+ ∪Λ− (estimatingR̂ω):
Fix ω ∈ Ω. For eachm � p0, and J ∈ Rm(ω), we now define the auxiliary return time

R̂ω(x) ∈ Z+ ∪ {∞} of all x ∈ J inductively. Let t(J) and J̃ be as in Lemma 8.1. Then, if
fm

ω (x) ∈ J̃ , andfm+t
ω (x) ∈ Λ+ or Λ− we set

R̂ω(x) = m + t(J).

If fm
ω (x) ∈ J̃ , butfm+t

ω (x) /∈ Λ± (for all r) then

R̂ω(x) = m + t(J) + R̂σm+tω

(
fm+t

ω (x)
)
.

Finally, if fm
ω (x) /∈ J̃ , we set

R̂ω(x) = m + R̂σmω

(
fm

ω (x)
)
.

We introduce a sequence ofstopping timeŝTi = T̂ω,i :Λ+ ∪Λ− →{0, . . . , n} ∪ {∞} with

0≡ T̂ω,0 � T̂ω,1(x) < T̂ω,2(x) < · · ·< T̂ω,kmax(x)(x) = R̂ω(x),(8.1)

such that for all�, k ∈ Z+{
x ∈ Λ+ ∪Λ− | R̂ω(x) > �

}
⊂
{
x ∈ Λ+ ∪Λ− | k � kmax(x), ∃i � kmax(x)− 1, T̂ω,i+1(x) > �

}
∪
{
x ∈Λ+ ∪Λ− | R̂ω(x) > T̂ω,k(x)

}
.(8.2)

Using standard ideas, it will be easy to bound the mass of the second set in the above
decomposition by showing that the probability thatT̂ω,k < R̂ω (that is,k < kmax(x)) decays
exponentially fast ink. That is, we shall findθ = θ(ε) < 1 so that for allk ∈ Z+ and allω ∈ Ω0

Leb
({

x∈ Λ+ ∪Λ− | R̂ω(x) > T̂ω,k(x)
})

� θk.(8.3)

Then, using the basic bound on escape times from Corollary 8.2, we shall control the mass of the
first set. More precisely, we shall exhibit a random variablen̂1(ω) on a full measure set̂Ω1 (with
controlled distribution, see (8.8)), andC(ε) � 1, so that for� > n̂1(ω)

Leb
(
{x ∈Λ+ ∪Λ− |

√
� � kmax(x) and

∃i � kmax(x) − 1 with T̂ω,i+1(x) > �}
)
� C(ε)e−

√
�/C(ε).(8.4)

Putting together (8.4) and (8.3) fork =
√

� proves that there isC3(ε) � 1, so that for all
� > n̂1(ω)

Leb
({

x ∈ Λ+ ∪Λ− | R̂ω(x) > �
})

� C(ε)e−
√

�/C3(ε).(8.5)

Let us now define the stopping times, using again the notation from Lemma 8.1. We say that
T̂ω,1 is defined atx ∈ Λ+ ∪ Λ− if there is m1 � p0 and J1 ∈ Rm1(ω) with x ∈ J1 (hence,
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fm+t(J1) containsfm+t(x) and covers̃Λ+ or Λ̃−). We then set

T̂ω,1(x) =
{

m if fm
ω x /∈ J̃ ,

m + t(J1) otherwise.

Clearly, R̂ω(x) � T̂ω,1(x), and equality is only possible in the second case: There, at time

T̂1(x), part of the component off T̂1(x)
ω (J1) containingf

T̂1(x)
ω (x) returns toΛ+ ∪ Λ−. We

shall estimate the “overflowing parts” using the distortion control from Lemmas 7.9 and 8.1.
For this, letΘω,1 = {x ∈ Λ+ ∪ Λ− | T̂ω,1(x) is defined}. For x ∈ Θω,1 \ {R(x) = T̂1(x)}, we

say thatT̂2 is defined atx if there arem2 > p0 andJ2 ∈ Rm2(σT̂1(x)ω) with f
T̂1(x)
ω (x) ∈ J2,

setting T̂2(x) to be eitherT̂1(x) + m2, or T̂1(x) + m2 + t(J2). For generalk � 2, we let
Θω,k = {x | T̂ω,k(x) is defined}, and we definêTω,k+1 onΘω,k+1 ⊂ Θω,k \{R̂ω(x) = T̂ω,k(x)}
if there ismk � p0 andJk ∈ Rmk

(σT̂k(x)ω) with f
T̂k(x)
ω (x) ∈ Jk. The relation (8.1) (and thus

(8.2)) is an immediate consequence of the definition.

Estimate (8.3) for̂Rω :
The estimate (8.3) can be restated asLeb(Θω,k) � θk for some0 < θ < 1 and allk ∈ Z+,

n ∈ Z+, ω ∈ Ω0. This exponential bound will be an easy consequence of Lemma 8.1. Indeed, for
all ω ∈Ω0, n′, andp0 � m, if J is an interval ofRm(σn′

ω), the uniform distortion bounds from
Lemma 8.1 imply (using the notation there) that

Leb
(
L′ := J̃ ∩ (f t)−1

σn′+mω
(Λ+ ∪Λ−)

)
>

1
C(ε)

|Λ+ ∪Λ−|
2

Leb(J̃)

� 1
C(ε)2

|Λ+ ∪Λ−|
2

,

Leb
(
J ∩ (fm)−1

σn′ω
(L′)

)
>

1
C(ε)

1
C(ε)2

|Λ+ ∪Λ−|
4

Leb(J).

(In the above bounds,J may be replaced by a subintervalL ⊂ J with |L|� |J |/C, up to adapting
the constants correspondingly.)

Therefore, settingn′(x) = T̂ω,k−1(x) for x∈ Θω,k−1, we have

Leb(f T̂k−1
ω (Θω,k−1)∩ {y ∈ Θσn′ω,1 | R̂σn′ω(y) = T̂σn′ω,1(y)})

Leb(f T̂k−1
ω (Θω,k−1))

>
|Λ+ ∪Λ−|

4C3(ε)
> 0.

SinceΘω,k ⊂ Θω,k−1 ∩ {R̂σn′ω ◦ fn′

ω > T̂σn′ω,1 ◦ fn′

ω }, setting

θ = 1− |Λ+ ∪Λ−|
4C(ε)6

< 1,

one more (inductive) application of the distortion bounds yieldsLeb(Θω,k) � θk, as claimed.
(Note thatθ is uniform inω but tends to1 as|Λ+ ∪Λ−| → 0 or ε → 0.)

Estimate (8.4) for̂Rω :
We now move to the estimate (8.4). For fixed�, i � 1, fixed 0 = τ0 � p0 � τ1 < τ2 < · · · <

τi � �, andτ � �, definek(τ) = max{0 � k � i | τk � τ} and
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Aτ (τ1, . . . , τi) =
{
x ∈ Λ+ ∪Λ− | k(τ) � kmax(x)− 1, T̂ω,k(τ)+1(x) > τ, and

T̂ω,j(x) = τj , ∀τj � τ
}
.

Applying the absolute bound in Corollary 8.2 we find that, wheneverτ1 − 1 > n0(ω) +
2C log(1/ε),

Leb
(
Aτ1−1(τ1, . . . , τi)

)
= Leb

(
{x∈ Λ+ ∪Λ− | T̂ω,1(x) > τ1 − 1}

)
� Ce−ζ(τ1−1)−2C log(1/ε).

For j � 2, we letL be a component ofAτj−1(τ1, . . . , τi) with T̂ω,j−1|L = τj−1, and decompose

L − {R̂ω = τj−1} into connected components
⋃

r Lr (with possible timesT̂j−1 = m, and
m + t). We apply again the absolute bounds from Corollary 8.2 to� = τj andf τj−1(Lr) and
get, using once more the distortion control in Lemma 8.1 when pulling back that whenever
τj − τj−1 > n0(στj−1ω) + 2C log(1/ε)

Leb
(
Lr ∩Aτj−1(τ1, . . . , τi)

)
� C(ε)

Leb(Lr)
Leb(f τj−1

ω (Lr))
e−ζ(τj−1−τj−1)−2C log(1/ε).

If τj − τj−1 � n0(στj−1ω) + 2C log(1/ε), we only have, by the distortion control from
Lemma 8.1, that

Leb
(
Lr ∩Aτj−1(τ1, . . . , τi)

)
� C(ε)

Leb(Lr)
Leb(f τj−1

ω (Lr))
.

Thus, by definition of theLr andAτ , and using the “large image” properties in Lemma 8.1, there
is C(ε) such that for allj � 2,

Leb(Aτj−1(τ1,...,τi))

Leb(Aτj−1−1(τ1, ...,τi))
� C(ε)e−ζ(τj−τj−1−1) if τj − τj−1 − 1 � n0(στj−1ω),

Leb(Aτj−1(τ1,...,τi))

Leb(Aτj−1−1(τ1, ...,τi))
� C(ε) if τj − τj−1 − 1 < n0(στj−1ω).

Therefore for any0 < τ1 < · · ·< τi � �

Leb
(
A�(τ1, . . . , τi)

)
� C(ε)ie−ζ� · exp

[
ζ(ε)

∑
τj−τj−1−1�n0(σ

τj−1 ω)

(τj − τj−1)
]
,

and (we shall soon choosek = k(�))

Leb
(
{k � kmax,∃i � kmax − 1, T̂ω,i+1 > �}

)
�

k∑
i=0

∑
0�τ1<···<τi��

Leb
(
A�(τ1, . . . , τi)

)
�

k∑
i=0

∑
0�τ1<···<τi��

C(ε)ie−ζ� · exp

[
ζ

i∑
j=1

n0

(
στj−1ω

)]
.(8.6)

We now estimate the last factor in (8.6), i.e., the effect of the random waiting times: This is where
we shall lose the exponential decay. Fix0 < ρ < 1. SinceP ({n0(ω) > n}) � Ce−ζn, for each
fixed1 � i � k andτ1, . . . , τi,
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P

({
i∑

j=1

n0

(
στj−1ω

)
> ρ�

})
�

i∑
j=1

P

({
n0

(
στj−1ω

)
>

ρ�

i

})
� C(ε)ke−ζ(ε)ρ�/k.(8.7)

Consider the partition ofΛ into maximal atomsΓω = Γω(k) on which theT̂ω,j(x) are constant
for 0 � j � k. We will say that such an atomΓ is (�, k)-goodif for all x∈ Γω andi � k,

i∑
j=1

n0

(
σT̂ω,j−1ω

)
� ρ�.

The other atoms are called(�, k)-bad. Defining M�,k ⊂ Ω × I to be the set of(ω,x)
such thatx belongs to an(�, k)-bad Γω, (8.7) implies that(P × Leb)(M�,k) � Cke−ζρ�/k.
Using a Fubini argument as in Corollaries 7.5–7.6, we get that the setM ′

�,k of ω such that∫
χM�,k

(ω,x) dLeb(x) > ke−
ζρ
3

�
k hasP -measure smaller thane−

2ζρ
3

�
k . Therefore, there is a set

of full measurêΩ1 ⊂ Ω0 such that for eachω ∈ Ω̂1, there existŝn1(ω) � n0(ω) with the property
thatω /∈M ′

�,k for all � � n̂1(ω). Now, forω ∈ Ω̂1 and� � n̂1(ω)

Leb
({

k � kmax, ∃i � kmax − 1, T̂ω,i+1 > �
})

�
k∑

i=0

∑
0�τ1<···<τi��
(�,k)-goodΓω

Leb
(
A�(τ1, . . . , τi)∩ Γω

)
+

∑
(�,k)-bad Γω

Leb(Γω).

Therefore, takingk =
√

�, applying (8.6), and using the Stirling formula we get for
1/2 < v < 1 and� � n̂1(ω)

Leb
({

k =
√

� � kmax, ∃i � kmax, T̂ω,i > �
})

�
√

�e�v[
C(ε)

]√�e−�(1−ρ)ζ(ε) +
√

�e−
ζ(ε)ρ

3

√
�

� C(ε)e−(
√

�/C3(ε)).

Combining this with (8.3) ends the proof of the bound (8.5) for the return timesR̂ω . Moreover,
we may estimateP ({n̂1(ω) > �}):

P
({

ω | n̂1(ω) > �
})

� P
({

∃j > � | ω ∈ M ′
j,
√

�

})
+ P

({
n0(ω) > �

})
�
∑
j>�

e−
2ζ(ε)ρ

3

√
j + Ce−ζ(ε)� � C(ε) e−(

√
�/C4(ε)).(8.8)

Note thatC4(ε)−1 > C3(ε)−1.

Good returns toΛ+ (estimatingR∗
ω):

Forx ∈Λ+∪Λ− we now consider the “concrete” return timesR∗
ω(x) to Λ = Λ+. As observed

in the beginning of the proof, the abstract times satisfyRω(x) � R∗
ω(x). To prove the desired

asymptotics forR∗
ω(x), following §7.6 in [25], we introduce second stopping timesSω,i on

Λ+ ∪Λ− by settingSω,0 ≡ 0, and

Sω,k(x) = Sω,k−1(x) + R̂σSω,k−1 (ω)

(
fSk−1

ω (x)
)
.

If Ξ is the partitionΛ+∪Λ−, and if we defineΞk(ω) = Ξ∨f−S1
ω (Ξ)∨· · ·∨f

−Sk−1
ω (Ξ), thenfSk

maps each elementξ of Ξk(ω) ontoΛ+ or Λ−, andfSk
ω restricted to each suchξ has bounded
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distortion and uniform contraction in the sense of Lemma 7.9. With the help of ideas already
discussed, these two facts yield the following two claims:

(i) The mapf
R̂σjω

σjω behaves like an irreducible two-state random Markov chain. Consider for
a moment the unperturbed mapf , writing R∗ andSk for its return and stopping time. Since the
intervalsΛ± are independent ofε there areε-independent return timesT+ andT− with

min
(

Leb
({

x∈ Λ+ |R∗(x) = ST+(x)
})

,Leb
({

x ∈Λ− | R∗(x) = ST−(x)
}))

> 0.

Thus, ifε is small enough,

inf
±,ω∈Ω1

Leb
{
x ∈Λ± | R∗

ω(x) = Sω,T±(x)
}

� 1
C

> 0.

Hence, there isK0 � 1 so that for allω andk,

Leb
({

x ∈ Λ |R∗
ω > Sω,kK0

})
�
(

1− 1
C

)k

.(8.9)

Note also for further use that if (H4) holds, then there isN1(f,Λ) so that(q−1/C, q+1/C)⊂
fn(Λ) for all n = N1(f,Λ), and thus forn � N1(f,Λ), whereq > 0 is the repelling fixed point
of f . (Indeed, takeA to be the interior ofΛ and, forB, take firstB1 = (q − 2/C, q − 1/C), and
thenB2 = (q + 1/C, q + 2/C).) For large enoughC � 1, topological mixing givesL(Λ,C) so
that f �(Λ) intersects bothB1 andB2 for all � � L(Λ,C). Sincef �(Λ) is connected, it must
contain (q − 1/C, q + 1/C) for all � � L(Λ). Take N1 = L(Λ).) If ε is small enough this
consequence of (H4) also holds forfn

ω . Clearly, there isN2(f,Λ) so thatfN2 sends a subinterval
of (q− 1/C, q + 1/C) injectively ontoΛ̃ with bounded distorsion and uniform expansion. Thus,
if ε > 0 is small enough, for alln � N̂ = max(p0(ε),N1 + N2)

inf
ω

Leb
({

x ∈Λ | R∗
ω(x) = Sω,1(x) = n

})
� Leb

({
Λ∩ f−1

ω (Λ)
})

� 1
C

.(8.10)

(ii) The tail estimate already obtained for̂Rω givesC(ε) > 1 such that for allω ∈ Ω̂1, x ∈ Λ,
� � n̂1(σSω,k (ω)), k ∈ Z+, writing ξk(x) for the atom ofΞk(ω) containingx,

Leb({y ∈ ξk(x) | Sω,k+1 − Sω,k > �})
Leb(ξk(x))

< C(ε) e−(
√

�/C1(ε)).

Therefore, similarly as in the proof of (8.4), we find a setΩ1 of full measure andn1 :Ω1 → Z+

with n1(ω) � n̂1(ω) such that for all� � n1(ω) and0 < w < 1/2,

Leb
(
{x∈Λ | Sω,[�w] > �}

)
<
(
C(ε)

)�w

�we−(
√

�/C′
3(ε,w)) + C(ε,w)e−(�1/2−wρ/(3C4(ε)).(8.11)

Combining (8.9) fork = [�w/K0] with (8.11), the optimal choice being forw = 1/2 − w =
1/4, gives the first inequality of Proposition 8.3. The claim onP ({n1(ω) > �}) is proved just
like the estimate onP ({n̂1(ω) > �}). �
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9. Completing the proof of the main theorem

Let us see how the results in Sections 7 and 8 allow us to construct random towers satisfying
the axioms in Section 3. We already have a shiftσ on the probability space(P =

∏
Z
νε,

Ω = [−ε, ε]Z), for almost eachω a countable partitionΛ =
⋃

j Λj(ω) of the subinterval
Λ ⊂ I endowed withm = Lebesgue measure, and a functionRω :Λ → Z+ ∪ {∞}. The return
map fR

ω :Λ → Λ is just fR
ω (x) = f

Rω(x)
ω (x). Clearly, the projectionπω :∆ω → I defined by

πω(x, �) = f �
σ−�ω(x) satisfiesfω ◦πω = πσω ◦Fω andπω(∆ω) =

⋃
��0 f �

σ−�ω(
⋃

j Λj(σ−�ω)) =⋃
��0 f �

σ−�ω(Λ).
We also denote byLeb the lift of Lebesgue measure on∆ω (suppressing the dependence on

ω from the notation) and byd the lift to ∆ω of the distanced(x, y) = |x− y|.
We may now check the axioms from Section 3:

(A.I–III) By construction.
(A.IV) [ Bounded distortion] Lemmas 7.9–7.10 and 8.1 giveC(ε) > 1 and0 < β < 1 (β is

independent ofε) such that (3.1) holds.
(A.V) [ Return times asymptotics] For small enoughε, Proposition 8.3 givesΩ1 of full

measure and a random variablen1 on Ω1 so that (3.2) holds for eachω ∈ Ω1. We apply
Remark 3.1, choosinĝN = N̂(ε) from (8.10), see the proof of Proposition 4.3.

(A.VI) [ Gcd(Return times) = 1] By (8.10) the stronger property (that there iŝN(ε) so that
Leb{x∈Λ | Rω(x) = r} > 0 for eachr � N̂ ) holds.

In combination with Corollaries 5.10 and 6.5, Lemma 9.1, Corollary 9.2, and Remark 9.3 give
our main theorem:

LEMMA 9.1 (Lifting bounded and Lipschitz functions). –There isp0(ε) so that if

inf
ω

inf Rω � p0(ε)

then for each Lipschitzφ : I → C, the family of lifted functions̃φω = φ ◦ πω :∆ω → C belongs
to FKω

β , for Kω from Theorem3.2. Furthermore,Cφ̃ is bounded by an expression depending

only onε and (linearly) on the Lipschitz constant ofφ. If φ is bounded onI thenφ̃ ∈ LKω
∞ and

sup∆ |φ̃| � sup |φ|.

Proof of Lemma 9.1. –The claim on bounded functions is trivial and we concentrate on
Lipschitz functions. The statement is an immediate corollary of the following assertion: There is
C(ε) > 0 so that for allx, y in Λ, and� for which

Rσ−�ω(x), Rσ−�ω(y) � �, and sσ−�ω

(
(x,0), (y,0)

)
� �,

we have,

d
(
f �

σ−�ω(x), f �
σ−�ω(y)

)
� C(ε)βs

σ−�ω
((x,0),(y,0))−� = C(ε)βsω((x,�),(y,�)).

To check the assertion, first assume thatsσ−�ω((x,0), (y,0)) = p = Rσ−�ω(x) � �. By
Proposition 8.3, we have uniform backwards contraction: for all0 � j � p andz such that(z,0)
belongs to the same element ofZ as(x,0) and(y,0),

∣∣(fp−j
σ−�+jω

)′(
f j

σ−�ω
(z)

)∣∣� βj−p

C(ε)
.
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Let x� = f �
σ−�ω(x), y� = f �

σ−�ω(y), we have

d
(
fp−�

ω (x�), fp−�
ω (y�)

)
� β�−p

C(ε)
d(x�, y�).

In general, decomposesσ−�ω((x,0), (y,0)) = p into the sum of successive return times of
(x,0) and (y,0) to ∆ω,0, invoking uniform backwards contraction successively and assuming
that the minimal return timep0(ε) has been chosen large enough to guarantee thatC(ε)βp0(ε) < 1
(where0 < β < 1 andC(ε) are the contraction and distortion constants from Lemmas 7.9–7.10:
there is no loophole here, as increasingp0 when defining the partition for a fixedε does not make
C(ε) or β larger). �

COROLLARY 9.2 (to Theorem 3.2) (Unique absolutely continuous measures, classical
correlations). –The family{(πω)∗µω} gives the unique absolutely continuous sample stationary
measures{hω Leb} for {fω : I → I}. For almost allω, all Lipschitzψ and boundedϕ on I, we
have for alln ∈ Z+∫

I

(
ϕ ◦ fn

ω

)
ψhω dLeb =

∫
∆ω

(
ϕ ◦ πσnω ◦Fn

ω

)
(ψ ◦ πω)dµω,

∫
I

(
ϕ ◦ fn

σ−nω

)
ψhσ−nω dLeb =

∫
∆σ−nω

(
ϕ ◦ πω ◦ Fn

σ−nω

)
(ψ ◦ πσ−nω)dµσ−nω.

Proof of Corollary 9.2. –The equality(fω)∗(µω) = µσω is clear, absolute continuity follows
from ((πω)∗µω)(E) =

∑∞
�=0 µω(f−�

σ−�ω
|∆ω,�

(E)) and absolute continuity ofµω (using the
asymptotics (A.V) as in the end of the proof of Theorem 3.2). Note thathω Leb is strictly
positive on(f2

σ−2ω(0), fσ−1ω(0)). The two equalities follow by definition (note that they imply
the stretched exponential bounds on the past and future “classical” correlation functions by
Corollaries 5.10 and 6.5).

To obtain uniqueness, observe that the measurehω LebP on I × Ω is an invariant ergodic
probability measure for the skew product(x,ω) �→ (fωx,σω) (it is in fact mixing). If {µ̃ω} is
an arbitrary family of absolutely continuous sample stationary probability measures for{fω}, it
also gives rise to an invariant probability measure for the skew product. Ifµ̃ω P 	= hω LebP ,
then there exist Borel setsEω ⊂ [f2

σ−2ω(0), fσ−1ω(0)] with
∫

χEωhω dLeb = 0 (so that
Leb(Eω) = 0) but µ̃ω(Eω) > 0 for almost allω. This would contradict the assumed absolute
continuity of the measures̃µω . �

Remark9.3 (Convergence to equilibrium and operational correlations). – Let m̃ω be the
Lebesgue measure restricted to∆0,ω = Λ × {0}. By definition, (πω)∗m̃ω = Leb |Λ, and it
immediately follows from Corollary 5.10 and the results already shown that∣∣∣∣(fn

ω

)
∗(ϕLeb |Λ)− hσnω Leb

∫
Λ

ϕdLeb
∣∣∣∣

satisfies stretched exponential bounds, for each Lipschitzϕ. (The obvious analogous result
holds for the “past” convergence to equilibrium, by Corollary 6.5.) To extend this beyond the
subintervalΛ, and to estimate the operational correlations, we use the following consequence of
Section 7: For eachε > 0 there are0 < ε′ < ε andÑ(ε) ∈ Z+ so that

I ′ =
[
f2(0) + ε′, f(0)− ε′

]
⊂ f Ñ(ε)

ω (Λ),

4e SÉRIE– TOME 35 – 2002 –N◦ 1



ALMOST SURE RATES OF MIXING FOR I.I.D. UNIMODAL MAPS 125

with only one fold, for all ω. This allows us to write Lebesgue measure restricted to
[f2(0) + ε′, f(0) − ε′] as the push forward byπω of Lebesgue measure on∆ω restricted to a

union Uω = F
Ñ(ε)

σÑ ω
∆

σÑ ω,0
of elements ofZω such thatπω :Uω → [f(0) + ε′, f2(0) − ε′] is

bijective. We may thus exploit the bounds in Corollaries 5.10 and 6.5 to estimate∣∣∣∣∫
I′

(ψ ◦ fn
ω )ϕdLeb−

∫
I

ψhσnω dLeb
∫
I′

ϕdLeb
∣∣∣∣,

as well as the past correlation, for Lipschitzϕ and boundedψ. The constantε′ can be chosen
so that, simultaneously,I ′′ = I \ int(I ′) has the property thatfω(I ′′) ⊂ int(I ′) for all ω, with
inf |f ′

ω|I′′ | bounded away from1. Decomposing
∫

I
· =

∫
I′ ·+

∫
I′′ ·, we may conclude the proof

of our main theorem.
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