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Abstract 

DNA methylation is an important epigenetic modification that could repress gene expression 

by reducing the accessibility and the affinity of DNA to transcription factors (TFs). 

Consequently, aberrant distribution of methylation can affect the expression of genes with 

important functions in healthy cells, thus leading to diseases. One example is hypermethylation 

and subsequent inhibition of tumor suppressor gene (TSG) promoters in many cancers. As 

epigenetic modifications are reversible, reactivation of TSGs in cancer cells by targeted 

demethylation of their promoters, leading to proliferation arrest and/or apoptosis is an attractive 

therapeutic approach. Our laboratory recently identified a new class of TFs, called super pioneer 

factors (SPFs), that can bind to methylated DNA, leading to demethylation and chromatin de-

condensation, thus increasing DNA accessibility. 

Here, we explore the possibility of reactivation of methylated promoters of TSGs p16 and 

Rassf1a in Hepatocellular Carcinoma (HCC) cell lines, by recruitment of SPFs via 

CRISPR/Cas9-mediated insertion of their binding motifs. We also targeted a methylation 

sensitive reporter in mouse embryonic stem cells (mESCs). Results show that insertion of 

binding motifs of two SPFs, CTCF and SOX2, leads in most cases to local demethylation and 

in some cases to reactivation of target genes. However, neither demethylation nor reactivation 

seem to be consistent and efficient, suggesting that SPF motif insertion is not a robust technique 

to accomplish these goals. On the other hand, we show that recruitment of a dCas9-TET1 

effector to the methylated p16 promoter leads to robust demethylation and an increase in p16 

mRNA resulting in slower growth and senescence of cancer cells. This result confirms the 

feasibility of our approach and that other SPFs, as well as different insertion locations within 

the promoters need to be tested.  
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Other interesting targets of SPF-dependent activation, from a therapeutic point of view, are 

genes involved in adipocyte browning. This phenomenon involves the emergence of brown-

like (beige) adipocytes within white adipose tissue (WAT) and was recently reported to take 

place in mouse visceral adipose tissue (VAT) after a combined treatment with cold and 

antibiotics (CAx). Beige adipocytes are of particular interest, since they are associated with 

higher glucose uptake, insulin sensitivity and a general amelioration of diabetes and obesity. 

To identify methylation events involved in this process, we performed methylome and 

transcriptome analysis on VAT in mice after and before CAx treatment. We identified 152 

differentially expressed genes (DEGs) and 419 differentially methylated regions (DMRs) with 

the majority being hypomethylated after CAx treatment. However, no overlap between the 

DMRs and the regulatory regions of the DEGs could be observed. This could be due to the 

heterogeneity of the sample that only allows the identification of DMRs and DEGs with the 

highest differences. Overcoming this heterogeneity could identify relevant DMRs that could be 

targeted for activation by SPFs or other epigenetic editors. 
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Résumé 

La méthylation de l'ADN, une modification épigénétique importante, peut inhiber l'expression 

des gènes en réduisant l'accessibilité et l'affinité de l'ADN envers les facteurs de transcription 

(FT). Par conséquent, la méthylation de l'ADN, lorsqu'elle est mal distribuée, peut entraîner des 

maladies en inhibant des gènes essentiels pour la fonction des cellules saines. Ainsi, l'inhibition 

par méthylation des gènes suppresseurs de tumeurs (GST) est une caractéristique de nombreux 

cancers. Comme les modifications épigénétiques sont réversibles, la réactivation des GST par 

une déméthylation ciblée de leurs promoteurs afin d’induire l'arrêt de la prolifération et/ou 

l'apoptose dans les cellules cancéreuses, pourrait être une approche thérapeutique intéressante. 

Notre laboratoire a récemment identifié une nouvelle classe de FTs, appelés facteurs super 

pionniers (FSP), pouvant se lier à l'ADN méthylée et induire une déméthylation et la 

décondensation de la chromatine, augmentant ainsi l'accessibilité de l'ADN. 

Ici, nous explorons la possibilité de réactivation ciblée des promoteurs méthylés des GSTs p16 

et Rassf1a dans des lignées cellulaires de cancer hépatocellulaire (CHC), par recrutement de 

FSPs suite à l'insertion de leurs motifs de liaison via CRISPR/Cas9. Nous avons aussi ciblé un 

rapporteur sensible à la méthylation dans des cellules souches embryonnaires de souris. Les 

résultats montrent que l'insertion de motifs de liaison de deux FSPs, CTCF et SOX2, conduit 

dans la plupart des cas à une déméthylation locale et dans certains cas à une réactivation des 

gènes cibles. Cependant, ni la déméthylation, ni la réactivation ne semblent être reproductibles 

et efficaces, ce qui suggère que l'insertion de motifs de FSPs ne semble pas être la bonne 

méthode pour atteindre ces objectifs. Cependant, nous montrons que le recrutement d'un 

effecteur dCas9-TET1 au promoteur p16 méthylé, conduit à une déméthylation et 

l’augmentation d'ARNm de p16 ralentissant ainsi la prolifération et induisant la sénescence des 

cellules cancéreuses. Ce résultat confirme la faisabilité de notre approche et que d'autres SPFs, 

ainsi que différents emplacements d'insertion dans les promoteurs doivent être testés. 
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D'autres cibles potentiellement intéressantes d’un point de vue thérapeutique seraient des gènes 

impliqués dans le "browning" des adipocytes. Ce phénomène implique l'émergence 

d'adipocytes beiges, ressemblant aux adipocytes bruns, dans le tissu adipeux blanc (WAT), et 

il a récemment été observé dans le tissu adipeux viscéral (TAV) des souris, suite à leur 

exposition au froid combiné avec un traitement aux antibiotiques (CAx). Ces adipocytes beiges 

présentent un intérêt particulier, car ils sont associés à une meilleure absorption de glucose et à 

une sensibilité à l'insuline ainsi qu'à une amélioration générale de l’état des souris obèses et 

diabétiques. Pour identifier les changements de méthylation qui seraient impliqués dans ce 

processus, nous avons effectué une analyse du méthylome et du transcriptome du TAV chez la 

souris après et avant le traitement CAx. Ces analyses ont révélé 152 gènes différentiellement 

exprimés (DEG) et 419 régions différentiellement méthylées (DMR), la majorité étant 

hypométhylée après traitement par CAx. Cependant, aucun chevauchement entre les DMRs et 

les régions régulatrices des DEGs n'a pu être observé. Cela pourrait être dû à l’hétérogénéité de 

l'échantillon qui ne permet que l'identification des DMRs et DEGs présentant les différences 

les plus importantes. Réduire cette hétérogénéité pourrait identifier des DMRs pertinents 

comme cibles d’activation par les FSPs ou d’autres éditeurs épigénétiques.  
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1 Introduction 

1.1 Epigenetics and the Regulation of Gene Expression 

When taking a close look at two distinct cell types within an organism, e.g. a mature white 

adipocyte and a dopaminergic neuron, one can notice striking differences in both form and 

function. The adipocyte stores energy in form of lipids and possesses a simple round shape, 

while the neuron displays exotic features such as branching dendrites and an axon, which 

enables information transfer in an almost transistor-like manner. Astonishingly, both cells have 

the exact identical genotype, the set of genetic information stored within the DNA 

(deoxyribonucleic acid). Yet, how is it possible that both cells present such vastly different 

features? The answer, at least in part, can be found in differences in gene expression and one 

of its major regulators, the epigenetic code. 

1.1.1 From Information to Function: Gene Expression and its Regulation 

The genome contains all the information that is needed to build, maintain, and regulate an 

organism. The genetic code, an arrangement of the four nucleobases: adenine (A), cytosine (C), 

guanine (G), and thymine (T), evolved over the last four billion years1 through random mutation 

and natural selection, and thus, gave every species and almost every non-asexual individual its 

unique genetic information.  

Information by itself, however, is only part of the equation, as it needs to be converted into 

some type of function. In 1956, Francis Crick proposed the ’Central Dogma of Molecular 

Biology’2,3, which states that DNA is first transcribed into RNA (ribonucleic acid), and RNA 

is translated into protein, and thus, function (Fig. 1.1A). Furthermore, the information flow may 

never go backwards from protein to RNA or DNA. We now know that sequential information 

can be transferred from nucleic acids to nucleic acids (from DNA to DNA during DNA 

replication, from DNA to RNA during transcription, and in special cases from RNA to DNA 
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during reverse transcription), as well as from nucleic acids to amino acid chains during 

translation. However, once the information is inside the amino acid sequence, it can never be 

transferred back to a nucleic acid sequence. While highly simplified, the Central Dogma still 

holds true today and gives a framework for all processes involving gene expression. 

The flow of information is an essential multistep process, and at its beginning lies the gene, a 

physical and functional unit of DNA within the genome, which gives rise to transcripts that can 

be either protein-coding or non-coding. The exact number of protein-coding genes in humans 

has been subject to constant updates and has been corrected downwards over the decades from 

initially 50,000-100,000 genes4-6, to 30,000-40,000 when the human genome was published in 

20017, and further down to 20,000-25,0008. Currently, this number is believed to be 21,306, 

with about the same number of non-coding genes9. Furthermore, in eukaryotes, each gene may 

be the template for multiple transcripts (~7.5 on average in humans9), due to alternative 

splicing10,11. However, only a subset of these genes is getting expressed in a given cell at a given 

time. This subset, or gene expression profile, may depend on the acquired cell type within an 

organism, on external stimuli, on pathologies, or on internal cellular mechanisms such as 

imprinting or X chromosome inactivation. Spatiotemporal control, i.e. if, to what level, when, 

and where a gene is expressed, is of utmost importance. Therefore, gene expression is a highly 

regulated process, both on the transcription and translation level. In this work, we mostly deal 

with the first step of information flow: the regulation of transcription of DNA into messenger 

RNA (mRNA). 

The Transcription Machinery 

The quintessential enzyme in the transcription process is the RNA polymerase, and, 

consequently, there is a number of processes involved in recruiting (or preventing to recruit) it 

to the transcription start site (TSS) of a gene. All organisms have, therefore, developed highly 
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sophisticated mechanisms to control the initiation of transcription, employing a vast array of 

cis- and trans-regulatory elements. 

 

Figure 1.1: Regulation of Gene Expression. A) The Central Dogma of Molecular Biology: DNA is 

transcribed into RNA, and RNA is translated into proteins, but the flow of information may never go 

back from protein to nucleic acid. B) Example of transcription regulation in prokaryotes: Regulation of 

the lac operon by coordination of cis- and trans-regulatory elements (CREs and TREs, respectively), 

such as promoters, operators, and repressors. Left: lac operon in repressed state. Right: Active lac 

operon in the presence of lactose. C) Initiation of gene expression in eukaryotes via the coordination 

between distal and proximal CREs, the core promoter, and transcription factors (TFs). 

Transcription Regulation in Prokaryotes  

A common feature of gene expression regulation in prokaryotic genomes is the operon. Here, a 

number of functionally related genes share the same regulatory elements and are therefore co-

regulated and co-expressed. A prime example for an operon, and also the first one to be 

described, is the lac operon in E. coli12,13 (Fig. 1.1.B). Three genes necessary for lactose 
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utilization, lacZ, lacY, and lacA, are being co-expressed. To initiate transcription, RNA 

polymerase needs to bind to the promoter upstream from the gene cluster. Between the promoter 

and the genes is the operator sequence, which may be bound by a repressor, a protein with an 

allosteric site that, upon binding, represses RNA polymerase activity. In case of the lac operon, 

the repressor is expressed by lacI and its allosteric site may be occupied by lactose, which in 

turn prevents its binding to the operator, and, therefore, enables lacZYA expression in the 

presence of lactose12,13. The cis-regulatory elements (CREs), i.e. regions of non-coding DNA 

that regulate transcription, are in this case the promoter and the operator, while lacI acts as a 

trans-regulatory element, i.e. a gene that encodes for a transcription factor (TF). 

Transcription Regulation in Eukaryotes 

While operons in rare cases also exist in eukaryotes14,15, they are being increasingly replaced in 

higher organisms by more sophisticated architecture and topological complexity, which enables 

the recruitment of more distal CREs, as well as the involvement of an ever larger number of 

transcription factors (Fig. 1.1.C). 

In eukaryotes, RNA polymerase II (Pol II) is responsible for the synthesis of mRNA and its 

activity is highly regulated by the coordination of three major classes of CREs: (1) the core 

promoter, (2) the proximal promoter, and (3) distal CREs, such as enhancers, silencers, and 

insulators. Core promoters are short elements of DNA that stretch roughly 50 base pairs (bp) 

upstream and downstream from the TSS. Their main objective is to serve as a binding platform 

for Pol II and the general transcription factors (GTFs), which together form the preinitiation 

complex (PIC)16. The core promoter contains several motifs in close proximity to the TSS, such 

as a TATA-box, an initiator (Inr) motif, or a downstream promoter element (DPE)17. The 

TATA-box, a sequence rich in Ts and As, is usually found 30bp upstream of the TSS18 and 

represents a recognition site for the TATA-box-binding protein (TBP)19, which in turn is a 

subunit of TFIID, one of the GTFs. While the TATA-box is a very well-known motif20 and also 
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highly conserved in eukaryotes, it is only present in a minority of core promoters21. The more 

frequent, but also less well preserved Inr motif overlaps with the TSS22 and presents further 

elements for TFIID binding23,24. The DPE is often present in core promoters containing an Inr 

motif, but lacking a TATA-box25. In coordination with the Inr motif, the DPE is bound by 

subunits of TFIID, which requires appropriate spacing between the two motifs26,27. It is, 

therefore, as the name suggests, located downstream of the TSS25. The already mentioned 

GTFs, in order of assembly, are TFIID, TFIIA, TFIIB, TFIIF, TFIIE, and TFIIH, which 

themselves consist of multiple subunits such as TBPs, TBP-associated factors (TAFs), or 

ATPases28. Typically, assembly of the PIC starts with the binding of TFIID to the appropriate 

motif in the core promoter. It then recruits TFIIA and TFIIB, followed by Pol II and TFIIF. 

Finally, TFIIE binds to the complex and recruits TFIIH, and both phosphorylate Pol II and 

unwind DNA due to their helicase activity 29,30. Subsequently, the PIC opens and the first 

nucleotides are synthesized27,31. 

While core promoters by themselves already exhibit weak basal activity32, coordination with 

other CREs is necessary for robust gene expression. Both proximal promoters and distal CREs 

contain multiple binding sites for sequence-specific transcription factors (TFs), that interact in 

some way with the general transcription machinery and Mediator, a protein complex consisting 

of a variable number of subunits, which regulates Pol II activity as well as chromatin 

architecture33. Proximal promoters are typically found 100 to 1000 bp upstream from the TSS, 

whereas distal CREs can be both upstream and downstream from the TSS, often tens or 

hundreds of kilobases (kb) distant from the TSS34. In order for distal CREs to bridge the 

distance, DNA-loops need to be established. These depend on proteins such as cohesin, 

Mediator, Yin Yang 1 (YY1), and CCCTC-binding factor (CTCF)35,36. For example, both YY1 

and CTCF bind to their target sites within a CRE and subsequently form homodimers with 

another CTCF or YY1 molecule at another CRE. YY1 seems to be mostly responsible for 
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enhancer-promoter interactions, while CTCF primarily establishes larger insulated 

neighborhoods binding insulators36. On a lower level of its hierarchy, DNA architecture, 

especially promoter-enhancer interactions, is cell type specific and depends on many factors 

like epigenetics and cell-specific TF availability. Some enhancers may also interact with 

multiple genes. Among these count the so-called super enhancers, which are larger in size and 

contain more TF binding sites, especially for TFs that are markers for certain cell identities, 

such as the Yamanaka pluripotency factors37,38. Conversely, several enhancers are often needed 

to regulate the expression of one gene39-41. 

Profiling Regulatory Elements 

Proximal regulatory elements are easily identifiable due to their proximity to their target genes. 

On the other hand, distal regulatory elements are difficult to locate as they could be located at 

any distance from their target genes. Currently, several approaches are used to identify 

enhancers, assess their activity and identify their target genes. One approach used to identify an 

enhancer consists in the identification of enhancer-related compaction profiles of the chromatin, 

a higher-order structure composed of the DNA and histone proteins. Chemical modifications 

of the DNA or the histones, called epigenetic modifications, could affect the accessibility of the 

DNA. These notions will be detailed in the chapters 1.1.3 to 1.17. Enrichment for enhancer-

specific histone marks can be determined genome-wide with chromatin immunoprecipitation 

(ChIP) sequencing (ChIP-seq)42 using antibodies that recognize these marks. ChIP will be 

further explained in the chapter 1.1.2. While specific chromatin status correlates very well with 

enhancer positions, it does not allow to identify target genes and to assess the functionality of 

the putative enhancers. Techniques based on chromosome conformation capture (3C) make it 

possible to identify enhancer-promoter loops, as well as other higher order chromatin 

structures43-46. All 3C methods have in common that DNA gets first cross-linked in vivo, and 

afterwards digested with restriction enzymes at a low concentration and for a short period of 
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time. This allows for intramolecular ligation, connecting exclusively pieces of DNA, which 

were originally several kilobases apart from one another, but are brought together due to 

looping. After de-crosslinking, the fragments around the ligation sites are further processed and 

analyzed, for example by sequencing. Sequences that result from a chimera of two sequences 

that are not in proximity on the linear DNA sequence define two interacting regions. To identify 

a single, often predicted, enhancer-promoter connection, 3C that uses oligos hybridizing to pre-

determined sequences is sufficient43, while circularized chromosome conformation capture 

(4C) can determine all connections with one specific locus45, and Hi-C identifies in an unbiased 

fashion all connections within the genome of a given cell type44. While these methods will yield 

mostly cell type-specific interactions, they cannot determine whether these interactions are 

functionally important for gene transcription. Self-transcribing active regulatory region 

sequencing (STARR-seq) can identify enhancer activity for millions of arbitrary DNA 

sequences (from sheared genomic DNA), by cloning them downstream of a minimal promoter 

into a reporter vector47. The vector library will be transfected into cells. If the region possesses 

enhancer activity, it will be able to transcribe itself. The resulting mRNA can be isolated and 

reverse-transcribed into cDNA (cyclic DNA). Fragments which were able to amplify 

themselves can now be detected by deep sequencing approaches47. Finally, mutational analysis 

using CRISPR-Cas9 based approaches is used to assess the functionality of a given enhancer in 

its endogenous context48. 

Taken together, gene expression is regulated on multiple levels, which involves CREs and TFs 

as well as their ability to interact with each other, i.e. their accessibility, which will be explored 

in the upcoming chapters.  

1.1.2 The Biology of Transcription Factors 

One integral part of the complex system that controls the gene expression profile of a cell in a 

given state are transcription factors (TFs). These are proteins capable of interacting directly 
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with the DNA in a sequence-specific manner, in order to positively or negatively regulate 

transcription. They form complex networks that control processes like differentiation49, 

proliferation, or pathways downstream of external stimuli. They can often be regarded as 

markers for cell types or certain cell states50. 

For a TF to conduct both DNA binding and transcription regulation, it has to contain two main 

components: one or more DNA-binding domains (DBD) and one or more effector domains 

(Fig. 1.2A). Out of the roughly 100 known DBDs in eukaryotes51,52, C2H2-zinc finger (ZF), 

Homeodomain, basic helix-loop-helix (bHLH), basic leucine zipper (bZIP), and nuclear 

hormone receptor (NHR) are the most abundant domains, and TFs containing such domains are 

classified into families53. As with the number of genes, the actual number of human TFs is also 

continuously updated. However, here the number is ever increasing. The current census predicts 

1639 human TFs54, more than half contain either C2H2-ZF domains or homeodomains 

(Fig. 1.2B)54. To add to the complexity, some DBDs can bind multiple distinct sequences. 

Zfp335, for example, a TF with a C2H2-ZF domain is able to independently interact with DNA 

using either the N- or C-terminal section of its DBD55. On the other hand, there are also proteins 

that contain regions homologous to DBDs, however they do not seem to interact with DNA at 

all. Finally, in some cases the DBD does not seem to be essential for the function of the TF. For 

example, it has been shown that complete deletion of the homeodomain of CERS class TFs, 

which is embedded within multiple transmembrane regions, does not affect their function56.  
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Figure 1.2: Human Transcription Factors54. A) Schematic representation of a transcription factor 

(TF), containing a DNA-binding domain (DBD) and an effector domain, whose mechanism and impact 

on transcription may vary drastically between different TFs. B) Number of known TFs by DBD and 

status of motif identification. Insert: Distribution of effector domain classes per number of C2H2-zink 

finger (ZF) domains. 

While the purpose of a DBD is fairly apparent, the impact of the effector can vary drastically 

between TFs. In some cases, TFs simply prevent other proteins from binding through steric 

hindrance. One such example is the aforementioned lac repressor13. Usually, however, TFs 

recruit additional cofactors, which may form vast complexes and influence transcription in a 

multitude of pathways including modulation of histone modifications, nucleosome occupancy, 

phosphorylation of proteins, or DNA architecture. TFs with a Krüppel-associated box (KRAB) 

domain, for example, recruit KRAB-associated protein-1 (KAP1), which itself recruits Histone-

lysine N-methyltransferase (SETDB1) and Heterochromatin protein-1 (HP1), resulting in 
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restrictive histone mark enrichment, and, consequently, closing of the surrounding chromatin57. 

Other TFs may recruit p300 histone acetyltransferase, which in turn leads to open chromatin58. 

As many TFs recruit multiple cofactors, sometimes with opposite effect, a strict separation 

between ‘activators’ and ‘repressors’ is not recommended59,60. Their ultimate effect is in the 

end also determined by availability of cofactors and the local genomic context61,62. 

The preferred DNA sequence or, ‘motif’, to which a TF binds throughout the genome can be 

determined with in vitro as well as in vivo techniques. Systematic evolution of ligands through 

exponential enrichment (SELEX)63,64 is a method in which TFs are added in vitro to a pool of 

randomized DNA sequences. The bound sequences are being separated from the unbound ones, 

amplified by PCR, and both sequenced as well as reintroduced to a new pool of sequences for 

a new round of SELEX. While SELEX has the benefit of being high-throughput, it cannot 

identify the genome-wide binding locations of a given TF. For that purpose, in vivo techniques 

based on chromatin immunoprecipitation (ChIP) can be performed. Here, proteins are cross-

linked to DNA using formaldehyde or UV-light, and subsequently precipitated with the 

corresponding antibody. The enriched DNA, bound to the protein, is then isolated and analyzed 

by qPCR, microarray (ChIP-chip), sequencing (ChIP-seq)42, or the related, but more precise, 

ChIP-exo65, which employs exonucleases to increase resolution. However, ChIP-based 

techniques also come with a number of drawbacks. If the determination of a motif is desired, 

the obtained consensus sequence might be skewed, depending on the chromatin state and the 

resulting TF-binding capacity inside the given cell type. The data is also highly dependent on 

antibody quality, and, it is impossible to distinguish between indirect and direct binding66. A 

position weight matrix (PWM) can be created from the pool of sequences identified as bound 

by the given TF 67. For each given position within the motif a score for the probability of 

occurrence of the four bases is calculated, giving the PWM as a result. The score indicates the 
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affinity of a TF for the given sequence. The obtained motifs can then be represented in form of 

a sequence.  

There is, however, only a partial overlap between the predicted motif and the actual occupation 

of all possible TF-binding-sites in the genome68. In fact, aside from CTCF69,70 that may not be 

regarded as a bona fide TF, the vast majority of TFs only bind to a small fraction of their 

respective motif matches in a cell-type specific fashion. These observations indicate that TF-

binding is influenced by their ability to access the DNA and to cooperate with each other, i.e. 

by changing the chromatin state or through cooperative binding71. In a study using fusion 

protein pairs, in which TFs or transcriptional cofactors were coupled to a GAL4 DBD, in 

different enhancer contexts, TFs were categorized into 15 clusters based on their functional 

profiles. This allowed the prediction of functional distinct TF-TF and TF-cofactor pairs72. In 

terms of binding affinity, TF-TF pairs with different individual binding characteristics and from 

different structural classes have been identified by consecutive affinity-purification SELEX 

(CAP-SELEX)64. The majority of identified pairs share structural traits with their partners, 

whilst the minority are structurally distinct from one another. This study has also shown that 

spacing and motif orientation is critical for cooperative binding64. The pluripotency factor c-

Myc, which contains a bHLH domain, is an example for cooperativity in terms of accessing its 

nucleosomal target, as it needs to associate with other factors, such as Oct4 or other 

homeodomain-containing proteins, to bind a degenerate E-box motif (CANNTG instead of 

CACGTG)73.   

While TFs and the genomic context of regulatory regions of a gene play an important role in 

the regulation of gene expression, the accessibility of these sites is also critical to its 

spatiotemporal control. Factors influencing this accessibility will be further discussed in the 

following chapters.  
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1.1.3 Chromatin and Epigenetics 

So far, for the first two chapters, this work has treated the relationship between CREs and TFs, 

as if the DNA was ‘naked’ or unobstructed. However, information needed for transcription 

regulation is, in its physiological form, not just DNA, but a sophisticatedly orchestrated 

complex of a plethora of proteins with DNA, as well as direct chemical modifications on the 

DNA molecule itself. This complex is defined as chromatin and its composition and architecture 

are keys to the understanding of the regulation of gene expression. Even cytologically, regions 

of distinct chromatin condensation within the nucleus are visible. These regions have been 

described already in the early 20th century, defining loosely condensed regions as ‘euchromatin’ 

and densely compacted regions as ‘heterochromatin’74. From early on there have been 

speculations of a connection between the activity of genes and the level of condensation. 

Euchromatin is usually associated with active gene expression, and heterochromatin with gene 

silencing. In fact, the status of the chromatin is highly distinct in cells or organisms that share 

an identical genotype but express a variant phenotype.  

In 1942, Conrad Waddington introduced the term ‘epigenetics’ as the part of biology which, in 

a nutshell, explains how different phenotypes can arise from same genotypes75-77. Later, the 

definition became a bit tighter, only considering heritable changes in the phenotype without 

changes in the genotype78 as bona fide epigenetic changes. The structure of chromatin is highly 

dynamic and hierarchical, and epigenetic mechanisms act on each level79 (Fig. 1.3). After the 

DNA double helix ( ̴ 2nm), the smallest unit of DNA packaging is the nucleosome ( ̴ 10nm), 

which consists of a histone protein core, around which the DNA strand is wrapped. This core, 

in turn, consists of two copies of each of the four core histone proteins (H2A, H2B, H3 and 

H4), forming the canonical histone octamer. These nucleosomes form ‘beads-on-a-string’ and 

can be either loosely (euchromatin) or tightly (heterochromatin) packed, forming chromatin 

fibers ( ̴ 30nm). Heterochromatin can be further divided into constitutive and facultative 
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heterochromatin, with the former being variable between the different cell types of an organism, 

while the latter is densely packed in all cell types. Finally, chromatin is organized into 

topologically associated regions (TAD) and chromosomal territories. 

 

Figure 1.3: Epigenetic Mechanisms and Hierarchical Structure of the Chromatin. The DNA 

molecule is wrapped around a histone protein core, forming a nucleosome, the smallest unit of chromatin 

packaging. Nucleosomes can be loosely or densely packed, establishing regions of open chromatin with 

higher gene activity (euchromatin) and of closed chromatin in which gene activity is repressed 

(heterochromatin). Finally, chromatin fibers are organized in higher order structures. On each level, 

epigenetic mechanisms, such as DNA methylation, histone modifications, or nucleosome 

rearrangements are involved. 
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The exact definition of the term “epigenetics” and what it exactly covers have been frequent 

subjects for debate. However, among its chief mechanisms are almost always counted (1) 

nucleosome remodeling, (2) histone modifications, and (3) DNA methylation79. DNA 

architecture and higher order chromatin organization can both be seen as an epigenetic 

mechanism or as consequence of such. At times, the line between cause and consequence of 

certain marks in epigenetics becomes blurry and is in many cases not fully understood. 

Ultimately, they all have in common to be part of the intricate machinery involving regulatory 

elements, which in the end determines gene expression. This being said, epigenetic 

modifications have been involved in the regulation of virtually all processes that use DNA as a 

template, which include transcription, DNA replication and repair. Furthermore, epigenetic 

marks contribute to the stability of the genome by silencing genomic regions like telomeres, 

centromeres, and transposable elements. These marks reduce recombination events of repetitive 

regions and ensure correct microtubule attachment80-82. 

Lastly, long non-coding RNAs (lncRNAs) are often considered as part of epigenetics79. These 

are RNA fragments of more than 200bp, which are not translated into proteins83,84. While an 

increasing number of lncRNAs is getting identified, their exact function remains elusive. It is, 

however, evident that they are involved in a multitude of biological processes84,85. Of the ones 

with clearly defined function, some target gene transcription by acting on Pol II86, others are 

involved in epigenetic regulation. For example, Xist, one of the most prominent lncRNAs, is 

involved in the epigenetic inactivation of the X-chromosome87. Kcnqot1, another lncRNA, 

directs certain histone modifications, responsible for imprinting, i.e. the allele-specific silencing 

of genes88. However, this thesis will not cover lncRNAs in a dedicated chapter, since this work 

is mostly about chromatin and the relationship between the different CREs and TFs. Their 

impact on regulation of gene expression, however, is acknowledged, and they will be brought 

up in the appropriate context. 
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In the following chapters, epigenetic mechanisms from DNA architecture to DNA methylation 

will be explored. It has to be noted that, since most of the mechanisms are linked to one another, 

a clear separation by chapter without mentioning the others is hardly possible. 

1.1.4 The 3D Architecture of the Genome 

Although at first glance it might appear that way, chromatin in the nucleus does not exist in 

random tangles but is organized in highly ordered structures. Chromosome painting and Hi-C 

studies have shown that interphase chromosomes occupy preferred territories within the nucleus 

(Fig. 1.4A) 44,89,90. These so-called chromosome territories91 are themselves highly organized, 

with gene-rich, more likely to be transcribed regions towards the territorial border and gene 

deserts mostly in the center92-94. Chromosomal regions of similar activity also tend to interact 

with one another in an inter-chromosomal manner, forming compartments on the next, smaller 

scale of organization (Fig. 1.4B) 44. Active compartments, termed compartment A, are usually 

in the center of the nucleus, while inactive compartments, termed compartment B, tend to locate 

closer to the nuclear lamina or the nucleolus44,95. 

On the next lower level of chromatin organization are topologically associated domains 

(TADs)96, which are self-interacting domains, with the purpose to confine regulatory 

interactions within their boundaries, but limit them between domains (insulation) (Fig. 1.4C)97. 

These domains of insulated interactions can range from tens to hundreds and thousands of 

kilobases96-100. Regarding gene expression, TADs represent a module where genes within their 

boundaries tend to be co-regulated99,101,102. This can be explained due to the restriction of 

contacts between enhancers and promoters within the same TAD103. TAD boundaries are 

enriched in CTCF and cohesin96,104,105, that, together, promote the establishment of loops, with 

cohesin extruding the loop until it reaches a CTCF anchor point106-108. The genomic context at 

these anchor points is also of importance for determining in which direction the loop will face. 

Indeed, at TAD boundaries, CTCF often binds two asymmetrical motifs facing each other. 



16 
 

Changing the direction of these motifs by genome engineering, leads to the disruption of the 

TAD and changes of enhancer-promoter interaction within its boundaries109. This also 

emphasizes the importance of CTCF for TAD formation and maintenance. In general, 

disruption of TAD boundaries may lead to aberrant interactions between regulatory elements, 

and, therefore, can result in abnormal gene expression, which in turn may be a cause for 

disease110-113.  

 

Figure 1.4: Hierarchy of 3D Chromatin Architecture. A) Chromosomes occupy specific territories 

within the nucleus. Active regions tend to be located towards the border of the chromosomal territory, 

while inactive regions tend to locate towards the center of the territory. B) Regions belonging to different 

chromosomes, but with similar transcriptional activity may interact with one another, forming 

compartments. C) Topologically associated domains (TADs) are formed to insulate loop domains 

between regulatory elements on the lowest scale of the hierarchy within specific boundaries. Anchor 

points of TADs are bound by CTCF, while cohesin is responsible for loop extrusion.    

TADs have been shown to be consistent across cell types with very little cell type-specific 

variation96,114. In fact, TADs have not only been shown to be present in most metazoans115, but 
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are also evolutionary conserved across species96,105. Mice, for example, share about three 

quarters of their TAD boundaries with humans. CTCF binding sites at TAD boundaries are also 

less frequently subject to change within the boundaries, underlining the importance of 

conserving these sites105. Some TADs harbor large amounts of conserved noncoding elements 

(CNEs) which are often developmental long-range enhancers, hinting at their role in conserving 

certain building blocks or modules within the genome over hundreds of millions of years116. 

This limitation to an insulated domain could allow changes in the composition of CREs during 

evolution, without affecting too many genes at once115,116. Another observation supporting the 

modular function of TADs during evolution, is the closer proximity of genes to each other when 

they are within a TAD boundary than in neighboring TADs117. 

It is fairly well established that the strength and organization of the 3D chromatin structure 

increases during development. Initially, chromatin in fertilized oocytes seems dispersed, but 

drastically compacts during the first transition to the 2-cell state118.  Hi-C studies on 

preimplantation embryos, however, have shown that at least until the 8-cell state, chromatin is 

more “relaxed” due to weaker chromosome compartments and TADs119-121. Establishment of 

the chromatin structure during development, or, more precisely, reestablishment to the 

conditions of a fully functional organism of a species, is slower during early development with 

increasing kinetics while chromatin transitions from a relaxed to a more rigid state90,120-122. The 

exact reasons for this initial weakening of the structure remain elusive, but emphasizes the 

special status of chromatin architecture during development123.  

During cell differentiation, the changes that occur on the different levels of the structural 

hierarchy are quite diverse. On the one hand, TADs remain more stable than compartments or 

intradomain loops96,114,124, with roughly 20% TAD reorganization between embryonic stem 

cells (ESCs) and neuronal progenitors (NPs), for example124. On the other hand, about one third 

of the genome undergoes a switch from compartment A to B or vice versa114, although this 
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switch leaves individual genes largely unaffected in regards to expression114. Changes in 

enhancer-promoter looping, however, are very distinct between different cell types and are a 

hallmark of differentiation125,126. One of the key differences is, that in contrast to long-range 

interactions, which are facilitated by CTCF, other proteins are involved36. As already 

mentioned, YY1 seems to be more involved than CTCF in the formation of enhancer-promoter 

loops36.  Moreover, loop formation does not necessarily require cohesion either127, making CRE 

interactions more independent from key architectural proteins. 

The 3D architecture of chromatin is highly ordered on across multiple levels and its correct 

organization is crucial in many processes involving development, differentiation, as well as 

diseases. Chromatin structures are shown to be both conserved at higher scales of hierarchy and 

highly modular on its lower levels. This is an important point to keep in mind when adding or 

removing potential boundary sites by genome editing.  
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1.1.5 Accessing Nucleosomal DNA 

The degree of compaction of the chromatin could be dictated by the strength of the wrapping 

around the nucleosomes and the frequency of nucleosomes withnin a given stretch of DNA. A 

main player in promoting nucleosome-nucleosome interactions and subsequently nucleosomal 

frequency is the linker histone H1 that sits at the entry and exit point of the DNA coil from the 

nucleosome128.  

One of the main functions of chromatin and nucleosome dynamics is the stabilization of the 

genome during processes such as DNA damage repair, DNA replication, and chromosome 

segregation129. However, along with nucleosome occupation, inevitably comes occlusion of the 

DNA, making it more or less accessible to TFs and members of the transcription machinery. 

Nonetheless, evolution took this occlusion and made it into a powerful tool to regulate gene 

expression. Densely packed chromatin with high nucleosome density is considered repressive, 

while open chromatin correlates with active gene expression. The state of the chromatin is, 

therefore, highly dynamic, and subject to changes that depend on epigenetic mechanisms.  

Occupation of nucleosomes can be measured with several techniques that take advantage of the 

‘protected’ status of the nucleosomal DNA130. During DNase I hypersensitive site sequencing 

(DNase-seq)131,132, DNA that is not protected by a nucleosome or a DNA-binding factor, is 

digested by the DNase I, a type II endonuclease. Depending on the protocol, the resulting 

fragments can be either labeled with a barcode131 or selected by size132. Subsequently, this 

enriches for a library of protected fragments whose ends can be sequenced. The information is 

then used to identify the borders of the unprotected regions, called DNase I hypersensitive sites 

(DHSs). Two types of DHSs corresponding to two levels of resolution can be identified: open, 

nucleosome free/poor-regions constitute the first level. Within these regions, DNA-binding 

factor occupancy modulates the level of sensitivity to DNaseI, thus leaving patches of less 

sensitive loci that correspond to the footprints of binding of these factors. In general, the vast 
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majority of DHSs can be found at regulatory elements: promoters and enhancers131-133. An 

alternative method to detect open DNA is the assay for transposase-accessible chromatin using 

sequencing (ATAC-seq)134,135. Here, hyperactive transposase Tn5 both cuts accessible DNA, 

and ligates adapters to the resulting fragments. The efficacy of the transposase allows the 

ATAC-seq protocol to be performed with both smaller samples (as little as 500 cells) and in 

less time than DNase-seq. Conversely, micrococcal nuclease (MNase) cleaves and eliminates 

internucleosomal DNA with both endo- and exonuclease ability. In contrast to DNase- and 

ATAC-seq, MNase-seq identifies DNA fragments spanning one nucleosome, and represents 

another method to measure chromatin accessibility136,137. To test both chromatin accessibility 

and the methylation status of the DNA, nucleosome occupancy and methylome sequencing 

(NOMe-seq) uses GpC methyltransferase M.CviPI to methylate GpC sites not occluded by 

nucleosomes138,139. Subsequently, the DNA undergoes bisulfite treatment and can be sequenced 

to identify the regions that got methylated and are therefore considered accessible. This method 

is particularly interesting to assess methylation status and nucleosome occupancy of CpG-poor 

enhancers. Both DNA methylation and methods for its assessment will be covered in more 

details in Chapter 1.1.7.  

Nucleosome occupancy is usually the lowest close to the promoter regions and TSS of active 

genes, followed by active, poised, and inactive enhancers130. In heterochromatin the occupancy 

is the highest in constitutive chromatin, i.e. chromatin which is closed throughout the majority 

of cell types, followed by facultative chromatin.  

Chromatin Remodeling 

As it became clear through the discussion, nucleosome positioning is dynamic. The key 

mechanisms influencing nucleosome dynamics involve assembly, editing, and accessibility of 

nucleosomes140 (Fig. 1.5A). In charge of those mechanisms are, for the most part, four families 

of adenosine triphosphate (ATP) -dependent protein complexes, commonly referred to as 
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remodelers140. These families include: imitation switch (ISWI), chromodomain helicase DNA-

binding (CHD), INO80, and switch/sucrose non-fermentable (SWI/SNF)140 and are classified 

by their domain structure as well as the size of their transposase lobe separating insert. Although 

each family covers a preferential mechanism of nucleosome remodeling, all these complexes 

have a number of traits in common: (1) higher affinity for nucleosomal DNA over ‘naked’ 

DNA, (2) the possession of an ATP-dependent transposase domain, consisting of two RecA-

like lobes, (3) an effector domain or subunit responsible for facilitating its mechanism of action, 

and (4) a domain or subunit regulating the ATPase140. DNA translocation can be imagined as a 

sliding movement of the remodeler complex along the DNA (Fig. 1.5C), breaking its contact 

with the histone core: lobe 1 binds to the DNA leaving a small space between the two lobes. 

Subsequently, lobe 2 binds DNA in the presence of ATP, which triggers DNA release and a 

sliding movement to bridge the distance by lobe 1. Hydrolysis of ATP to ADP triggers lobe 2 

to release the DNA and lobe 1 to bind it again. Lobe 2 now moves one to two nucleotides from 

3´ to 5´ and ADP is released causing forcible DNA translocation141-145. It is important to note 

that the translocation domain remains fixed in relation to the histone, causing the DNA also to 

translocate relative to the octamer. This is most likely facilitated by a histone-binding-domain 

(HBD), one of which has been proven to be present in SWI/SNF146. Although this mechanism 

is widely recognized, other mechanisms were proposed to explain the mechanism of action of 

ATP-dependent nucleosome remodelers. 
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Figure 1.5: Nucleosome Dynamics by ATP-dependent Remodelers140. A) The three different 

mechanisms of nucleosome remodeling involve assembly, editing, and accessibility. The latter of which 

can be broken down into repositioning and ejection of whole nucleosomes, as well as eviction of histone 

dimers. Members of the four families of chromatin remodelers preferentially carry out one of the 

remodeling processes, but exceptions, where one factor can use more than one type of remodeling, do 

exist. B) Schematic of the different domains/subunits defining the individual remodeler families. 

C) Mechanism of DNA translocation during one cycle of ATP hydrolysis. 
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Chromatin assembly and proper spacing is mostly carried out by members of the ISWI and 

CHD families. In ISWI complexes, the two RecA-like lobes of the translocase (Tr) domain are 

separated by a small insertion147 and flanked by two domains regulating the ATPase activity, 

autoinhibitory N terminal (AutoN) and negative regulator of coupling (NegC)148. Furthermore, 

it contains a C-terminal HAND-SANT (Swi3, Ada2, N-Cor, and TFIIIB)-SLIDE (HSS) 

domain149. CHD complexes share similarities with ISWI regarding the Tr insertion and NegC 

domain150. However, they lack AutoN and HSS domains and possess a DBD (only consisting 

of SANT and SLIDE)151 as well as two N-terminal chromodomains152,153. After replication, 

pro-nucleosomes, which do not contain the proper canonical octamer and around which DNA 

is not properly wrapped, are deposited with random spacing. The above mentioned remodelers 

of the ISWI and CDH families bind extranucleosomal DNA with their HSS and DBDs, and the 

histones with a histone binding domain, creating a measuring stick for spacing154. In ISWI, the 

Tr-domain is inhibited by NegC and AutoN. However, binding of HSS to linker DNA and the 

Arg17 to Arg19 residues of the H4 histone tail, in turn inhibit NegC and AutoN, respectively, 

allowing translocase activity to happen148. 

Nucleosome editing, which involves removal and replacement of particular histones within the 

octamer with canonical or variant histones, is regulated by members of the INO80 family. 

Histone variants, such as H2A.Z can have a multitude of effects for example on gene 

expression155 or repression of non-coding RNAs156. Unlike with the other remodelers, the lobes 

of the Tr-domain are separated by a much larger insert of around 250 amino acids in yeast and 

more than 1000 amino acids in mammals157,158, which, in yeast, binds further subunits, such as 

ruvB-like protein 1 (Rvb1) and Rvb2, actin-related protein (ARP), and YL-1159,160. Other 

domains in INO80 are the helicase/SANT-associated (HSA) and post-HSA domains161. 

Examples for well-studied INO80 complexes in yeast are SWR1C for the exchange of the 

canonical H2A-H2B dimer with the variant H2A.Z-H2B162, and INO80C, which facilitates, 
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among other functions, the reverse exchange from H2A.Z-H2B to H2A-H2B163. This dimer 

replacement is conducted by disruption of DNA-histone connections due to ATPase-mediated 

DNA translocation, which subsequently results in the release of the canonical or variant dimer 

and the loading with the respective dimer164. For disruption of the DNA-histone connections it 

is crucial that the histone core remains in its position relative to the remodeler to establish 

sufficient tension on the DNA. In INO80C, this is made possible by ARP-facilitated binding of 

the HSA-domain to the histones with high affinity159,161. After loading, DNA tension is released 

and DNA-histone connections are reestablished. 

Finally, chromatin accessibility, which involves nucleosome sliding, eviction of histone dimers, 

or ejection of whole nucleosomes, is mostly regulated by members of the SWI/SNF family. 

Like INO80 complexes, SWI/SNF contains HSA and post-HSA domains, however, the amino 

acid insert between the Tr-domain lobes is more similar in size to ISWI and CHD165,166. In 

addition, it contains a Snf2 ATP coupling (SnAC), which serves as HBD, AT-hooks and a 

bromodomain, which act as DBD165,166. The exact mechanisms of sliding and ejection are still 

not fully understood. Clapier et al. propose two non-mutually exclusive models140: (1) forcible 

translocation of the DNA around the octamer can be either weak or strong, which may result in 

simple sliding of the DNA around the core bound by the remodeler, or the complete ejection of 

the octamer, respectively. (2) ejection of the nucleosome adjacent to the one bound by the 

remodeler, by sliding of the linker DNA until there is no space between the two nucleosomes 

left, and subsequent spooling-off of the DNA around the adjacent octamer. 

Especially in higher eukaryotes SWI/SNF complexes are highly modular molecular machines 

which show tissue specific changes in composition167. This is of particular interest for the study 

of mammalian SWI/SNF (mSWI/SNF), which are an assembly of roughly 29 subunits including 

either SMARCA4 (BRG1) or SMARCA2 (BRM) as ATPases168,169. A comprehensive study, 

using genetic manipulation of the subunits, mass spectrometry (MS), and crosslinking MS, has 
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identified three major classes of mSWI/SNF, canonical BRG1/BRM-associated factor (BAF), 

polybromo-associated BAF (PBAF), and non-canonical BAF (ncBAF)170. These three classes 

show tissue specific activity and follow a strict order of assembly around a core BAF module170. 

Interestingly, mutations in these subunits may impair the assembly and are major hallmarks in 

certain diseases170, being present in 20% of all cancers169 and up to 100% in some pediatric 

cancers171. 

 

Figure 1.6: Pioneer Transcription Factors. Transcription factors (TFs) can usually only access open 

chromatin, which is marked by activating histone modifications such as H3K4me and H3K27ac, while 

low signal chromatin remains inaccessible. Pioneer transcription factors (PFs) can, however, access their 

binding sites in both open and low signal chromatin, i.e. chromatin with a low amount of histone 

modifications, and are able to open the latter for NPF binding. Repressive chromatin, which presents 

repressive histone marks such as H3K9me3 and H3K27me3 and shows dense nucleosome packaging, 

remains inaccessible to both. 

Aside from sliding and ejection of nucleosomes, involving chromatin remodelers, chromatin 

can also be made accessible by binding of pioneer transcription factors (PFs). Borrowing its 
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nomenclature from the American Frontier, PFs are the first TFs to bind chromatin, inaccessible 

to most other TFs, and open it. This allows additional TFs, called “settlers” to access and bind 

these regions. For illustration purposes, chromatin can be divided into three major groups, 

regarding its accessibility by different TFs: (1) active or open chromatin, presenting activating 

histone marks such as H3 methylation on lysine 4 (H3K4me) and histone acetylation, (2) low 

signal chromatin, without particular histone marks, but with tighter packaging and linker 

histone H1 occupation, and (3) repressive chromatin, which is very tightly packed and highly 

enriched in H3K9 and H3K27 methylation (Fig. 1.6). Histone modifications will be explored 

in detail in chapter 1.1.6. The vast majority of TFs can only access active chromatin, while PFs 

can access their binding sites in both active and low signal conditions. Repressive conditions, 

however, are also closed to PFs. While PFs have their trait of gaining access in common, they 

show vast structural differences and even differ highly in their DBD, implying that their modes 

of binding to closed chromatin also differ. Members of the FOXA family were among the first 

to be identified as PFs172 and it has been shown that their winged helix DBD resembles the 

histone H1 linker173,174, making them a competitor for this spot on the nucleosome. And it has 

indeed been shown that FOXA1 kicks out H1 and allows the recruitment of additional TFs175-

178. This process is independent of ATP or other ATPases178. Other prominent PFs are three of 

the four Yamanaka pluripotency factors Oct4, Sox2, and Klf4 (OSK)179,180. As already 

mentioned in chapter 1.1.2, the fourth member, c-Myc, requires coordination with other factors 

to access its degenerate E-box motif on the nucleosome with its bHLH domain73. O, S, and K 

themselves possess different DBDs with Pit-Oct-Unc (POU), Sry-related High Mobility Group 

(HMG), and Zinc Fingers (ZF), respectively. All are able to bind partial motifs, e.g. Oct4 can 

bind to a hexamer motif representing either half of its canonical octamer motif, Sox2 can access 

a ‘bent’ motif missing one of its canonical nucleotides, and Klf4 can bind a shorter motif with 

only two out of its three ZFs73. Several PFs also play crucial roles in differentiation and 

reprogramming of cells. The already mentioned Yamanaka factors are sufficient to de-
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differentiate fibroblasts into induced pluripotent stem cells (iPSCs)179. Other examples include 

PU.1, GATA binding protein 4 (Gata4), achaete-scute homolog 1 (Ascl1), and FoxA, which 

take part in the conversion from fibroblasts to macrophage-like181, cardiomyocyte-like182, 

glutaminergic neurons183, and hepatocyte-like cells184, respectively. However, since most PFs 

do not bind all their possible binding sites in nucleosomal DNA185, the extent of their 

independence from other co-factors and from specific genomic contexts is a matter of 

debate130,186. Some may argue that PFs act in a rather facultative manner130. 

Taken together, chromatin accessibility is subject to a multitude of factors, such as complex 

molecular machines acting as remodelers, seemingly independent working PFs, and 

cooperativity between TFs. Another element, interacting with these factors are histone 

modifications which will be further explored in the next chapter. 

 

1.1.6 Histone Modifications 

One of the most studied epigenetic modifications, are post-translational covalent modifications 

of histone tails. These modifications occur at different amino acid residues mostly at the N-

terminal histone tails that protrude out of the nucleosome. The number of known histone 

modifications is steadily increasing and already exceeds 100187. Histone modifications regulate 

chromatin accessibility and therefore are involved in all cellular processes that use the DNA as 

a template, including gene expression regulation, DNA replication and DNA repair. They are 

highly regulated, show crosstalk among each other and with other epigenetic marks, highly 

affect nucleosome density, and interact with a plethora of TFs and co-factors. The nomenclature 

for different modifications starts with the name of the modified histone (e.g. H3), followed by 

single-letter abbreviation of the affected amino acid (e.g. K for Lysine) as well as its position. 

Finally, the type of modification is stated, e.g. ac for acetylation or me1/me2/me3 for mono-, 

di- and trimethylation, respectively. For example, H3K27me3 represents trimethylation of 
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lysine 27 of histone H3. Concerning their role in transcription regulation, some modifications 

are considered activating (e.g. H3K4 acetylation and methylation), while others fulfill an 

opposing role and correlate with repression (e.g. H3K27me2/3 and H3K9me2/3). Moreover, 

regardless of their isolated proper function, different modifications could work in combination 

towards a common outcome (histone code). Among the most common and best understood 

histone modifications are acetylation and methylation of lysines (Fig. 1.7), which were also the 

first ones to be discovered188. Histone acetylation involves the introduction of an acetyl group 

to a lysine (K) residue of a histone by histone acetyl transferases (HATs). This reaction is 

reversible through the activity of histone deacetylases (HDACs)189. While all HATs require 

acetyl CoA as cofactor, they can be classified into two groups (A and B). HATs of group A 

(further divided into GNAT, MYST, and CBP/p300 families190) are multisubunit complexes 

that predominantly work on chromatin in the nucleus189, while HATs of type B mostly modify 

free histones in the cytosol191. Other subunits of HAT complexes with no acetyltransferase 

activity, play an important role in regulating the ability and specificity to modify certain 

residues. For example, scGCN5 by itself is only able to modify free histones in vitro, whereas 

in vivo it works on nucleosomal histones192. 

Histone acetylation, e.g. on H3K9, H3K14, H3K18, H3K27, H4K5, H4K8 and H4K12, 

correlates exclusively with open chromatin and transcription activation. One important 

mechanism to explain the role of this modification in de-condensing the chromatin is the fact 

that the addition of an acetyl group to a lysine residue neutralizes its positive charge, and thereby 

weakens the interaction between DNA and histones193. Evidently, loci with high acetylation are 

also enriched with DNase I hypersensitive sites194. Additionally, histone acetylation could 

prevent repression by competing out other modifications at the same amino acid. For example, 

H3K27ac found at active and poised enhancers, as well as active promoter regions, competes 

with H3K27me3, which is a repressive mark, in a mutually exclusive manner193. Interestingly, 
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activating and repressive modifications affecting different substrates, such as H3K4me2/3 and 

H3K27me3 can coexist at the same promoter that is set to an inactive state but is poised for 

activation (bivalent promoters)195. Finally, aside from neutralizing the charge, acetylated lysine 

residues are also recognized by bromodomains, which are present in the complexes of 

chromatin remodelers such as SWI/SNF196,197. 

 

Figure 1.7: Representative example of histone methylation and acetylation and their Association 

with Gene Expression. The N-terminal tail of histone H3 harbors some of the most significant and well 

understood histone modifications in regard to gene expression. It must be noted, that different, mutually 

exclusive modifications can occur on the same residue, which may have antagonistic effects. 

Modifications indicated in green are associated with active gene expression, orange ones with 

repression. 

In contrast to acetylation, histone methylation does not change the charge of the residue. Both 

lysine and arginine residues can be methylated and demethylated, each with its own specific set 

of enzymes. Using S-adenosylmethionine (SAM) as a methyl donor, histone lysine 
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methyltransferases (HKMTs), such as SUV39H1 and arginine methyltransferases, such as 

PRMT1, introduce one or multiple methyl groups to a lysine's ε-amino group198 or to the ω-

guanidino group of arginine199, respectively. Histone methyltransferases tend to be highly 

specific both regarding their target residue as well as regarding the number of transferred methyl 

groups200,201 (mono-, di-, or trimethylation for lysine and mono-, or dimethylation for arginine). 

In contrast to HDACs, which remove their target modifications with relatively low specificity, 

histone demethylases are also highly selective regarding their targets and require proper 

complex composition. For example, lysine-specific demethylase 1 (LSD1) demethylates 

H3K4me1/2202, but only in presence of the Co-REST repressor complex203. If androgen receptor 

is part of the complex, H3K9me becomes the target203. While LSD1 can only remove mono-, 

and dimethylation, members of the JMJD2 class demethylate H3K9me3 and H3K36me3204. 

Instead of changing the histone’s charge, methylation mostly serves for interaction with various 

proteins, which may vastly differ in their effect, sometimes activating, sometimes repressing. 

For example, H3K4me3 binds ING family proteins which in turn recruits HATs205, therefore 

leading to chromatin opening. On the other hand, H3K9me3, a typical mark for repressive 

chromatin, binds HP1 (Heterochromatin protein 1), an important component of 

heterochromatin206,207. In contrast to providing a platform for binding, some modifications can 

also serve as obstruction preventing factor binding. This is the case for H3K4me3 that prohibits 

the binding of nucleosome remodeling deacetylase (NuRD)208,209, a complex which both serves 

as remodeler for nucleosome assembly as well as deacetylase. 

Throughout the genome, certain histone marks may be predictive of certain chromatin features, 

not only hetero- and euchromatin, but also specific CREs, like enhancers and promoters. 

H3K4me1 is present in active and poised enhancers210, while H3K27ac is a typical mark for 

active enhancers and can be used to distinguish the two. On the other hand, H3K4me3 is found 

at active promoters211 and H3K36me3 throughout the actively transcribed gene body212. 



31 
 

Conversely, H3K27me3 is mark for gene repression, more specifically, facultative 

heterochromatin213, and H3K9me2/3 for constitutive heterochromatin213. 

Other post-translational histone modifications include phosphorylation, ubiquitination, 

sumoylation, deimination, addition of β-N-acetylglucosamine (O-GlcNAc), and histone tail 

clipping, however these will not be covered in this thesis. It is, nevertheless, important to note, 

that these and other, yet to be discovered, modifications play a role in a multitude of known and 

unknown pathways and one should not exclude the possibility of their interference in some of 

the observations we made (see results and discussion). 
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1.1.7 DNA Methylation 

The main focus of the present work is the synthetic activation of genes by removal of DNA 

methylation, a covalent binding of a methyl group (CH3) to a DNA nucleotide.  

DNA Methylation in Prokaryotes 

DNA methylation has been observed in the majority of prokaryotes214. Initially, it has been 

functionally linked to the restriction-modification (R-M) system, making methylated DNA 

sequences unrecognizable to restriction enzymes215-217 and thus protecting eukaryotic genomes 

against their action. However, the roles of DNA methylation in prokaryotes extend to other 

processes such as cell cycle control, DNA replication, and transcription regulation218. 

Methylation can occur on both adenine and cytosine and is facilitated by a diverse group of 

methyltransferases (MTases)214, which recognize specific motifs. For example, methylation of 

the first cytosine of the 5′-CCATGG-3′ restriction site in Citrobacter freundii is facilitated by 

the MTase CfrBIM, which prevents cleavage by the restriction enzyme CfrBIR219,220. At the 

same time, methylation of the site also increases the expression CfrBIR and decreases the 

expression of CfrBIM219,220. ‘Orphan’ MTases, which do not have a cognate restriction enzyme, 

are considered involved in other biological processes. Indeed, cell cycle-regulated DNA MTase 

(CcrMT), which facilitates adenine methylation at 5′-GANTC-3′ in Caulobacter crescentus221, 

is involved in cell cycle regulation by insuring that the replication does not start before complete 

methylation of the chromosome222. Furthermore, adenine methylation is involved in directing 

the mismatch repair mechanism into the unmethylated base located in newly synthesized 

unmethylated strand. Finally, adenine methylation of 5′-GATC-3′ in promoters, which is 

established by DNA adenine methylase (Dam), is thought to regulate gene expression. Indeed, 

expression of these genes with high adenosine methylation has been increased after Dam 

removal223-225. These examples, illustrating the diversity of DNA methylation in prokaryotes 

both in establishment and function, are by no means exhaustive. However, since this work 
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focusses predominantly on eukaryotic processes, prokaryotic methylation will not be further 

discussed. 

DNA Methylation in Eukaryotes 

While in eukaryotes methylation can also be observed on adenine, it is by far most common on 

cytosine, where it gets attached to the fifth carbon of its pyrimidine ring, forming 5-

methylcytosine (5-mC). In contrast to the previously described epigenetic marks, DNA 

methylation, together with its oxidation products 5-hydroxymethylcytosine (5-hmC), 5-

formylcytosine (5-fC), and 5-carboxylcytosine (5-caC), is the only one to directly target the 

DNA molecule by forming a covalent bond. 5-mC most commonly occurs in the context of a 

cytosine upstream of a guanine (CG or CpG), although it also exists in different contexts usually 

termed CHG or CHH, where H is either A, T or C. Non-CpG methylation is rare and only 

occurs in certain cell types such as embryonic stem cells but also neurons or glia cells, and is 

thought to be involved in brain development and neurological disease226. Adenine methylation, 

on the other hand, is still not very well understood, however, research suggests that it is distinct 

from cytosine methylation, both in terms of involved proteins as well as function227. Indeed, 

adenine methylation is, in contrast to cytosine methylation, associated with gene activation 

rather than silencing228,229. For the rest of the manuscript, we will focus exclusively on CpG 

methylation. As with other epigenetic marks, addition and removal of the methyl group is a 

highly organized affair and is involved in physiological processes such as gene regulation, 

development and differentiation, imprinting, X-chromosome inactivation, and silencing of 

transposable elements. Methylation aberrations therefore could lead to defects in any of these 

processes and subsequently to pathologies, like cancer and obesity. In order to understand the 

different roles of DNA methylation, it is important to be able to quantitatively analyze its 

spatiotemporal occurrence in the genome at high resolution.   
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Methods for Assessment of 5-mC Methylation 

Since the discovery of chemical modifications on DNA nucleosides via paper chromatography 

in the 1940s230, and the establishment of the role of DNA methylation in the regulation of gene 

expression in the 70s231 and early 80s232, great strides have been made in the detection of DNA 

methylation across the genome. Early methods, however, lacked both resolution and 

throughput. 5-mC can be quantified by reversed-phase high performance liquid 

chromatography (RP-HPLC)233, which later also incorporated mass spectrometry234. These 

methods are not able to give information regarding the location of the methylation within the 

genome, but can be used to precisely quantify the overall ratio of modified to unmodified 

cytosine, e.g. between tissues or different species. One of the first methods to distinguish 

between methylated and unmethylated genomic regions takes advantage of  isoschizomer pairs 

of restriction enzymes with differential methylation sensitivity235. HpaII and MspI both 

recognize CCGG, however, HpaII can only cut the unmethylated sequence, while MspI can 

digest both. The digested DNA was subsequently radioactively labeled and separated by thin-

layer chromatography (TLC). The major disadvantage of such approach is that it has a low 

resolution as it is restricted to CCGG sites. 

Another way to determine the enrichment of 5-mC in specific genomic regions, is by 

immunoprecipitating methylated DNA with 5-mC-specific antibodies. The first step of 

methylated DNA immunoprecipitation (MeDIP) consists in fragmentation of extracted genomic 

DNA by sonication, followed by denaturation, and antibody precipitation236. The enriched 

DNA can subsequently be identified by qPCR, microarray analysis237 or high-throughput 

sequencing238. While this method does not provide methylation profiles at base pair resolution, 

methylation levels of regions can be quantified. Furthermore, unlike most base pair resolution 

methods (discussed below), MeDIP does not require harsh treatment of the DNA and, therefore, 

requires less sample material.  
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Figure 1.8: Determination of Methylation and Hydroxymethylation by Sequencing. Overview of 

the various conversion steps and final readouts for traditional BS, oxBS, TAB-Seq, TAPS, TAPSβ, and 

CAPS. 

A significant leap forward in detection of DNA methylation at base pair resolution, was the 

establishment of bisulfite sequencing (BS)239, which is still the gold standard for the 

quantification of DNA methylation today (Fig. 1.8; BS, oxBS, and TAB-Seq). Here, DNA is 

treated with sodium bisulfite that deaminates cytosine residues, but not 5-mC or 5-hmC, into 

uracil. Following this treatment, methylation levels of individual CpGs at a specific could be 

detected by PCR and subsequent Sanger sequencing, as uracil will be replaced by a thymine, 

while 5-mC or 5-hmC will still be read as cytosine. Overlay with the known non-converted 

sequence of the amplified fragment reveals the levels of CpG methylation at base pair 

resolution, and, by comparison with other samples, differentially methylated regions (DMRs) 

can be identified239. The emergence of next generation sequencing (NGS) techniques made 

genome-wide approaches for methylation analyses possible. Whole genome bisulfite 

sequencing (WGBS) represents the sequencing by NGS of a full genome upon bisulfite 

treatment and represents a powerful tool to cover almost the entire genome240,241. However, 

roughly 500 million reads of a length of 50-mers are needed to cover about 95% of all CpGs in 
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a human sample with at least one read, which is in many cases not particularly economical242,243. 

Moreover, the guidelines suggest a minimum of 15-fold coverage for a given cytosine for the 

calculation of methylation ratio. Depending on the objective of the project, reduced 

representation bisulfite sequencing (RRBS) may therefore be more suitable and sufficient244. In 

contrast to WGBS, where the DNA is usually sonicated, in RRBS, a restriction enzyme, such 

as MspI, can be utilized to fractionate the DNA. This leads to an enrichment of CpG-rich 

regions, such as many promoters, but also reduced coverage for CpG-poor regions, including 

many enhancers245. However, a lower number of total reads is needed (around 10 million), 

which makes this method more economical. In a given cell, a cytosine can be either methylated 

or unmethylated on each allele, therefore having a methylation level of 0%, 50%, or 100%. On 

the population level however, the percentage of methylation on a given cytosine represents the 

percentage of the methylated form at this cytosine in all sequenced alleles. Since cell 

populations, especially when harvested from organs with multiple tissues, are often 

heterogeneous, the obtained methylation readout might therefore be skewed by undesired cell 

populations in the bulk. This issue can be addressed by single cell bisulfite sequencing 

(scBS)246,247. However, since the source material is minimal (1 cell), degradation due to the 

bisulfite treatment becomes an even bigger issue and reduces the coverage even further in such 

techniques246,247. This can be increased to roughly 18% of all CpGs by switching the adaptor 

ligation and bisulfite treatment steps in the post-bisulfite adaptor tagging (PBAT) protocol248. 

Alternatively, one can also consider single-cell locus-specific bisulfite sequencing (SLBS), if 

coverage of the entire genome is not needed for the study249.  

BS is unable to distinguish between 5-mC and 5-hmC, an oxidative intermediate of 5mC 

observed in TET-dependent demethylation process (described in more detail later in this 

chapter). To address this issue, variations of the treatment protocol have been developed, such 

as oxidative bisulfite sequencing (oxBS-Seq)250 and TET-assisted bisulfite sequencing (TAB-
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Seq)251 (Fig. 1.8). OxBS-Seq involves oxidation of 5-hmC to 5-fC and of 5-mC to 5-hmC with 

potassium perruthenate (KRuO4). This results in deamination of 5-fC (initially 5-hmC) into 

uracil upon bisulfite treatment whereas the 5-hmC (initially 5-mC) is not converted. In TAB-

Seq, 5-mC is oxidized by a treatment with the TET enzyme, while 5-hmC is protected due to 

previous treatment with β-glucosyltransferase (βGT). In combination with traditional BS, 5-

mC and 5-hmC marks can thus be clearly distinguished. The role of TET enzymes in the 

removal of methylation, will be further explained later in this chapter. 

While still being the ‘gold standard’, bisulfite treatment comes with several caveats. First, the 

treatment itself is harsh as it produces abasic sites by depyrimidination, therefore leading to 

strand scission and DNA degradation, which is an issue for samples with low quantity of 

DNA252. Second, conversion of all unmodified cytosines, not only in the context of a CpG 

dinucleotide, to thymine leads to severe loss of sequence complexity, which, in turn, may cause 

poor sequencing quality for certain regions and skewed coverage of the genome253. The recently 

developed TET-assisted pyridine borane sequencing (TAPS)254, and the related TAPSβ and 

chemical-assisted pyridine borane sequencing (CAPS)254 (Fig. 1.8), provide a bisulfite-free 

alternative to BS-based methods. Taking advantage of the oxidizing enzymatic activity of TET 

on modified cytosine, conversion of only a much smaller portion of the genome is possible, 

allowing for genome complexity to be maintained. Together with CAPS and TAPSβ, which 

incorporate similar steps as oxBS-Seq and TAB-Seq, respectively, it is also possible to 

distinguish between 5-mC and 5-hmC in a bisulfite-free manner. 

Distribution of DNA Methylation Across the Genome 

Methods such as the ones described earlier allow to precisely localize methylated cytosines in 

the genome. Where does DNA methylation actually occur? And what distinguishes methylated 

regions from other genomic regions and among one another? Currently, genomic regions can 

be divided into three major groups, regarding their methylation status: (1) Fully methylated 
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regions (FMRs) with a methylation frequency of 50% or higher, (2) unmethylated regions 

(UMRs) with less than 10% methylation frequency, and (3) low methylated regions (LMRs) 

where the methylation frequency falls in between255 (Fig. 1.9A,C). As a general rule, DNA 

methylation levels generally seem to anti-correlate with the levels of CpG content in a given 

region. Indeed, in metazoan genomes, roughly 75% to 90% of CpGs, located mostly at CpG-

poor regions, are methylated255-257, making FMRs the most common of the three groups. FMRs 

are mostly found in intergenic regions, repeats, and introns255 (Fig. 1.9F), which is also not 

surprising since these features make up by far the bulk of the genome. UMRs, on the other 

hand, are CpG rich, mostly present in the promoter regions of genes, followed by intergenic 

regions and introns255 (Fig 1.9F). Most of the UMRs correspond to CpG islands (CGIs), which 

are defined as regions of at least 200bp in length, having a GC content of 50% or more, and an 

observed:expected ratio of CpG dinucleotides greater than 0.6258,259. CGIs are present in about 

50% of gene promoters, and most of them, especially the ones in the promoters of housekeeping 

genes, remain unmethylated255,260,261 (Fig. 1.9E). Conversely, aberrant hypermethylation of 

CGIs in tumor suppressor gene (TSG) promoter regions is a typical hallmark of many 

cancers262.  
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Figure 1.9: Features of the mESC Methylome255. A) Frequency of occurrence of CpG methylation 

percentages across the mESC genome. B) LMRs (red triangles) tend to be distal from genes, while 

UMRs (blue pentagons) tend to be proximal to genes. C) Average methylation of FMRs, LMRs, and 

UMRs. D) Distance of each feature from the TSS. E, F) Overlap of respective genome features with 

methylome features. 

LMRs, which cover about 4% of the mESC genome, are CpG-poor regions that can be usually 

found distal from the TSS in intergenic regions, repeats, and introns255 (Fig. 1.9B,D,F). Their 

sensitivity to DNase I, and enrichment in the enhancer-typical marks H3K4me1 and H3K27ac, 

support the case for LMRs being distal regulatory regions such as active enhancers255. 

Furthermore, LMRs are shown to be highly dynamic during differentiation, which may be the 

result of differential TF binding255. In the end, however, the exact methylation pattern is 

dependent on the sequence composition, mainly CG content, the cell type, and external stimuli 
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in healthy or diseased cells. Identification of differentially methylated regions (DMRs) between 

different cell types may, therefore, provide answers regarding underlying physiological or 

pathological mechanisms active in these cells, and perhaps even identify genes that are 

aberrantly regulated by epigenetic mechanisms in diseases. These could represent novel 

medical targets, whose expression could be changed by epigenome editing approaches. 

Establishment and Maintenance of DNA Methylation 

DNA methylation is established and maintained by DNA methyltransferases (DNMTs)263,264. 

The catalytically functional DNMTs in humans are DNMT1, DNMT3A, and DNMT3B265. 

DNMT2 and DNMT3L, which show sequence conservation with the other DNMTs, are also 

encoded, but have not shown to be active in DNA methylation, although DNMT2 has been 

shown to facilitate tRNA methylation266 and DNMT3L acts as cofactor for DNMT3A/B267. All 

metazoan DNMTs, with the exception of DNMT3L, contain a highly conserved C-terminal 

catalytic domain268,269. Moreover, both DNMT2 and DNMT3L lack an N-terminal regulatory 

part present in other DNMTs and consisting of several domains for molecular interactions 

(Fig. 1.10)270. DNMT2’s catalytic domain also contains a Cys-Phe-Thr tripeptide (CFT), that is 

not present in other DNMTs271,272. The N-terminal regulatory domain of DNMT1 consists of 

multiple subdomains, including 1) DNMT1-associated protein 1 (DMAP1) binding domain that 

links DNMT1 to histone deacetylation, by interacting with histone deacetylase 2 (HDAC2)273, 

2) replication foci targeting sequence (RFTS) for targeting the replication focus through direct 

binding to ubiquitylated histone H3 and facilitating maintenance of post-replicative 

methylation274,275, 3) CXXC domain for binding unmethylated DNA276, and 4) two bromo-

adjacent homology (BAH) domains. The regulatory domain of both DNMT3A and DNMT3B 

contains a Pro-Trp-Trp-Pro (PWWP) domain and an ATRX–DNMT3–DNMT3L (ADD) 

domain, which enable binding to histone H3 harboring trimethylation mark on lysine 36 

(H3K36me3) and an unmethylated lysine 4 (H3K4), respectively277. 
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Figure 1.10: Conserved Domain Structures of DNMTs278. All human DNMTs contain a highly 

conserved C-terminal catalytic domain that is truncated in the case of DNMT3L. With the exception of 

DMNT2, all DNMTs also contain a regulatory N-terminal domain, consisting of multiple subdomains. 

The catalytic reaction of adding a methyl group to the fifth carbon of cytosine (Fig. 1.11A) 

requires a rotation movement of the target base into close proximity of a cysteine residue within 

the catalytical motif IV of DNMT1/3A/3B 279,280. This cytosine interacts with the sixth carbon 

of the pyrimidine ring in a nucleophilic manner, opening up the fifth carbon for a methyl transfer 

from S-adenosylmethionine (SAM) as methyl donor279,280. 
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Figure 1.11: The DNA Methylation Reaction (adapted from 278 and 281). A) Methylation reaction of 

cytosine by DNMTs using S-adenosylmethionine (SAM) as a methyl group donor, resulting in 5-

methylcytosine (5-mC) and S-adenosyl homocysteine (SAH) as cofactor product. B) Classical model of 

de novo methylation by DNMT3 and methylation maintenance by DNMT1.  

De novo methylation is established by DNMT3A/B282,283 (Fig. 1.11B), and, although they do 

not target specific DNA motifs, their binding is targeted to unmethylated H3K4 residues by 

their ADD domain284. This leaves regions with enrichment for H3K4me1 and H3K4me3, which 

are characteristic for enhancers and promoters, respectively, protected from de novo 

methylation. DNMT1, on the other hand, is responsible for methylation maintenance274 

(Fig. 1.11B). This is facilitated by its RFTS domain, which targets DNMT1 to replication foci, 

where it subsequently methylates the hemimethylated DNA strands274. The responsibility of 

DNMT1 maintenance and DNMT3 for establishment of DNA methylation is, however, not 

strict. Inactivation models of DNMT3 isotypes have shown progressive loss of methylation at 

certain loci, implying a contributive role of DNMT3 also in maintenance281. Similarly, some de 

novo activity of DNMT1 was reported in vitro as well as in DNMT3s KO cells in vivo285-290. 

Moreover, the affinity of DNMT1 to hemimethylated DNA makes it active at hemimethlyated 

sites outside the replication fork. This led to a model that proposes that DNMT3s add a methyl 

group on a CpG de novo on one strand while DNMT1 adds a methyl group on the corresponding 

CpG on the other strand (Fig. 1.11B)291. This methylation pattern is then maintained during 
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replication by DNMT1 but could also be changed by the activity of demethylases and 

transcription factors. However, this model does not imply that DNMT1 is needed for the 

replication-independent addition of methyl groups on hemimethylated DNA, as DNMT3s can 

perfectly fulfill this role because they have a similar affinity to unmethylated and 

hemimethylated DNA. 

DNMT activity is regulated on multiple levels, including transcriptionally by alternative 

splicing, post-translational modifications, and interaction with various cofactors. Splicing 

variants are most prominently found in DNMT3B and vary in enzymatic activity292,293. In 

cancer, more than 20 transcripts of DNMT3B have been identified, some of which missing parts 

of the catalytic domain and some retaining intron sequences293. These aberrant isoforms, e.g. 

DNMT3B7, have been found to affect the methylation of certain CGIs and the expression of 

the corresponding genes293. As example for post-translational regulation, DNMT1 can be 

methylated at lysine residues 142 and 1094294,295, thus marking the protein for degradation. 

However, phosphorylation of serine 143 prevents the neighboring methylation, and, therefore, 

protects from degradation296. The aforementioned DNMT3L is an important cofactor for the 

activity of DNMT3s as it interacts with both DNMT3A and 3B267,297. Moreover, it was shown 

that two copies of each of DNMT3A and DNMT3L form a complex with increased DNA 

affinity298. Finally, although DNMT1 can, à priori, bind hemimethylated DNA, its interaction 

with protein E3 ubiquitin-protein ligase UHRF1 (Ubiquitin-like, containing PHD and RING 

finger domains, 1) is essential for it to perform its maintenance function299,300. UHRF1 shows, 

via its SET and RING Finger-associated (SRA) Domain, high affinity for hemimethylated DNA 

and renders the modified cytosine more recognizable for DNMT1301,302. Furthermore, UHRF1 

mutants show global hypomethylation299. In addition, DNMT1 can also interact with 

proliferating cell nuclear antigen (PCNA), which facilitates recruitment to replication foci303. 

This interaction was first deemed necessary, however, more recent studies have shown that 
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global methylation levels in post-replicative cells with PCNA-binding domain mutants is still 

maintained304,305. 

Although an increasing number of factors regulating DNMT activity, as well as their interaction 

with chromatin, is being identified and understood, several biological mechanisms, such as the 

adaptation to external and internal stimuli, remain to be elucidated.  

DNA Demethylation 

Unlike other epigenetic modifications, DNA methylation is considered to have a long term 

stability. In fact, until recently, the presence of active DNA demethylation mechanisms was not 

proven. However, it is now established that DNA methylation is reversible. In general, DNA 

methylation can be removed by two distinct mechanisms: active and passive (Fig. 1.12A). 

Passive demethylation implicates the absence or inhibition of the methylation maintenance 

machinery during replication of DNA. Assuming a total absence of DNA methylation 

maintenance, each round of replication transforms one methylated strand into a hemimethylated 

double strand of DNA (50% loss), producing a progressive dilution of methylation over 

consecutive replication cycles.  

Active demethylation involves ten-eleven translocation (TET) proteins that catalyze the 

sequential oxidation from 5-mC to 5-hmC306-308, 5-fC309, and 5-caC309,310. Although the first 

step during TET-mediated demethylation is active involving the enzymatic activity of TETs, 

the following step can be either passive, as the oxidation products of 5-mC are not recognized 

by DNMT1 and therefore not maintained during replication311, or active, by thymine DNA 

glycosylase (TDG)-mediated excision of 5fC and 5caC and subsequent base excision repair 

(BER)310,312,313.  
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Figure 1.12: Active and Passive DNA Demethylation. A) Sequential oxidation from 5-mC to 5-hmC, 

5-fC, and 5-caC by TET proteins, which is followed by either active removal via TDG/BER or passive 

dilution via replication. If the methylation maintenance machinery is inhibited, dilution may also occur 

directly from 5-mC. B) The different human TET proteins and their domains. 

There are three main TET proteins in humans, TET1, TET2, and TET3, all of which oxidize 5-

mC using iron(II) (Fe(II)) as a cofactor and oxygen and α-ketoglutarate as substrates, 

respectively314. All TET proteins contain a double-stranded β-helix (DSBH) domain and a 

cysteine-rich domain (Cys-rich) (Fig. 1.12B). The former catalyzes the reaction between 5-mC, 

α-KG, and Fe(II), while the latter stabilizes the complex314. Upon interaction of TET proteins 

with DNA, both domains will come together forming a catalytic pocket. The methyl group is 

inserted into this pocket, however it does not have direct contact with the protein, thus allowing 

other oxidized forms of cytosine to be substrates of TET315. Two pathways could be used to 

replace the oxidized forms by an unmodified cytosine. One pathway involves excision of 5-fC 
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or 5-caC by TDG and repair of the single-strand break by BER313. The other pathway depends 

on passive dilution during replication, which can be explained for by the lower affinity of the 

DNMT1 cofactor UHRF1 to hemihydroxmethylated CpG dyads316,317. 

5-mC and all its oxidation products are suitable substrates for TET proteins. However, affinity 

towards the different substrates may vary. For example, human TET1 and TET2 catalyze the 

reaction from 5-mC to 5-hmC faster than the subsequent conversions from 5-hmC to 5-fC and 

5-fC to 5-caC309,318. Also the genomic context may play a role, as TET2 prefers 5-mC substrates 

in a CpG context rather than CpC or CpA, although these reactions are also catalyzed315. At the 

CpG dyad there are 25 possible substrates depending on the modification status of either strand, 

all of which, with the exception of completely unmethylated, hemicarboxylated, and fully 

carboxylated, are substrates for TET313,319. Except for the aforementioned preference of 5-mC, 

there is no difference in affinity at the dyad in regards to the modification status of 

complementary strand319. Substrate and cofactor availability also influence reaction kinetics of 

TETs. For instance, overexpression of isocitrate dehydrogenase 1 (IDH1) and IDH2, which 

produce α-KG, has been shown to increase global 5-hmC levels320, while downregulation of 

IDH2, as is the case in certain cancers, leads to a decrease in global 5-hmC levels321. 5-hmC 

levels also correlate with cellular Fe(II) levels. For example, it has been shown that deprivation 

of cellular iron with a specific chelator stops 5-hmC production, while addition of iron increases 

5-hmC levels322. In addition, both TET and TDG activity can be regulated on post-

transcriptional and post-translational levels by a vast array of microRNAs (miRNAs) as well as 

ubiquitylation, phosphorylation, and GlcNAcylation323-325. TET1 and TET3 contain a CXXC 

domain314, while TET2 directly interacts with IDAX a protein containing CXXC domain314,326. 

Interestingly, IDAX was once part of ancestral TET2, however, it became separated by 

chromosomal gene inversion326. The CXXC domain, through its preference to unmethylated 

cytosines is probably responsible for the enrichment of TET proteins at these sites leading to 
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their protection from methylation 327. However, also truncated isoforms of TET1, which lack 

the CXXC domain and can be found in mice, localize, with lower affinity, to these regions328. 

This suggests that CXXC plays only a partial role in TET localization. In fact, evidence suggests 

that recruitment of TET to specific genomic locations is facilitated by a multitude of different 

DNA-binding interaction partners. For instance, alongside the process of differentiation of 3T3-

L1 pre-adipocytes to mature adipocytes, both TET3 enrichment and DNA demethylation were 

observed around regions bound by CTCF and peroxisome proliferator-activated receptor-γ 

(PPARγ)329,330, which leads to adipogenic transcriptional enhancer hydroxymethylation, 

suggesting that these factors could be involved in the recruitment of TETs. The RE1-silencing 

transcription factor (REST) has also been shown to recruit TET3 to its binding sites331, as was 

TET2 recruitment by the pioneer transcription factor (PF) PU.1332. Finally, both TET1 and 

TET2 colocalize with the pluripotency factor NANOG, while depletion of the latter reduces 

TET binding333. Taken together, these findings indicate a strong relationship between TET 

localization and the binding of certain TFs. The exact extent of TF-TET interactions is still 

unknown, but evidence suggests that the findings to date are just the tip of the iceberg. 

Furthermore, cell type-specific interactions between TFs and TET proteins as well as DNMTs 

may shine a light on the establishment of cell type-specific DNA methylation and chromatin 

landscapes. 

Roles of DNA Methylation in Cell Physiology 

DNA methylation is involved in a multitude of physiological and pathological processes 

(Fig. 1.13). One of the most prominent functions of DNA methylation is the silencing of genes. 

Although there is a strong correlation between DNA methylation at regulatory elements and 

gene silencing261, the exact mechanisms by which the two are linked is still not fully understood. 

Initially, it was thought that methylated DNA is refractory to TF binding and can only recruit 

methyl-CpG-binding domain (MBD) proteins334,335, which in turn interact with HDACs and 
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nucleosome remodeling complexes, ultimately leading to less accessible chromatin336,337. 

Furthermore, interactions between DNMT3s, and H3K9 methyltransferases338,339, 

HDACs340,341, as well as remodelers such as lymphocyte-specific helicase (LSH)338,342, which 

form complexes, result in the establishment of heterochromatin. This initial hypothesis seems 

to be only part of the answer, since recent studies show that only a subset of TFs seem to be 

methylation sensitive, while others are either not sensitive or have a preference to methylated 

sites. A recent study using SELEX shows that only around 22% of all tested human TFs actually 

are methylation sensitive343. Moreover, certain TFs that can bind to methylated DNA were 

shown to initiate demethylation of the region around their binding site255,344. A renowned 

example for genes silenced by CGI promoter methylation are germline-specific genes345, which 

can be reactivated in cell lines by DNMT mutations345,346, knockdown347 or knockout348. 

 

 

Figure 1.13: The Roles of DNA Methylation. DNA methylation is involved in a series of physiological 

processes. Therefore, its aberrations could also contribute to the development of certain diseases. 

Due to spontaneous deamination from 5-mC to T349 and the potential of DNMTs to cause DNA 

lesions350, DNA methylation could be considered genome-destabilizing or even cytotoxic. And 
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indeed, in higher organisms the observed CpG content is only about a fifth of the expected 

value351,352. Oddly enough though, most CpGs are still methylated despite the mutagenic 

potential of 5-mC255-257. Another way to see it, is that DNA methylation is a driving power of 

evolution as it accelerates the mutational capacity of the genome. Indeed, when looking at 

genetic differences between the human and chimpanzee genomes, one can observe a much 

higher variability in CGs that are methylated in one of the genomes. Moreover, it has been 

found that DNA methylation actually contributes to genome stability, since not only genes can 

be silenced by it, but also retrotransposons353,354, self-amplifying genetic elements, which get 

reinserted into other sites within the genome. Knockout of DNMT1 in mouse embryos, for 

example, results in reactivation of intracisternal A particle (IAP) retrotransposon expression 

and lethal developmental defects355. A special case is the newly identified DNMT3C354,356, 

which protects from IAP retrotransposition in mouse testis. Knockout of DNMT3C, which has 

so far only been discovered in mice, results in smaller testis and infertility354. Finally, DNA 

methylation could contribute to genomic stability simply due to its role in chromatin 

compaction that protects DNA from insults. 

Two further physiological examples for the involvement of DNA methylation-mediated 

silencing in biological functions are gene imprinting and X-chromosome inactivation. Gene 

imprinting results in stable mono-allelic expression of genes that is already established in the 

germlines. In most cases, imprinting depends on the parental origin of the allele and is 

controlled by differential methylation of regulatory regions called imprinting control regions 

(ICRs). In other words, the ICRs are methylated specifically either in the maternal (maternal 

imprinting) or in the paternal (paternal imprinting) germline, thus resulting in differential 

expression of the genes regulated by these ICRs 20 ICRs which are able to retain methylation 

during development, have been identified in the maternal germline, while only three paternally 

imprinted ICRs, all of which are intergenic, have been identified357.  
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Figure 1.14: Regulation of the Igf2/H19 Locus via Imprinting358. CTCF is able to bind the 

differentially methylated domain (DMD)/ICR on the maternal chromosome, setting a boundary which 

enables H19, but not Igf2, expression. On the paternal allele, the ICR is methylated, thus prohibiting 

CTCF binding, which allows loop formation between the enhancers and Igf2, ultimately leading to is 

expression. 

This allele specific methylation regulates gene expression in multiple ways. An excellent 

example of imprinting is the epigenetic control of the insulin-like growth factor 2 (Igf2)/H19 

gene cluster (Fig. 1.14). The genes are reciprocally imprinted, leading to Igf2 expression 

exclusively from the paternal allele while H19 is expressed from the maternal allele. Key to this 

imprinted control are two regulatory regions, one pair of shared enhancers downstream of H19 

as well as an ICR in between Igf2 and H19. The ICR contains a CTCF-mediated boundary site 

that is methylated in the paternal allele, thus preventing CTCF binding and disruption of the 

boundary, ultimately leading to loop formation between the enhancers and Igf2, and the 

expression of the latter. Vice versa, on the maternal allele, the ICR is unmethylated, thus 

allowing CTCF binding and loop formation with H19 (summarized in 359 and 360) while 

insulating Igf2 and Ins2. ICRs are established during oocyte growth, when global methylation 

is re-established267,361-364. ICRs, unlike other regulatory regions, contain a large number of zinc-
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finger protein 57 (ZFP57) motifs365,366. ZFP57 contains a KRAB domain, which in turn recruits 

DNMT1, UHRF1, and other silencing factors365. This ensures selective DNMT activity and, 

therefore, repression of the maternally imprinted genes throughout development. 

X-chromosome inactivation (XI) is the silencing of one of the two X-chromosomes in females, 

which allows equivalent expression of X-related genes between males and females. XI is 

initiated by coating of the X-chromosome with the long non-coding RNA (lncRNA) X-inactive 

specific transcript (XIST), which is produced by the very same chromosome it is going to 

silence367. Gene silencing is subsequently established by the XIST-mediated recruitment of 

various factors involving histone modifiers and nucleosome remodelers368. For example, 

Drosophila Split ends homolog (SPEN), is recruited to XIST via its multiple RNA binding 

domains369, and, in turn, recruits HDAC3 and other transcriptional corepressors370. Other 

complexes recruited are polycomb repressive complex 1 (PRC1) and PRC2369,370, which are 

responsible for establishing repressive H3K27me3 marks. This is followed by the recruitment 

of DNMT3B and the acquisition of DNA methylation that is thought as a way to further 

maintain the repression of genes on the inactivated X chromosome as H3K27me3 is more easily 

reversible than DNA methylation. How DNMT3B is recruited to the inactivated X remains 

elusive371.  

DNA methylation in Development and Differentiation 

Subsequent to its role in development and the determination of cell fate, DNA methylation is 

also involved in the formation and function of tissues, organs and whole organisms. Therefore, 

both in the germline and embryogenesis, it is extremely important to establish a correct pattern 

of DNA methylation that will contribute grandly to the determination of gene expression 

profiles of the gametes and the embryo. In order to set up the correct pattern of methylation, the 

genome first undergoes genome-wide demethylation at the early stages of both developmental 

stages. In the fertilized zygote, demethylation is first actively mediated through TET3, and is 
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accompanied with a rise in 5-hmC levels372,373. The second phase in early embryonic 

demethylation occurs passively, with 5-mC levels reaching their low point at the pre-

implantation blastocyst stage374. This phase occurs due to the absence of DNMT1 and the fact 

that UHRF1 and DNMT1o, the DNMT1 isoform expressed in oocytes, are largely excluded 

from the nucleus in the very early embryo374,375. Subsequently, post-implantation, methylation 

patters are de novo established by DNMT3A, DNMT3B, and DNMT3L376, although in humans 

the latter is not crucial for this step377. How DNA methylation pattern is reestablished post-

implantation depends on several factors including sequence composition and transcription 

factor availability, and is still a matter of intense research.  

Certain cells within the epiblast, which is one of the two layers of the inner cell mass of the 

post-implantation blastocyst, are reprogrammed to become primordial germ cells (PGCs). At 

this stage, a second global demethylation event takes place, which, in contrast to the one in the 

fertilized egg, starts with a passive phase and later switches to active demethylation mediated 

by TET1 and TET2378-381. While both events occur globally, they do not cause complete 

demethylation of the genome. In fact, in both mice and humans about 20% of parental 

methylation is retained in the inner cells mass of the pre-implantation blastocyst382,383. These 

regions include among others the aforementioned ICRs366,384,385, where methylation is retained 

thanks to the activity of ZFP57366. While these ICRs remain stably methylated, the remaining 

methylated regions, which cover also by far a larger portion of the genome, may get 

reprogrammed at later stages of development383,386,387, or belong to retrotransposons383,388. On 

the other hand, in PGCs, the methylation level drops to around 6-8% and occurs mostly at 

retrotransposons382. At this point, also ICRs get demethylated in a TET-mediated manner389. 

Remethylation of PGCs on their way to mature germ cells, results in methylation levels of 

roughly 80% in sperm, similar in pattern to somatic cells, and about 50% in oocytes376,382,390. 

The comparatively low methylation levels in oocytes are most likely due to the retention of 
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DNMT1o and UHRF1 to the cytoplasm by the regulator Stella391. When Stella is experimentally 

depleted, UHRF1 accumulates in the nucleus, which in turn leads to translocation of DNMT1o 

and an increase of methylation by roughly twofold, accompanied by female infertility391. 

Interestingly, this finding may be an indication of de novo methylation capabilities of DNMT1 

in the oocyte. Most of the de novo methylation in germ cells, however, is mediated by 

DNMT3A in both humans and mice376,377, as well as DNMT3C in sperm354,356 of mice and rats. 

Furthermore, DNMT3A activity in mice germ cells needs to be mediated by DNMT3L376, while 

in humans, DNMT3L is not expressed at this stage377. 

While methylation at the stage of the epiblast reaches roughly the same levels of adult somatic 

tissues, extra-embryonic tissue, such as visceral endoderm and the extra-embryonic endoderm, 

and later also the placenta remain in a hypomethylated state relative to the epiblast392-394. The 

hypomethylated state is probably a consequence of a lower expression of DNMT3 enzymes392. 

Interestingly, embryonic cells in the freshly methylated epiblast are still pluripotent, suggesting 

maintenance of the methylation patters of pluripotent stem cells (PSCs) throughout life. While 

the acquired methylation pattern of the epiblast stage is largely maintained, adult tissues show 

focal but distinct differences among each other, e.g. at enhancers, resulting in tissue-specific 

DMRs386,394-396. Pluripotency TFs such as OCT4 establish and maintain regions of accessible 

chromatin, or nucleosome-depleted regions (NDRs)397. NDRs can be found in the distal or 

proximal regulatory regions of OCT4 and NANOG, another pluripotency gene, respectively, as 

well as other target genes397. During differentiation, silencing of these genes coincides with 

hypermethylation and nucleosome enrichment. In case of OCT4, silencing is initiated by a 

repressor, and subsequent G9A-mediated H3K9 methylation, which in turn recruits 

heterochromatin protein 1 (HP1)398. Hypermethylation occurs as the last step and can be 

established by both DNMT3A and DNMT3B398,399. 
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Role of DNA Methylation in Cell Plasticity 

Throughout development, cells acquire a tissue-specific phenotype, usually without changes in 

genotype. While the established cell fate is relatively stable, cells of a certain type maintain a 

certain degree of plasticity, which allows them to transdifferentiate into closely-related cell 

types. An example for that would be the transdifferentiation from glucagon-producing α 

pancreatic cells to insulin-producing cells following severe β cell ablation400. Another example 

for tissue plasticity following external stimuli are thermogenic adipocytes. While white adipose 

tissue (WAT) represent the vast majority of adipocytes and are responsible for energy storage, 

brown adipose tissue (BAT) expends energy rather than storing it and thereby contributes to 

non-shivering thermogenesis401,402. Active BAT is associated with a healthy phenotype, 

correlating with lower body mass indices (BMI) and a lower risk for diabetes403. Characteristic 

for BAT is a high enrichment in mitochondria and high expression of uncoupling protein 1 

(UCP1) present on the inner mitochondrial membrane. UCP1 is responsible for the uncoupling 

of oxidative respiration from ATP synthesis, and, therefore, energy expenditure in form of heat. 

Interestingly, after being exposed to cold temperatures, ‘browning’ occurs within WAT, 

generating cells phenotypically similar to brown adipocytes and called “beige” or “brite”404-406. 

Just as BAT, these beige adipocytes also express UCP1404. The exact origin of beige adipocytes 

remains elusive, with both transdifferentiation from mature white adipocytes407, or 

differentiation from precursors408,409 being possible explanations. A multitude of TFs and 

effectors that contribute to the ‘brown’ phenotype, have been identified. One of which is PR 

domain containing 16 (PRDM16), which gets recruited to the regulatory regions of BAT marker 

genes, such as the aforementioned UCP1 and cell death-inducing DNA fragmentation factor 

alpha-like effector A (Cidea)410,411. This recruitment is in turn facilitated by other TFs, including 

proliferator activated receptor gamma (PPARγ)410, and PPARγ coactivator 1-alpha (PGC1α)411. 

While the former is expressed in both WAT and BAT, its binding is cell type specific412, with 
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UCP1, PRDM16, and PPARγ itself as its targets in BAT. Finally, another striking example of 

cell type plasticity is the capacity of several cell types to dedifferentiate into embryonic stem 

cell like cells called induced pluripotent cells (iPS) through the ectopic expression of key 

TFs179,413. In all the aforementioned examples, the role of epigenetic modifications is key as 

these cells change phenotype without any change in the DNA sequence. For instance, several 

papers indicated the importance of DNA methylation changes in iPS generation exemplified by 

an increase in the reprogramming efficiency due to 5-azacytidine treatment414. While genome 

wide methylation analysis establishing DMRs between white, brown, and beige adipocytes 

have yet to be conducted, several studies have shown a link between the methylation status of 

BAT marker genes, their expression, and the ultimate phenotype. Indeed, it was shown that cold 

exposure leads to demethylation and chromatin remodeling at the UCP1 enhancer inducting its 

expression415. It has also been shown that receptor-interacting protein 140 (RIP140) is 

responsible for recruitment and assembly of DNMTs and HMTs at the UCP1 enhancer, thus 

maintaining its repression416. RIP140-mutant cells, on the other hand, exhibit higher energy 

expenditure and UCP1 expression417. In mice lacking Janus kinase Tyk2, hypermethylation and 

a decrease H3K4me3 at the promoters of both UCP1 and Cidea, together with decreased 

expression and thermogenesis was reported418. Furthermore, elevated non-CpG methylation of 

the PGC1α promoter, accompanied with lower expression and number of mitochondria, has 

been observed in skeletal muscle cells of diabetes patients419. Furthermore, RRBS has identified 

31 differentially methylated promoters between WAT and BAT, five of them belonging to 

members of the Hox gene family, whose expression anti-correlated with the methylation 

level420. Since there is a bias for CG-rich regions, which are usually present at promoters, RRBS 

does not cover other regulatory regions, such as enhancers. This issue can be addressed by 

WGBS. Taken together, these findings indicate a crucial role for DNA methylation in 

adipogenesis and the robust maintenance of the thermogenic program. However, only locus-

specific methylation analysis has been performed, while genome wide approaches could 
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provide us with tissue specific DMRs, shedding light on possibly affected genes that may have 

been missed in previous studies. 

DNA Methylation in Cancer 

As DNA methylation plays important roles in the regulation of physiological processes, it is no 

surprise that divergent DNA methylation is a hallmark of plethora of pathologies and diseases. 

For instance, aberrant distribution of DNA methylation is also an important hallmark in many 

cancers. In particular, two major aberrations of DNA methylation could be observed in cancer: 

(1) global hypomethylation, and (2) local hypermethylation at CGIs. Cancer-related DNA 

hypomethylation occurs mostly at repetitive sequences, introns, and gene bodies421, resulting in 

chromosomal instability due to mitotic recombination events, and reactivation of transposable 

elements, and ultimately leading to deletions, chromosome aberrations and aneuploidy422-424. 

Also imprinted genes may get reactivated, such as insulin-like growth factor 2 (Igf2), which is 

a risk factor in colorectal cancer425. Furthermore, the degree of loss of DNA methylation seems 

to follow the progression of the disease, as a mouse model for skin cancer has shown 

progressive loss of global 5-mC from initially clonal expansion to a malignant carcinoma426. 

DNA hypermethylation, on the other hand, can be observed at CGIs including those at the 

promoters of tumor suppressor genes (TSGs). These genes are responsible for processes such 

as proliferation regulation, cell cycle control, apoptosis, and angiogenesis, and their inactivation 

leads to the acquisition of several cancer hallmarks such as uncontrolled proliferation with no 

contact inhibition, apoptosis evasion and de novo angiogenesis427,428. Moreover, these 

differences in methylation levels and distribution can be used to distinguish healthy tissue from 

cancer tissue429,430, but also as a biomarker in bodily fluids, such as serum or urine, for clinical 

diagnostic431-433.  

An excellent case for the involvement of DNA methylation in cancer is hepatocellular 

carcinoma (HCC) 434,435. Prominent examples for TSGs with hypermethylated promoter regions 
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in HCC are p16INK4a, p15, RASSF1A, and GSTP1, with observed methylation frequencies of 16-

83%, 42-47%, 59-75%, and 41-76%, respectively, in comparison to 0-10% in adjacent normal 

tissue435-438. Hepatitis B virus (HBV) infection is a major risk factor for HCC and it might as 

well be involved in DNA hypermethylation events observed in HCC. Indeed, it has been found 

that HBV encoded protein X (HBx) that is expressed upon HBV genomic insertion, leads to an 

increase in the expression of DNMTs via its transactivation domain439-445. DNA 

hypomethylation and hypermethylation of specific TSG promoters may also occur at different 

stages of cancer development and can be either a cause or consequence of cancer progression. 

For instance, p16INK4a, p15, RASSF1A, and GSTP1 hypermethylation is usually observed at all 

stages of HCC, while SYK and CHFR methylation only occurs at later stages446-448. A recent 

study in acute myeloid leukemia (AML) has also shown that hypomethylation at the initial 

stages is due to a mutation in DNMT3A, which occurs in about 25% of AML449. 

Hypermethylation of CGIs, on the other hand, is observed in the later stages of AML with wild-

type DNMT3A, most likely as a consequence of cancer progression, since this increase in 

methylation can also be achieved in hematopoietic stem cells after cytokine-mediated 

expansion449. These stage-related methylation changes could therefore be used as classification 

biomarkers. 

 

Figure 1.15: Mode of action of 5-Azacytidine450. A) Chemical formula of 5-azacytidine (also known 

as azacitidine or Vidaza) B) 5-Aza integrates newly synthesized DNA leading to inhibition of DNMTs 

and loss of maintenance of DNA methylation following DNA replication. 
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Alongside HDAC inhibitors, which can cause cell cycle arrest and apotosis451, approved 

epigenetic therapies against cancer already exist in the form of 5-azacytidine (5-aza) and 5-aza-

2′-deoxycytidine, which are DNMT-inhibiting cytidine analogs that get incorporated into the 

genome upon DNA replication452-454 (Fig. 1.15). This causes progressive DNA demethylation 

in proliferating cells, which makes this treatment somewhat selective for cancer cell, although 

the exact affected cell type cannot be controlled. However, due to the random incorporation of 

5-aza into the genome, demethylation occurs indiscriminately of the region, potentially hitting 

undesired targets. Furthermore, 5-aza has not been shown to be effective in the treatment of 

solid tumors452. Consequently, there is demand for more targeted approaches, ideally only 

affecting TSGs. 

DNA Methylation in Obesity and Diabetes 

Indications of the impact of DNA methylation on two related metabolic diseases, obesity and 

diabetes, have emerged in recent years. As with the aforementioned role of DNA methylation 

in regulating lineage commitment of adipocytes for thermogenesis or energy storage, abnormal 

methylation has been observed concordant with altered adipokine levels and expression of key 

lineage markers. The levels of Leptin, a key adipokine responsible for maintaining energy 

homeostasis and body weight, are highly increased in patients with obesity455. The expression 

of leptin negatively correlates with the methylation levels at its promoter456. High expression in 

adipocytes correlates with hypomethylation of the promoter while low expression in non-

adipocytes coincides with its hypermethylation. A more direct evidence of the importance of 

DNA methylation in the regulation of Leptin, came from a study showing that its expression 

can be increased in non-adipocytes by inhibiting DNMTs456. Interestingly, high-fat diets in 

rodents, increase, on a long-term scale, DNMT recruitment and methylation levels at the Lep 

promoter, after initial decrease in methylation457,458. This may suggest that methylation the Lep 

promoter could represent a feedback response to curb the initially increasing leptin levels. 
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Another adipokine with altered levels in obesity is adiponectin, a major regulator of glucose 

and lipid metabolism459. In both mice and humans, adiponectin gene promoter 

hypermethylation is observed in concordance with lower adiponectin levels460,461, which in turn 

correlates with obesity, increased insulin resistance and diabetes462. In humans, methylation 

levels of the ADIPOQ promoter in subcutaneous adipose tissue (SAT) correlate with body-

mass-index (BMI) and plasma levels of LDL cholesterol461. Recent studies have even suggested 

a transgenerational relationship between epigenetics and obesity. Maternal obesity in rodents 

has been shown to induce hypomethylation of the CGI in the Zfp423 promoter of the fetal 

adipose tissue463. Zfp423 is a key regulator of adipogenesis and its overexpression leads to 

increased adipose expansion463. Its high expression is therefore an important factor in the 

predisposition to obesity observed in the offspring of obese female mice. On the other hand, 

humans conceived in cold months tend to have a lower BMI and higher respiratory activity464. 

A similar relationship has been observed between the date of conception and BMI and BAT 

activity in humans. Moreover, cold exposure of male mice before mating increases BAT 

activity and ameliorates obesity related effect in the offspring464. Here, Adrb3, a gene that 

responsible for β-adrenergic stimulation in BAT, has been found hypomethylated in sperm464. 

While the connection between DNA methylation and metabolic diseases has been made over 

the last decade, growing evidence already suggests its importance for understanding obesity 

and diabetes. However, it is important to keep in mind that most of these studies remain 

observational or correlational. It is therefore important to address the causality of such 

epigenetic events in diseases by epigenetic editing.  

It has to be noted at this point that DNA methylation, while involved in all the previously 

described physiological and pathological processes, is not the only player, but rather a piece in 

the puzzle of our understanding of the machinery involved in gene expression regulation and 

its aberrations. Moreover, the causative role of epigenetic modifications, including DNA 
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methylation, in both normal and aberrant transcription regulation is a matter of intense debate. 

Indeed, a lot of studies tend to imply causality from correlations, which is wrong no matter how 

strong the correlations are. This being said, not many would argue against the important 

causative implication of DNA methylation in the mechanisms described above. The important 

next step is to try to understand when are changes in DNA methylation causative and when, on 

the contrary, these changes are mere effects of other events. This also applies on changes in 

other epigenetic marks such as histone modifications and nucleosome remodeling that usually 

go hand in hand with DNA methylation changes.  

Finally, it is important to note that genetic predispositions, mutations and aneuploidy have the 

strongest impact on both cancer and metabolic diseases. So why is it important to study the less 

obvious epigenetic component of these diseases? A part of the answer resides in the important 

fact that, unlike genetic aberrations, epigenetic modifications are easily reversible. Therefore, 

finding differences in DNA methylation between healthy and diseased individuals/cells may 

provide us with novel medical targets. 

DNA Methylation and its Relationship with TFs – Identification of Super Pioneer 

Transcription Factors (SPFs) 

While the exact relationship between TF activity and DNA methylation remains elusive, a more 

comprehensive picture of possible binding modes is emerging (Fig. 1.16). Traditionally, DNA 

methylation has been regarded as an obstacle for TF binding, and only factors with a 5-mC-

binding domain (MBD) are able to bind methylated DNA335,465-467. While for some TFs, the 

methylation itself might be the obstacle, in other cases occupation by an MBD protein and 

resulting formation of heterochromatin may be the reason for obstruction. However, in recent 

years other TF-5-mC relationships have emerged. One already mentioned example for a TF 

which selectively targets methylated DNA sequences is ZFP57 that binds at ICRs where it 

retains methylation for imprinting purposes366,468. Another example is Kaiso, a repressive TF 
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with multiple DBDs, that can bind methylated DNA with its C2H2 ZF domain469. Interestingly, 

it has been shown that amongst its targets is the methylated promoter of the TSG p16470,471. 

Since it does not bind its methylated motif under all circumstances,472 however, the relationship 

between Kaiso and its methylated binding site may be cell type specific. The list of TFs able to 

bind 5-mC is continuously expanding and includes many representatives with ZF DBDs, and 

also known pioneer factors such as KLF4, GATA4, and FOXA1473. Findings suggest that 

hydrophobic interactions, due to amino acid residues such as arginine, facilitate 5-mC binding, 

and indeed, structural similarities can be found between KLF4, and methyl-CpG-binding 

protein 2 (MeCP2)474,475. In general, however, proteins with a variety of DBDs including ZF, 

homeobox, bHLH and E2F have shown 5-mC-binding potential475. Furthermore, the sequence 

context between methylated and unmethylated motifs of the same TF may change. Indeed, 

KLF4 recognizes the TCCmCGCCC motif only if the CpG is methylated, while its canonical 

motif TTTACGCC is only bound when unmethylated475. Also the affinity to motifs, which are 

recognized in both methylated and unmethylated context, may differ. Keeping KLF4 as an 

example, in vitro pulldown-coupled MS/MS experiments have shown higher affinity for the 

methylated GGGCGTG motif, rather than the unmethylated one476. 
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Figure 1.16: Interaction Modes between TFs and DNA473. While it was traditionally considered that 

DNA methylation prevents TF binding, either due to inability to bind to methylated DNA (A) or due to 

MBD-facilitated obstruction (B), new binding scenarios emerge, where methylated motifs are preferred 

(C), or differential binding between methylated and unmethylated motifs occurs (D). 

An important question regarding the relationship between DNA methylation and TFs is that of 

cause or consequence. As mentioned before, historically it was believed that DNA methylation 

dictates TF binding or absence thereof. And while this is certainly true for some TFs, other TFs 

have been shown to influence the methylation status upon binding in a certain location 

(Fig. 1.17A). Examples for local demethylation after binding are the architect of chromatin 

CTCF and RE1-silencing transcription factor (REST)255. In a study by Stadler et al., a reporter 

region was inserted into an epigenetically neutral locus within the mouse genome. The region 
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was either in vitro methylated prior to insertion or not, and either contained a wild-type or 

scrambled CTCF motif. It has been shown that in case of the wild-type motif, CTCF is getting 

recruited and, as a result, the region around the motif became demethylated or stayed 

unmethylated, depending of the prior methylation status. These results revealed the ability of 

CTCF to be involved in the demethylation process255. Similarly, a KO of REST has shown an 

increase in methylation around its endogenous binding sites in ES cells255. In contrast to CTCF 

and REST, which are associated with demethylation, proteins like nuclear receptor subfamily 

6 group A member 1 (NR6A1) interact with DNMT3A/B, which leads to methylation, e.g. at 

the OCT4 promoter477. 

Vice versa, DNA methylation can also dictate TF binding (Fig. 1.17B). While several studies 

have shown this for various TFs in vitro478-481, this was also confirmed by in vivo studies, e.g. 

on NRF1. Here, a triple KO of DNMT1/3A/3B in mouse ES cells (EStko), created new, albeit 

non-conserved, binding sites for NRF1482, indicating that the presence of methylation in WT 

cells blocks NRF1 binding at these sites. Interestingly, CTCF, which can bind its motif under 

most circumstances regardless of its methylation status, has also been shown to be methylation 

sensitive, i.e. its binding is dictated by the methylation status, in some contexts. One example 

for such a context is the imprinted Igf2/H19 locus, where it binds the ICR on the unmethylated 

maternal allele, but not on the methylated maternal allele483,484. Since CTCF binding, however, 

is not globally changed in EStko cells, its methylation sensitivity represents the exception rather 

than the rule255. 
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Figure 1.17: TF Binding and DNA Methylation: which is the cause and which is the 

consequence473? A) TFs such as CTCF or NR6A1 may shape the epigenetic landscape upon binding, 

by interacting with enzymes such as TETs and DNMTs B) In other cases, methylation dictates the 

binding behavior of TFs, e.g. NRF1. 

To better understand the dynamics between TFs and DNA methylation, further TFs, whose 

binding is the cause rather than the consequence for demethylation, need to be identified. 

Promising candidates would be PFs, which can already access repressive chromatin and open 

it for other TFs. Such demethylating PFs have been identified in a study recently published by 

our laboratory344, where PFs were categorized by their ability to protect from or to remove 

methylation. CTCF, REST, SOX2, KLF4, FOXD3, CREB, FOXA1, and SOX17 were 

identified as Super Pioneer Transcription Factors (SPFs), as they can bind closed methylated 

chromatin and, in addition to their ability to induce nucleosome remodeling, have the ability to 

induce DNA demethylation around their binding sites. Additionally, it was shown that, with the 

exception of SOX2 that inhibits DNMT1 during replication, these SPFs seem to induce TET-

mediated, active demethylation. 
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The relationship between DNA methylation and TF binding is not as straightforward as initially 

expected. However, new studies focusing on individual TFs and taking genomic contexts into 

consideration, have revealed a more complete picture. Perhaps these newly identified 

‘writers/erasers’ of DNA methylation could be harnessed for applications, such as targeted 

activation or repression of gene expression. The project presented here stem from this idea and 

aims at recruiting SPFs and other epigenetic editors, via CRISPR-Cas9 technologies, to activate 

epigenetically repressed genes that could be beneficial in diseases like cancer or obesity. 
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1.2 CRISPR 

Some discoveries may seem insignificant at first, and some do not receive any attention for 

decades, because their impact is not well understood or underestimated. An example for such a 

long-neglected finding was the discovery of clustered regularly interspaced short palindromic 

repeats (CRISPR) in E. coli in 1987485. However, since the turn of the millennium much has 

changed in our understanding of the function of these sequences, and the resulting genome 

editing techniques developed since 2012/2013 can beyond doubt be regarded as one of the 

greatest breakthroughs in life science during the last decade. Nowadays, CRISPR-based 

techniques have found a home in laboratories all over the world, first clinical applications are 

being developed, and, also outside the realm of sciences, a discussion on the impact and ethics 

of genome editing is in full swing. The following chapter discusses CRISPR, from its finding 

and its biological function, to the techniques and its impact on human life. 

1.2.1 Exploits from an Ancient War 

When mentioned nowadays, CRISPR is usually discussed by both the public and the scientific 

community in the context of genome editing to which it became synonymous. However, the 

bacterial defense mechanism, which it originally stands for, is not less extraordinary. Bacteria 

are, in fact, at constant war with viruses such as bacteriophages, which are with around ten 

billion particles per liter of seawater the most abundant biological agent on Earth486-488. To cope 

with this biological pressure, archaea and bacteria have developed innate immune defenses, 

such as restriction enzymes as well as adaptive immunity through CRISPR, which involves the 

incorporation of invading viral sequences (spacers) into a ‘genomic archive’. These spacers can 

be utilized in the form of guide RNA (gRNA) during future infections for targeted guidance of 

a DNA-cutting enzyme, reminiscent of a “WANTED” poster. The characteristic spacer-repeat-

spacer sequence was first discovered in E. coli by Ishino et al. in 1987485, although further 

findings were a long time in coming. After the turn of the century it has been revealed that 
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CRISPR loci are quite abundant, being present in around 50% of bacteria and 90% of archaea489-

491. The repeats vary to great extent in both length and sequence between species, with some 

coding CRISPR RNA (crRNA) for specific structures such as hairpins and others not492. 

Nevertheless, some generally common features are present, like a GAAA(C/G) motif at the 3′ 

end, or an AT-rich sequence at the flanks of the CRISPR locus, called leader sequence489,492,493. 

It has also been shown that within these leader sequences, promoter elements are present494-496. 

Furthermore, not only do most prokaryotes display CRISPR mediated immunity, some even 

have more than one CRISPR locus490. 

In 2002 an additional cluster in close proximity of the CRISPR locus has been discovered, 

expressing genes for CRISPR-associated (Cas) proteins497. Over 45 different Cas protein 

families have been identified so far498, leading to various classifications of CRISPR-associated 

systems492,498-500. Until recently, the most commonly used classification system was divided 

into three types with multiple subtypes, based on phylogenies of the CRISPR repeats and Cas 

genes499. Type I has six subtypes (A-F), while both Type II and Type III have two subtypes 

each (A/B)499. However, the discovery of Types IV-VI further categorizes these types in two 

classes501. Class 1 contains types I, III, and IV, which all employ a large complex of Cas proteins 

involved in interference (Fig. 1.18A), while Class 2 includes types II, V, VI, which employ a 

single large Cas protein (Fig. 1.18B) 501. For sake of simplicity, only types I-III will be covered 

in this chapter. All types and subtypes have Cas1 and Cas2 in common, which may serve as a 

hallmark for the entire system498,500. The hallmark protein for Type I is Cas3 that possesses 

helicase and cleavage domains for degradation of dsDNA499,500. Cas3 by itself, however, is not 

sufficient to target specific DNA sequences and requires association with crRNA-guided 

surveillance complexes502,503. The first targeted antiviral defense has been described in E. coli 

in 2008, showing the association between crRNA and a complex of Cas proteins, forming a 

ribonucleoprotein complex recognizing specific sequences502. This CRISPR-associated 



68 
 

complex for antiviral defense (Cascade) consists of eleven subunits from five Cas proteins, with 

Cas6e responsible for maturation of the crRNA transcript502-505. Type II is only present in 

bacteria499 and consists of fewer Cas genes than Type I, with Cas9 being the hallmark gene for 

this type. Cas9 is a large protein, responsible for both crRNA maturation and cleavage of 

dsDNA, with a HNH nuclease domain cutting the strand complementary to crRNA and a RuvC-

like domain, cutting the opposite strand506-508.  

 

Figure 1.18: Classification of CRISPR-Cas Systems501. Phylogenic studies have revealed several 

types and subtypes of CRISPR loci in prokaryotes. The types can be categorized into two classes, with 

Class 1 (A) employing a complex of multiple Cas proteins as effector, and Class 2 (B) using a single 

Cas effector protein, e.g. Cas9.  

In contrast to the other two types, crRNA maturation in Type II requires a trans-activating 

crRNA (tracrRNA), which is encoded upstream of the CRISPR locus in Streptococcus 

pyogenes (Sp)506. The hallmark genes of Type III, which is mostly present in archaea, are Cas6 

and Cas10 that show endoribonuclease and target interference, respectively499. However, Type 



69 
 

III-A and III-B show distinct target difference, with III-A cleaving DNA509 and III-B cleaving 

RNA510. 

CRISPR-mediated adaptive immunity can be divided into three phases (Fig. 1.19): CRISPR 

adaptation, crRNA biogenesis, and crRNA-guided interference511.  

CRISPR adaptation  

In 2005, it has been discovered that the spacer sequences actually match with phage or plasmid 

sequences512-514. This extraordinary discovery not only enabled us to make a connection 

between CRISPR and a possible immune response514, but also revealed active and controlled 

insertion of foreign sequences into the prokaryotic genome, which then serve as a memory 

system that allows a future efficient response against invading phages. This process is referred 

to as spacer acquisition or CRISPR adaptation, while the foreign DNA fragments being selected 

for insertion are called protospacers. Interestingly, a conserved sequence immediately upstream 

or downstream of the protospacer, called protospacer-adjacent motif (PAM) has also been 

identified513. While being fairly constant within a Cas subtype, this sequence shows high 

variability in its composition or location between subtypes515. Although the exact mechanism 

of protospacer acquisition remains elusive, the conserved presence of the PAM suggests that it 

is recognized by the integration machinery516. Mutational analysis has also identified proteins 

involved in the process. Early studies focused on Type II and identified Csn2 and Cas4 for II-

A and II-B, respectively498-500,507. Since Csn2 and Cas4 are not present in the other types, this 

suggests that other enzymes should be responsible there. Indeed, Cas1 and Cas2, which are 

contained in all clusters have been identified as nucleases for integration516 and their 

overexpression leads to an increase of spacer elements516. 
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Figure 1.19: The Three Stages of CRISPR-mediated Immunity499. During adaptation, pieces of the 

invading genome are getting integrated into the CRISPR locus in a process called spacer acquisition, 

which is mediated by Cas1 and Cas2. The resulting pre-crRNA is expressed in a long transcript, covering 

most of the CRISPR locus. During its biogenesis, it gets trimmed into individual, mature crRNAs, a 

process which differs between the types. Finally, the foreign DNA or RNA is intercepted by the newly 

formed ribonucleoprotein complex and destroyed. 

crRNA biogenesis 

Individual, mature crRNAs are derived from a single long transcript that is expressed from the 

CRISPR locus517. crRNA biogenesis in Type I is facilitated by Cas6 that recognizes the stem-

loops formed by the repeats within the premature crRNA499,502,505. One exception is I-C that 
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lacks Cas6, and therefore the maturation is processed by Cas5d518. In Type III, Cas6 is also 

responsible for crRNA maturation, however, the mechanism differs since no loops are 

present519,520. Here, the pre-crRNA is cleaved at the 5’-end of the single-stranded RNA repeat, 

which is followed by 3’ trimming in III-A520. In Type II, the mechanism diverges drastically, 

with Cas6 not present at all. Instead, tracrRNA forms a complex with Cas9 and the 

complementary sequence present in the repeat sequence of the pre-crRNA. The resulting 

dsRNA is processed by RNase III, leaving a cleaved tracrRNA-crRNA duplex behind in the 

Cas9506,508. 

crRNA-guided interference 

Interference of invading viruses generally involves recognition of the foreign sequences by the 

complementary crRNA and subsequent cleavage by a Cas protein. In Type I, hybridization of 

crRNA within Cascade leads to the recruitment of Cas3, which in turn degrades the DNA with 

its nuclease domain502,503,521,522. Similar to Type I, in Type III, a complex of several Cas proteins 

is involved in the destruction of either invading DNA or RNA, depending on the subtype510,523. 

The interference mechanism in Type II on the other hand is exclusively carried out by one 

protein, Cas9, which cleaves the dsDNA with its HNH and RuvC-like domains, one for each 

strand, leaving behind a blunt double strand break507,508. In addition to being involved during 

spacer acquisition, the PAM is also essential for binding during interference in both Type I and 

Type II507,524, however, no PAM sequences have been discovered for Type II as of yet. 

Taken together, our understanding of CRISPR has evolved from an obscure sequence pattern 

to an intricate system of adaptive immune response against phages in prokaryotes. While certain 

questions remain to be addressed, such as the mechanism behind spacer selection and 

integration, opportunities for its application in genome editing and beyond have opened up. 

These and more will be discussed in the following chapters. 
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1.2.2 Harnessing CRISPR for Genome Editing 

Since our understanding of the composition and function of the genetic code, there has been a 

desire to edit it in a spatio-temporal controlled and non-random manner. One key aspect of 

genome editing at a desired location, is the introduction of a DNA double strand break (DSB), 

which dramatically increases the probably of targeted insertion525,526. Following a DSB, the two 

main pathways of repair are homology-directed repair (HDR) and non-homologous end joining 

(NHEJ)527,528. HDR involves the presence of a repair template, which can be other DNA alleles 

in diploid organisms or artificial exogenous templates527. This mechanism is desired when the 

introduction of a sequence, ranging from a single base pair to entire genes, is the goal. NHEJ, 

on the other hand, does not require a template and often leads to the occurrence of random 

insertions or deletions (indels)528. In certain applications NHEJ can be desired, e.g. in the 

establishment of gene knockouts (KOs), due to the introduction of a missense in the amino acid 

code.  

Enzymes with endonuclease activity recognizing specific sequences have been used for cutting 

DNA since the 1970s529. In fact, the already mentioned restriction enzymes are a crucial 

component of the innate defense system of bacteria530,531. However, the sequences recognized 

by these enzymes tend to be too short and therefore too abundant for specific genome editing 

purposes. Meganucleases, on the other hand, are enzymes that recognize longer sequences of 

14 to 40 bp, and thus circumvent the problem of multiple cut sites due to their increased 

sequence specificity526. These enzymes can be found in a broad variety of organisms like yeast, 

archaea, bacteria, and plants, but although the catalog of available meganucleases has been 

expanding, they still remain a rigid tool in regards to target selection. Also the preferred repair 

mechanism for meganuclease-induced DSBs is NHEJ over HDR532. Furthermore, their activity 

can be influenced by DNA methylation and the chromatin status of their target site533,534. The 

first modular enzymes developed for targeted genome editing were zinc finger nucleases 
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(ZFNs). These artificial, multi-modular proteins consist of the catalytic domain of a FokI 

endonuclease fused to a series of ZFs, each of which recognizing a particular 3bp sequence, 

leading to target flexibility535,536. In order to fulfill its catalytic function, FokI needs to form a 

homodimer, i.e. two ZFNs have to be recruited to the same location, further increasing 

specificity. ZFNs have proven to be successful genome editing tools, greatly improving HDR 

at the desired target sites across multiple organisms537,538. About a decade later, transcription 

activator-like effector (TALE) proteins, which recognize single bases were utilized for genome 

editing, also by fusing them to FokI539-542. This takes advantage of the highly conserved DBD 

of TALEs which consists of 33-34 amino acids, with only the ones at positions 12 and 13 being 

variable for specific nucleotide recognition539,540. While both techniques greatly improved 

genome editing, the requirement of protein engineering made them quite costly and time 

consuming, limiting their every-day application. 

Enter CRISPR: In this system, the endonuclease module, in form of a Cas protein, remains 

constant, disregarding special applications for now, while the targeting is flexible due to an 

easily programmable guide RNA (gRNA). Special attention has been given to Type II CRISPR 

enzyme Cas9 that can perform its nuclease activity on its own and does not require a complex 

(Fig. 1.20). In 2012, it was demonstrated that Cas9 together with a gRNA could target bacterial 

sequences508,543. Notably, while Gasiunas et al. used both crRNA and tracrRNA for guidance, 

Jinek et al. fused the two together into a single guide RNA (sgRNA), which remains the most 

commonly used system today. One year later, the application of CRISPR/Cas9 for genome 

editing has been shown in human cells544-546 and the age of CRISPR had begun. 
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Figure 1.20 : Genome Editing via CRISPR/Cas9547. Subsequent to delivery via plasmid, RNA, or 

ribonucleoprotein (RNP) transfection, or viral transduction (not depicted), the RNP complex binds to its 

target site within the genome and produces a double strand break (DSB). The DSB may be repaired via 

non-homologous end joining (NHEJ), which may lead to the formation of desired or undesired indels, 

or homology-directed repair (HDR), which requires a repair template. 

While the Cas9 of Streptococcus pyogenes (spCas9) remains the most commonly used CRISPR 

enzyme, its large size of 1368 aa puts limitations on its delivery via viruses with small 

packaging capacity, such as adeno-associated viruses (AAVs). Also its PAM sequence (NGG), 

while being relatively short, limits its flexibility in regards to target choice. Therefore, efforts 

are being made in finding or engineering Cas proteins with smaller size or alternative PAMs. 

An example for a smaller variant would be the Cas9 from Campylobacter jejuni (CjCas9) with 

984 aa, but requiring a fairly complex PAM (NNNNACAC)548. On the other hand, Cas9 from 
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Francisella novicida (FnCas9) has been engineered to recognize a YG (Y = C or T) PAM 

sequence instead of NGG. However, FnCas9 is,  even larger than spCas9549. 

Engineering of Cas9 also goes beyond size and flexibility. Early on after the first applications, 

concerns regarding off-target effects of Cas9550-553 were reported. These concerns have been 

addressed by changing the delivery method from plasmids to direct transfection of the 

ribonucleoprotein (RNP) complexes, which ultimately leads to a shorter retention time of the 

Cas9 within the cell554,555. Regarding the actual protein, engineering approaches have been 

performed exchanging specific amino acid residues, which led to the creation of more specific 

high fidelity spCas9 variants556,557. Another approach is the creation of a Cas9 nickase that 

induces a single strand break, by mutating either one of its catalytic HNH and RuvC-like 

domains. The induction of a DSB would then be achieved by the presence of two nickases at 

the same location, therefore increasing overall specificity551,558. Going one step further, 

mutating both domains (D10A and H840A for SpCas9) leads to the creation of a catalytically 

dead Cas9 (dCas9)559 that maintains its ability to be recruited to target sequences but does not 

induce breaks at these sequences. dCas9 could be fused to FokI to increase the specificity of 

the cut560,561, but more interestingly, it could be fused to a multitude of different 

proteins/effectors that you would wish to recruit to a specific sequence of the genome. The 

many applications which opened up due to dCas9-effectors will be explored in the following 

chapter. 

1.2.3 No Cutting Needed: dCas9-Effectors 

Over the last years, the flexibility and easy programmability of dCas9 has led to applications of 

CRISPR that go far beyond genome editing. The first application of dCas9 was interference 

with gene expression by steric hindrance of RNA polymerase binding or transcription 

elongation, simply due to its recruitment559. This was the first example for CRISPR interference 

(CRISPRi) and it utilized a ‘naked’ dCas9 (Fig. 1.21A) that by simply binding to regulatory 
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regions would block the binding of transcription factors, thus leading to transcription 

repression. However, when fused to effector proteins, a whole new tool box opens for 

researchers. For example, another CRISPRi method, utilizing the Krüppel-associated Box 

(KRAB) repressor complex as effector (Fig. 1.18A), results in more robust gene repression than 

just a naked dCas9562. Among the effectors are also fluorescent proteins, which enable 

visualization of genomic loci in the nucleus563, or the aforementioned FokI endonucleases to 

improve target specificity560,561. Here, however, we will focus on applications useful for the 

regulation of gene expression and epigenetics.  

First approaches of CRISPR activation (CRISPRa) fused VP64 (Fig. 1.21B), i.e. four copies of 

the 16-amino-acid transactivation domain (VP16) of the Herpes simplex virus, to 

dCas9551,564,565. Later approaches involved the fusion of several different transactivation 

domains, like VP64, mammalian P65, and Rta from Epstein-Barr virus (collectively VPR), 

resulting in more stable induction of gene expression566. Instead of fusing the effector directly 

to the dCas9, multiple copies of the effector can be either recruited to a combinatorial version 

of the sgRNA, or to an adapter protein which in turn is fused to the dCas9. In case of the former 

method, termed synergistic activation mediator (SAM), MS2 bacteriophage coat protein (MCP) 

fused to the effector is getting recruited to the MS2 RNA aptamer extensions of the 

combinatorial sgRNA567,568. The SunTag method, on the other hand, employs a protein adapter 

fused to dCas9, which recruits several copies of an antibody-tagged effector569. Each of these 

methods has been shown to successfully activate genes, with VPR, SAM, and SunTag, i.e. the 

recruitment of multiple transactivators, outperforming simple VP64570.  
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Figure 1.21: CRISPR-based Systems Involving Regulation of Gene Expression and Epigenetics571. 

A) CRISPRi systems interfere with gene expression by either steric hindrance or through repressors 

such as KRAB, which facilitate the formation of heterochromatin. B) CRISPRa systems employ 

transactivators from various species, which can be either directly fused to dCas9 or recruited in multiple 

copies through combinatorial RNA or protein adapters. The latter approaches also work for effectors 

such as TET1. C) Various enzymes regulating histone modifications (e.g. LSD1 or p300) or DNA 

methylation (e.g. TET1 or DNMT3A) can be fused to dCas9 for epigenome engineering. 

While already recruitment of dCas9-KRAB leads to the formation of heterochromatin, other 

epigenetic modulators have been fused to dCas9 to directly alter the epigenetic landscape 

(Fig. 1.21C). So does recruitment of dCas9-DNMT3A methylate its target region, which leads 

to stable repression of gene expression572-574. Employing TET1 as effector does, as expected, 
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lead to demethylation and has been used to activate gene expression572,574. Instead of direct 

fusion to the dCas9, also here recruitment of multiple effectors is possible, e.g. via SunTag 

adapters574. Aside from DNA methylation, histone modifications can also be altered by 

recruiting the corresponding enzymes to their target site, such as LSD1 for histone 

demethylation575 or p300 for acetylation576. The former has shown to greatly reduce H3K4me2 

and H3K27ac marks at distal enhancers575, while H3K27ac levels have been increased with 

dCas9-p300576 at regulatory regions leading to increased expression of the target genes.  

Finally, the expression or presence of the CRISPR system highly depends on the mode of 

delivery. Thus delivery via plasmid or ribonucleoprotein complex is only transient, while 

transduction via lentivirus (LV) leads to permanent expression of CRISPR/Cas9 due to its 

insertion into the host genome. For more temporal control, inducible CRISPR (iCRISPR) 

systems have been developed. Such systems can be light inducible577,578 and take advantage of 

light-sensitive heterodimerizing proteins like CRY2 and CIB1, one of which is fused to the 

dCas9, the other is fused to the effector578. While the dCas9 remains stably present at its target 

site, the effector only gets recruited after light induction, which allows temporal control of gene 

activation578. Other inducible systems may employ chemicals, like abscisic acid (ABA), 

gibberellin (GA), or rapamycin (RAP)579,580, all of which trigger protein dimerization581-583. 

One particularly elaborate system, Fkbp/Frb-based inducible recruitment for epigenome editing 

by Cas9 (FIRE–Cas9), first recruits multiple MSPs fused to FK506 binding protein (Fkbp) via 

M2 RNA loops, which is followed by RAP-induced Fkbp/Frb dimerization with FKBP12-

Rapamycin Binding domain (Frb)580. The Frb itself is fused to a chromatin modulator, of which 

multiple copies are present at the target site in the presence of RAP580. On the other hand, auxin-

inducible degron methods have been developed to induce rapid degradation of the targeting 

complex584. 
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Taken together, the toolbox for CRISPR-based genome editing and beyond is growing and 

enables researchers and clinicians alike to harness its potential. Some possible applications and 

the caveats that come with them, will be discussed in the following chapter. 

1.2.4 Opportunities and Challenges 

CRISPR has proven to be a powerful tool for a broad range of applications, which have the 

potential to greatly impact human life and our environment. However, it also faces challenges; 

not only on a technical level, but also on ethical and ecologic levels. 

One of the first things that come to mind regarding CRISPR usage are clinical applications. 

There are high hopes for novel treatment strategies, particularly for monogenic diseases. In case 

of sickle cell disease (SCD), genome engineering of human hematopoietic stem cells (HSCs) 

by disruption of the GATA1 motif within the BCL11A erythroid enhancer, results in expression 

of therapeutic levels of fetal hemoglobin (HbF) from engrafted SCD HSC progeny, which also 

do not exhibit the ‘sickling’ phenotype585. A clinical trial for an ex vivo CRISPR gene therapy 

to restore HbF production is currently under way (NCT03745287 on clinicaltrials.gov). Another 

example for potential CRISPR gene therapy in monogenic diseases, would be the restoration of 

the dystrophin gene in Duchenne muscular dystrophy (DMD). CRISPR-based restoration of 

dystrophin in DMD mice, results in amelioration of the DMD phenotype, which ultimately 

leads to enhancement of muscle force and muscle biochemistry586,587. Long-term studies in mice 

have shown that the levels of dystrophin are sustained over a period of at least one year588. 

Specific cancers also present targets for CRISPR, such as chronic myeloid leukemia (CML), 

which often exhibits a Philadelphia chromosome containing a fusion gene of BCR-ABL1, 

originally from chromosome 22 and 9, respectively. The unique sequence resulting from the 

fusion makes targeted ablation and reversal of the tumorigenic process in CML possible589,590.  
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An obvious matter of concern for clinical applications is safety. CRISPR has been shown to not 

only being susceptible to off-target effects, but also unexpected on-target effects, which may 

result in large deletions sometimes undetectable by conventional sequencing methods and 

rearrangements591. Advanced, long-range PCR sequencing methods, however are able to detect 

these lesions591. Off-target effects can furthermore be reduced by high-fidelity Cas9556, or the 

very recent Prime Editing592. The latter employs a Cas9 nickase fused to a reverse transcriptase, 

while prime editing guide RNA (pegRNA) serves both as guide and template for editing592. 

Another CRISPR-related issue is the manipulation of human embryos or the human germline. 

In November 2018, He Jiankui announced the birth of twin girls, who are the first genetically 

modified human beings (http://www.chictr.org.cn/showprojen.aspx?proj=32758). The C-C 

chemokine receptor type 5 (CCR5) has been mutated in these girls. This mutation, when 

homozygous, might result in resistance to HIV-1 infection by its carrier593. The girls, known 

under the pseudonyms Lulu and Nana, carry only one copy of the mutated gene and are 

supposed to be in a healthy state. The study, however, has received world-wide criticism from 

outside and within the scientific community594. The exact impact of the CRISPR treatment on 

the girls has not yet been reported and its long-term ramifications are still up for speculation. 

The prenatal application of CRISPR on humans is, however, most likely feasible and its use 

will be more an ethical question rather than a technical one. The consequences of such 

procedures, especially when it goes beyond the prevention of disease, are still difficult to 

predict, but the debate on designer babies and the ‘new normal’ is in full swing. 

Leaving the clinic and CRISPR applications on humans for the moment, genome engineering 

not only of individuals, but also of entire species is one of the most recent breakthroughs. An 

approach called ‘gene drive’ enables the spread of the desired modification to both alleles, and, 

therefore, all offspring (Fig. 1.22). Targeted disruption of the splice variant dsx-female 

(AgdsxF) of the doublesex (Agdsx) gene in mosquitos combined with a gene drive, results in 
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female, infertility and ultimately to population control in a lab595. Other methods target genes 

which enable infection of mosquitos by the malaria parasite Plasmodium. Disruption of these 

genes paired with a gene drive results in a malaria-resistant mosquito population596,597. Both 

approaches have as ultimate consequence that the malaria parasite will lose its main vector, and 

there are considerations releasing the modified mosquitos into the wild to battle the malaria 

epidemic. However, such measures are serious and most importantly, irreversible. The 

consequences of population-wide genome manipulation, particularly when it comes to 

population control, are unforeseeable, perhaps even resulting in a disruption of the food chain.  

 

 

Figure 1.22: Effect of a Gene Drive on the Population Level598. A) A gene drive is a cassette 

consisting of the desired modification and an expression system for both Cas9 and gRNA targeting the 

competing allele. Subsequent to the cut, HDR enables the spread of the modified region to the other 

allele. B) Since both alleles carry the modification, it will spread easily throughout the population. 

All in all, CRISPR remains a tool, and, while being a powerful one, its applications are 

ultimately in our hands. Due to its accessibility and low economic cost it is of outmost 
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importance that its use is regulated and remains within safe, ethical, and ecologically sound 

boundaries. Finally, the limitations of CRISPR are also not known yet, and whether it turns out 

to be the silver bullet for all diseases, the opening of Pandora’s Box, or something in between, 

is unforeseeable from our current position.  
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2 Aim of the Thesis 

As explored during the introduction, epigenetic mechanisms contribute to the acquisition of 

different cell types within an organism exhibiting distinct traits and phenotypes despite having 

the same genotype. The different epigenetic patterns and characteristic gene expression profiles 

in various cell types arise through controlled physiological processes during development. 

However, through a plethora of mechanisms, some of which are unknown, aberrant epigenetic 

modifications and expression profiles contribute to the etiology of certain pathologies. DNA 

methylation, is a major epigenetic player in transcription control and, like all epigenetic marks, 

is reversible. Due to this reversible nature, aberrations in DNA methylation in diseases represent 

desirable therapeutic targets. Ultimately, the aim of the thesis is the synthetic activation of 

epigenetically silenced genes in disease, in a targeted and stable manner. Specifically, this 

issue has been addressed in two projects targeting two major diseases: 

(1) Reactivation of Epigenetically Silenced Tumor Suppressor Genes with Super Pioneer 

Transcription Factors 

In many cancers, such as hepatocellular carcinoma (HCC), tumor suppressor genes (TSGs) 

are silenced by hypermethylation of their promoter region. In this project, we aim at 

synthetically recruiting super pioneer transcription factors (SPFs) to methylated TSG 

promoter regions to induce local demethylation. The hypothesis is that a decrease in 

methylation will lead to reactivation of the gene and subsequently to cell death or cycle 

arrest dictated by the function of the targeted TSGs. Recruitment of the SPFs will be 

facilitated through CRISPR-directed insertion of their corresponding consensus binding 

motifs into the promoter region close to the transcription start site (TSS). Subsequently, 

gene expression, proliferation and cell death, will be assessed. In contrast to other 

approaches targeting cancer epigenetics, like 5–azacytidine, the reversal in methylation will 

only affect one locus and, due to insertion, should be permanent. In addition to the 
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establishment of a novel application for gene activation, this project should give insight into 

our understanding of how DNA methylation affects gene expression, and if its removal is 

sufficient to reactivate target genes. 

 

(2) Epigenetic Plasticity and Cell Fate of Adipose Tissues: New Targets for Epigenome 

Editing 

During development, cells differentiate into distinct tissues each with its own characteristic 

epigenetic profile. Certain tissues exhibit plasticity and may give rise to different cell types 

upon external stimuli. The occurrence of beige adipocytes that expend rather than store 

energy, within white adipose tissue, a process called browning, after cold exposure or 

calorie restriction of mice is a striking example of this phenomenon. Mice in which these 

beige adipocytes arise, have a leaner phenotype, higher glucose tolerance, lower insulin 

resistance, and an overall amelioration of the Diabetes phenotype. Since DNA methylation 

plays an important role in differentiation and cell fate determination, it is important to 

identify genes regulated by DNA methylation and that contribute to the browning. Towards 

this aim, browning of white adipose tissue in mice will be stimulated by cold exposure and 

microbiota depletion after treatment with a cocktail of antibiotics. Subsequently, the adipose 

tissue will be harvested from treated and untreated mice, and the transcriptomes and 

methylomes at single basepair resolution will be profiled. Comparison between beige and 

white adipocytes will lead to the identification of Differentialy Methylated Regions (DMRs) 

that contribute to the differential expression of genes involved in browning and therefore 

represent new targets for epigenome editing. 
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3 Results 

3.1 Reactivation of Epigenetically Silenced Tumor Suppressor Genes with 

Super Pioneer Transcription Factors 

Transcription is regulated by differential binding of transcription factors (TFs) to specific 

sequence motifs. As genomic sequence composition is the same in all cells of an organism, 

epigenetic “sequence-independent” mechanisms are needed to control correct spatiotemporal 

recruitment of TFs. However, it is becoming evident that epigenetic mechanisms can, in turn, 

be influenced by the sequence-composition of their target sites255,344,599. Traditionally, 

repressive epigenetic marks are thought to inhibit transcription by preventing the binding of 

TFs. However, recent studies began to shed light on a new class of TFs called pioneer factors 

(PFs) that are the first to engage target sites containing their binding-motifs in nucleosomal 

DNA. Such initial binding was shown to induce nucleosome remodeling and chromatin 

decondensation, allowing additional TFs that are unable to bind to closed chromatin, called 

“settlers”, to bind the DNA, thus generating a transcriptionally competent chromatin around the 

binding site255,600-603. Studies in our laboratory additionally identified a subclass of PFs that can 

bind methylated closed chromatin, initiating DNA demethylation in addition to their ability to 

remodel the nucleosomes344. These were called Super Pioneer Transcription Factors (SPFs) as 

they overcome virtually all repressive chromatin marks. These findings suggest that the 

epigenetic and transcriptional status of a locus could be changed by modifying its sequence 

composition in a way that permits recruitment of SPFs. Thus, our overarching aim is to activate 

methylated endogenous genes by SPF-dependent epigenetic editing. As a proof of concept, we 

focus on activating tumor suppressor genes (TSGs). 

TSG inhibition by DNA hypermethylation is an important cancer hallmark427,604. As DNA 

methylation is reversible, reactivation of methylated TSGs represents an attractive strategy for 

cancer therapy. Current approaches for TSG demethylation with 5-azacytidin (5-aza) are 
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promising, but lack specificity and stability605. We aim at taking advantage of the unique SPF 

properties to reactivate methylated TSG promoters, by inserting SPF motifs within these 

promoters using CRISPR/Cas9 technology. The hypothesis is, that these motifs would recruit 

SPFs, which leads to demethylation, transcription activation, and ultimately cancer cell 

proliferation arrest or death. 

Abnormal hypermethylation of ordinarily unmethylated TSG promoters is involved in cancer 

formation427,604. In particular, promoter methylation of TSGs p16 and Rassf1a was shown to 

play a role in the formation of Hepatocellular Carcinoma (HCC)606,607. p16 acts as inhibitor of 

cyclin dependent kinases (CDKs). By binding to CDK4/6, it prevents the formation of the 

CDK4/6-cyclin D complex, and, further downstream, the phosphorylation of retinoblastoma 

protein (Rb), which ultimately inhibits S-phase entry608,609. Rassf1a, on the other hand, does not 

exhibit enzymatic activity, but is suspected to be an effector of the Ras oncoprotein and is 

involved in multiple pathways regulating cell cycle and apoptosis610. Importantly, it was shown 

that induced demethylation in HCC cells by treatment with 5-azacytidin reactivates p16 and 

Rassf1a, resulting in cell cycle arrest and apoptosis611,612. We, therefore, propose to investigate 

the ability of SPFs to specifically and stably demethylate and reactivate the promoters of TSGs 

Rassf1a and p16 in HCC cells. 

The SPFs tested in this project are CCCTC-binding factor (CTCF) and SRY (sex determining 

region Y)-box 2 (SOX2) that were recently confirmed as SPFs255,344. 

While issues of tumor penetration and in vivo targeting in humans remain to be addressed, 

results could provide novel strategies for epigenetic therapeutics. The study should also 

contribute to our understanding of the complex relationship between epigenetic and genetic-

driven events in transcription regulation.  
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3.1.1 Validation of the Experimental Approach by Targeting TSGs with dCas9-TET1 

To validate our hypothesis and the feasibility of our experimental approach, we first assessed 

whether targeted demethylation of TSG promoters by established dCas9-effector proteins is not 

only possible, but also sufficient to induce reactivation of gene expression. Suitable effectors 

for active demethylation are Ten-eleven translocation methylcytosine dioxygenases (TETs) that 

oxidize 5-mC into 5-hmC and further oxidation products, an essential step in the process of 

active DNA demethylation. Previous studies have shown that recruitment of TET1 through 

dCas9-dependent approaches facilitates both local demethylation and gene activation572,574. To 

edit the methylation status of the p16 and Rassf1a promoters, we first used transient transfection 

of HCC cell line Huh7 with a plasmid expressing dCas9-SunTag and antibody-fused TET1CD 

that allows the recruitment of multiple copies of TET1 to target sites574. TET1 fusion was 

guided to four locations in proximity of the transcription start sites (TSS) of each of the genes 

by four transiently expressed single guide RNAs (sgRNAs). Unfortunately, despite trying 

several conditions, the transfection efficacy of Huh7 cells with the rather large dCas9-SunTag-

TETCD plasmid proved to be too low for further experiments. Furthermore, the delivery of the 

CRISPR machinery via plasmid is only transient, and, as the demethylation process and the 

expected gene reactivation may require more time, stable expression of the components and 

later measurements were anticipated for the following experiments. Therefore, we decided to 

apply a more efficient way of CRISPR delivery via lentiviral (LV) transduction. The LV-based 

delivery system of dCas9-TET1 and sgRNAs has previously been tested on a DNA 

demethylation-dependent reporter572,613, endogenous brain-derived neurotrophic factor 

(BDNF), myoblast determination protein (MyoD)572, and the fragile X mental retardation 1 

(FMR-1) gene614. In all those cases, this resulted in demethylation and gene activation. In these 

studies, transduction of all viruses was performed at the same time, without prior establishment 

of a dCas9-TET1-expressing cell line. However, we opted of establishing stable cell lines 

expressing the fusion proteins, which should improve the efficiency of TET1 recruitment to 
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target sites. Therefore, Huh7 cells were transduced with LV for stable expression of dCas9-

TET1 or a catalytically inactive dCas9-dTET1 as a control. Transduced cells were allowed to 

form colonies that were picked and tested for dCas9-effector protein expression via quantitative 

reverse transcription polymerase chain reaction (qRT-PCR) two weeks post-transduction. The 

acquired stable cells lines were subsequently transduced with a second round of LV for the 

simultaneous delivery of all four sgRNAs as well as a constitutively expressed mCherry, which 

gets also delivered with the sgRNA LV (Fig. 3.1A). Seven days post transduction, mCherry-

positive cells were sorted and kept at regular culture conditions. On day 13 and day 26 after 

transduction, cells were harvested and RNA, DNA, and proteins (only for day 26) were 

extracted.  

When we used this strategy to target the Rassf1a promoter, no significant changes in mRNA 

expression could be observed under these conditions (Fig. 3.1B-C). Therefore, we focused in 

further experiments on the effects of p16 reactivation. qRT-PCR analysis shows significantly 

higher p16 mRNA expression at both time points when dCas9-TET1 was targeted to p16 in 

comparison to its controls, which either recruit a catalytically inactive dCas9-dTET1 to p16, or 

express dCas9-TET1 that is not targeted to p16, or both (Fig. 3.1D-E). The expression, however, 

remains relatively low in comparison to the p16 expression level in HeLa cells. Despite being 

tumor cells themselves, p16 expression does not affect the cell cycle in HeLa cells. As many 

cervical carcinomas, HeLa cells express high-risk human papillomavirus (HPV) E7 protein, 

which in turn binds hypophosphorylated Rb, leading to destabilization of the Rb/E2F repressor 

complex615,616. Thus, the downstream target of p16 and CDK4/6 is virtually not present in HeLa 

cells, diminishing its tumor suppression capabilities.  

In order to address whether the increase in p16 mRNA levels upon dCas9-TET1 targeting to 

the p16 promoter results in higher protein production, we performed Western blots using a 

specific p16 antibody. Surprisingly, either transductions did not lead to higher p16 protein 
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levels (Fig. 3.1F). Whether the absence of p16 protein is due to the fact that the RNA levels are 

still too low in targeted cells despite the significant increase, or to other post-transcriptional 

events, cannot be concluded at this point. Moreover, we cannot exclude that the antibody’s 

sensitivity does not allow detection of low levels of proteins. Supporting the latter explanation, 

the band corresponding to p16 in Hela cells is quite faint, although p16 mRNA levels were 

multiple magnitudes higher than the ones observed in Huh7 cells upon dCas9-TET1 targeting. 

If there is any correlation between the level of RNA expression and protein expression, it would 

not be surprising that the amount of protein produced in the targeted cells is simply not 

detectable using this antibody. We therefore sought of testing the status of p16 downstream 

targets as a proxy of its activity. Since p16 is ultimately responsible for inhibiting the 

phosphorylation of Rb, we investigated the levels of pRb and Rb on day 26 post transduction. 

Correlating with mRNA expression levels, dCas9-TET1 recruitment to the p16 promoter 

reduces the amount of pRb relative to the other transductions, while total Rb levels are not 

affected, or even slightly higher after dCa9-TET1 recruitment (Fig. 3.1F). These results suggest 

that targeting dCas9-TET1 to the p16 promoter in Huh7 cells, leads to a small but significant 

increase in p16 mRNA expression resulting in lower phosphorylation of its downstream target 

Rb. 
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Figure 3.1: Activation of TSG Expression after Epigenome Editing. A) Schematic representation of 

the strategy used for epigenome editing on TSG promoters with dCas9-TET1. B-E) mRNA expression 

of Rassf1a or p16 relative to HeLa control 13 and 26 days post transduction. qPCR was performed with 

SNRPD3 as housekeeping gene. F) Protein levels of p16, pRb, Rb, and Lamin B. dC: catalytically dead 

Cas9; dT/dTET1: catalytically dead Tet1; NT: non-targeting guide RNA; pRb: phosphorylated Rb. 
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Figure 3.2: Methylation Landscape after Epigenome Editing of the p16 promoter. Bisulfite profile 

of the p16 promoter in Huh7 cells (stably expressing either dCas9-TET1 or dCas9-dTET1) 13 days and 

26 days post transduction. Each vertical bar represents a CpG. CpG methylation percentages based on 

at least ten reads of bisulfite sequencing are indicated by a color code. The white triangles depict the 

locations of sgRNA targeting within the p16 promoter. The non-targeting (NT) sgRNA has no specific 

target in the human genome. dC-TET1-p16: TET1 targeting p16, dC-dTET1-p16: catalytically inactive 

TET1 targeting p16, dC-TET1-NT: non-targeted TET1, dC-dTET1-NT: non-targeted catalytically 

inactive TET1 

In order to address whether changes in p16 gene expression in upon TET1 recruitment are 

driven by DNA demethylation, we assessed the methylation landscape of the p16 promoter by 

bisulfite sequencing on day 13 and day 26 post transduction. Sequencing results show clear 

demethylation patterns when p16 is targeted with dCas9-TET1, while methylation is 

maintained in the controls (Fig. 3.2). Furthermore, the methylation level decreases over time 

when compared to the results from day 13 and day 26. These results confirm the ability of 

dCas9-TET1 to demethylate and activate a novel target (p16), while methylation is not affected 

in case a catalytically inactive dCas9-dTET1 is recruited.  
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3.1.2 Phenotypic Changes Subsequent to Targeted p16 Reactivation 

Since p16 is involved in cell cycle control, we started assessing phenotypic changes of the 

transduced cells by first analyzing their proliferation rate. 105 transduced Huh7 cells were plated 

and kept under regular cell culture conditions. On day 1, day 3, and day 5 post plating cells 

were counted, revealing a significant difference in cell number between cells in which dCas9-

TET1 was targeted to p16 and the controls, indicative of reduced proliferation upon activation 

of p16 (Fig. 3.3A).  

To further confirm this observation, we assessed proliferation by life cell imaging (LCI). Cells 

were plated into an 8-well chamber and stained with SiR-Hoechst, a cell-permeable DNA probe 

for fluorogenic visualization of the nucleus. Subsequently, we used live imaging with pictures 

taken every three minutes over the course of 20 hours with 2 μm z-stacks, followed by the 

counting of mitotic cells within this time course (mitotic timing). Overall, Huh7 cells clearly 

performed fewer mitoses within the given time frame, if dCas9-TET1 has been recruited to p16 

(Fig. 3.3B). While the difference in proliferation compared to the controls is not statistically 

significant due to variability between biological replicates, the result could still be considered 

as biologically relevant.  

As the cells seem to have a decreased proliferation rate, we next investigated the cell cycle 

profile, with the aim of identifying possible cell cycle arrest. The state of the cell cycle was 

assessed by staining dsDNA with Hoechst 33342. Since cells should contain twice as much 

DNA in G2 phase than in G0/G1, the cell populations in different phases can clearly be 

distinguished by signal strength. p16 acts at the G1/S checkpoint. One would therefore expect 

an accumulation of cells where p16 is activated in G1 and a reduction in the S and G2 phases. 

Surprisingly, the result shows a similar cell cycle profile between all conditions with about 70% 

of the cells in G1 phase and 15-20% of cells in G2 phase (Fig. 3.3C-D). On the other hand, 

using this experimental approach, it is impossible to distinguish between G1 and G0 indicative 
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for a quiescent cell state. To do so one could investigate the expression of M1 subunit of 

ribonucleotide reductase (M1-RR), a marker for cycling cells617. 

Cellular senescence, i.e. irreversible cell cycle arrest618, is associated to a number of hallmarks, 

including p16 expression, but also β-galactosidase activity619-621, which is induced by 

expression of GLB1, encoding lysosomal β‐D‐galactosidase622. Senescence-associated (SA) β-

galactosidase activity has been assessed by X-gal staining of the transduced cells. Microscopic 

images after overnight staining reveal dye accumulation and, therefore, SA-β-galactosidase 

activity, only in Huh7 cells where p16 has been targeted with dCas9-TET1 (Fig. 3.4).  

Taken together, the results validate our approach and suggest that targeted local demethylation 

of a part of the p16 promoter, is not only possible, but also leads to p16 expression and changes 

of the cancer cell phenotype, such as slower cell growth and senescence. The extent of the 

effects, however, still show room for improvement, which could potentially be accomplished 

by the recruitment of different or additional effectors, or by the insertion of SPF motifs.  
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Figure 3.3: Cell Cycle and Proliferation after Epigenome Editing. A) Cell count at day one, day 

three, and day five after plating 105 Huh7 cells. dC-TET1-p16: TET1 targeting p16, dC-dTET1-p16: 

catalytically inactive TET1 targeting p16, dC-TET1-NT: non-targeted TET1, dC-dTET1-NT: non-

targeted catalytically inactive TET1. B) Cell proliferation assay via life cell imaging. Cells were plated 

into an 8-well dish and dyed with SiR-Hoechst. Subsequently, the cells were monitored for 20 hours and 

the mitoses were counted. The number of observed mitoses was divided by the cells initially visible on 

the plate. C-D) FACS analysis of modified Huh7 cells after staining with Hoechst 33342 shows 

percentages of cells with fluorescent intensities corresponding to G0/G1 (C) or G2 phase (D).  
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Figure 3.4: Senescence after Epigenome Editing. Fixed epigenome-modified Huh7 cells (dC-TET1 – 

p16) and their controls were stained with X-gal overnight and pictures from each biological replicate 

were taken 12 hours later at 200x magnification. Increased β-galactosidase activity is associated with 

cellular senescence and can be visualized by staining with X-gal (red arrows). Only dC-TET1 – p16 

cells show increased senescence. dC-TET1-p16: TET1 targeting p16, dC-dTET1-p16: catalytically 

inactive TET1 targeting p16, dC-TET1-NT: non-targeted TET1, dC-dTET1-NT: non-targeted 

catalytically inactive TET1. Scale bar: 200 µm. 
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3.1.3 Insertion of the CTCF motif into TSG Promoter Regions 

Previous studies have shown that the presence of a binding motif of CTCF, an established SPF, 

leads to its recruitment and demethylation of an otherwise methylated region255,344. However, 

this observation has been made in exogenous DNA sequences containing the CTCF motif. Can 

recruitment of CTCF and subsequent local demethylation be directed by motif insertion into a 

methylated endogenous regulatory region of the genome? If yes, does this lead to activation of 

the gene regulated by the targeted regulatory region?  

To answer these questions, we chose to target the epigenetically silenced promoters of TSGs 

p16 and Rassf1a in HCC cell lines, as their activation by targeted demethylation is possible and 

may be of therapeutic interest as shown above. Specifically, we inserted either wild-type “WT” 

(TGGCCACCAGGGGGCGCTA) or scrambled “SC” (AATGGCTGGCCACCCGGGG) 

CTCF consensus binding motifs into the methylated promoter regions in close proximity of the 

TSS of p16 and Rassf1a in HCC cell line Huh7. Motifs of CTCF and SOX2, which was inserted 

in a later experiment, were previously tested experimentally for their ability to specifically and 

efficiently bind to their corresponding PFs, either by ChIP experiments, or DNA/protein 

microarray and EMSA. Transgenic cell lines with stable insertion of each motif were 

established. The first insertion was located 141bp upstream of the p16 TSS. Bisulfite analysis 

upon this insertion revealed local demethylation close to the insertion site of the CTCF WT 

motif, which was not the case for SC motif insertion (Fig. 3.5A). In contrast to previous studies 

that showed large demethylation extent around the insertion site on exogenous fragments 

(400 bp), the demethylation observed here is confined around the insertion site and did not 

reach the TSS344. Consistently, this limited demethylation did not yield an increase in mRNA 

or protein levels of p16 relative to mock transfected cells for either WT or SC motifs (Fig. 3.5B, 

C). The reason for the lack of expression could be, in contrast to dCas9TET1 targeting, 

insufficient demethylation, which did not extend to the TSS. We, therefore, inserted the motifs 
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closer to the TSS in a distance of 35bp. Bisulfite sequencing shows an even lesser extent of 

demethylation with only two of the endogenous CpGs demethylated (Fig. 3.5D). Again, this  

 

Figure 3.5: CTCF Motif Insertion into the p16 Promoter Region. A and D) CpG methylation 

percentages as analyzed by bisulfite sequencing of the p16 promoter after different CTCF motif 

insertions either -141bp (A) or -35bp (D) from the p16 TSS. Each vertical bar represents a CpG and the 

color code indicates the methylation percentage based on at least ten reads. The white triangle depicts 

the motif insertion site. B and E) p16 mRNA expression in Huh7 cells after CTCF motif insertion and 

in HeLa cells (as positive control), relative to mock transfected Huh7 cells. Measurements were made 

on mRNA from biological triplicates (n = 3) and normalized to the housekeeping gene SNRPD3. 

C) Protein levels of p16 and Lamin B (as loading control) after motif insertion -141bp from the TSS.  
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insertion did not result in an increase in p16 mRNA expression (Fig. 3.5E). This data suggests 

that insertion of a CTCF motif into the p16 promoter region only leads to limited demethylation 

that does not seem to be sufficient for activation of gene expression. This, however, does not 

rule out that other insertion sites or other SPFs could lead to p16 activation (see discussion).  

Using the same approach, we also inserted the CTCF motif into the Rassf1a promoter. Here, 

bisulfite analysis shows clear demethylation around the insertion site of the CTCF WT motif in 

both directions, spanning at least 200 bp (Fig. 3.6A). The CpGs around the TSS however were 

not demethylated. In contrast, the region around the inserted SC remained methylated. This 

larger demethylation zone around the WT motif led to 2.4-fold increase of expression on the 

mRNA level relative to mock transfected Huh7 cells. Nevertheless, the Rassf1a expression level 

was still low in comparison to its expression in HeLa cells that were used as a positive control 

(17.9 fold higher than Huh7) (Fig. 3.6B). Finally, this increase could not be confirmed at the 

protein level (Fig. 3.6C). Whether this lack of protein is due to the expression level at the RNA 

level being too low, or other post-transcriptional events affecting protein production or stability, 

cannot be concluded at this point.  

As with the insertions into p16, several options could be used to improve the activation of the 

gene, such as choice of SPF or the exact motif location and direction. While candidates for the 

former, which also have to be expressed in Huh7 cells, could be Krüppel-like factor 4 (KLF4) 

or Forkhead box protein A1 (FOXA1), the possible options for the latter are more numerous. 

In order to test the possible locations and directions, a streamlined system with a faster, more 

convenient readout is needed. One such option could be the establishment of reporter cell lines, 

in which a reporter would be driven by the endogenous TSG promoter. Another issue, which 

could be circumvented with such a reporter, is that it could prevent the reactivation of the 

endogenous TSG and thus would not inflict a selective disadvantage such as cell cycle arrest or 

senescence on the cells. Indeed, it cannot be ruled out that clones with successful p16 or Rassf1a 
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activation were generated by CTCF motif insertion, but were unable to proliferate and form 

colonies that could be expanded for the establishment of a cell line.  

 

Figure 3.6: CTCF Motif Insertion into the Rassf1a Promoter Region. A) Bisulfite profile of the 

Rassf1a promoter after CTCF motif insertion close to the Rassf1a TSS. Each vertical bar represents a 

CpG and the color code indicates the methylation percentage based on at least ten reads. The white 

triangle depicts the motif insertion site. B) Rassf1a mRNA expression in Huh7 cells after CTCF motif 

insertion and in HeLa cells (as positive control), relative to mock transfected Huh7 cells. Measurements 

were made on mRNA from biological triplicates (n = 3). The housekeeping gene for calculations was 

SNRPD3. C) Protein levels of Rassf1a and Lamin B (as loading control) after motif insertion. 
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Figure 3.7: Establishment of a Methylation Sensitive Reporter to assess SPF-dependent activation 

of TSGs. A) Bisulfite profile of the Rassf1a promoter before (WT) or after knock in (KI) of a GFP 

cassette downstream of Rassf1a ATG. Note that the 5´ homology region for the KI covers the 600bp in 

front of the Start codon including the entire region analyzed by bisulfite sequencing. This region does 

not contain an SPF motif, however, it has been inserted unmethylated. Two clones with successful KI 

were established (Rassf1a KI cl1 and cl2). Each vertical bar represents a CpG and the color code 

indicates the methylation percentage based on at least ten reads. B) Histogram showing the differences 

in GFP intensity between the two established clones and Huh7 WT cells. 

To create such a reporter, we performed a knock-in of a cassette containing the GFP gene and 

a PGK promoter-driven puromycin resistance gene into the Rassf1a locus. The start codon of 

the GFP replaced the original Rassf1a start codon. Furthermore, the GFP contained a stop codon 

to prevent possible expression of the largely intact Rassf1a further downstream. Upon 

genotyping, two clones with successful knock-ins were identified and expanded. In these 

resulting cell lines, GFP expression is now under the control of the endogenous promoter of 
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Rassf1a and its activation could therefore be used as a proxy for the promoter activity. We then 

checked the methylation status of the promoter in these two cell lines. Bisulfite sequencing 

revealed that Rassf1a promoter regions are differentially methylated with Rassf1a KI cl2 being 

completely unmethylated and Rassf1a KI cl1 partially methylated with lower methylation 

towards the TSS (Fig. 3.7A). This is most likely due to the fact that the plasmid-based repair 

template for the knock-in got inserted unmethylated and contained a 5´-region for homology-

directed repair, which covers a large portion of the Rassf1a promoter region. Nevertheless, it is 

puzzling that this region did not get methylated upon insertion, as previous studies reported that 

insertion of exogenous DNA fragments with the same sequence as endogenous fragments, 

result in the same methylation status as the endogenous counterpart255,599. Since the region for 

the knock-in cannot be changed, perhaps in vitro methylation of the repair plasmid can ensure 

that the promoter stays methylated. Regardless of this discrepancy, FACS analysis of the two 

cell lines indicated GFP intensities that correlate with the methylation status of the Rassf1a 

promoter (Fig. 3.7B). This result further validates the original hypothesis that demethylation on 

a local level could indeed lead to expression of Rassf1a. Moreover, as the methylation of the 

promoter in Rassf1a KI cl1 is partially reduced and the GFP expression only slightly increased, 

it could represent a sensitized form in which a small further decrease in methylation could have 

a higher impact on expression. This clone could therefore, in principle, be used for our purpose 

of screening for the best SPF insertion strategy that could lead to activation of Rassf1a. 

Taken together, CTCF motif insertion into defined locations of endogenous promoter regions 

of p16 and Rassf1a has resulted in local DNA demethylation, but no robust reactivation of gene 

expression. The use of a cell line with a reporter system that allows to assess best insertion 

strategy for the reactivation of Rassf1a promoter will be considered in the future. 
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3.1.4 Insertion of SPF motifs into a Methylation Reporter 

While biologically interesting, reactivating epigenetically silenced TSGs has a technical 

downside. Indeed, it could be technically challenging to detect the cells with active p16 or 

Rassf1a as this could present a selective disadvantage compared to other cells, and, therefore, 

would not form colonies. We may have therefore excluded potentially ‘successful’ SPF 

insertions with subsequent gene activation from our results. Furthermore, a more convenient 

and direct readout for gene reactivation alternatively to qPCR and Western blot is desired. 

While the fluorescence reporter for Rassf1a in Huh7 cells was under development, we targeted 

the already established Dazl-Snrpn methylation reporter developed by the Jaenisch lab613. The 

reporter consists of a small promoter of nuclear ribonucleoprotein polypeptide N (Snrpn) and 

a downstream GFP, both of which were inserted into the deleted in azoospermia-like (Dazl) 

locus of mouse embryonic stem cells (mESCs), retaining part of the Dazl promoter upstream 

of the reporter cassette. Snrpn is an imprinted gene whose methylation status was shown to be 

sensitive to the methylation status of its surrounding locus. Moreover, it is expressed in most 

tissues making it a good candidate for a methylation sensitive reporter system623,624. Dazl, on 

the other hand, is a germ-line specific gene that is methylated in mESCs625. Importantly, the 

reporter was shown to be stably methylated in the Dazl locus and successfully activated by 

recruitment of dCas9-TET1572. 

To confirm activation of the reporter following demethylation, Dazl-Snrpn-GFP V6.5 mESCs 

were treated with 1 µM 5-aza for 7 and 14 days. FACS analysis shows a clear shift of the treated 

cell population towards higher GFP intensity (Fig. 3.8A-B). However, despite the shift, there is 

still a substantial overlap in intensity shared by both populations, making it difficult to 

determine the absolute amount of GFP–positive cells. Alternatively, one can calculate the 

median or mean fluorescence intensities (MFI) and their ratio between treated and untreated 

cells. In case the distributions are symmetrical, median and mean should be almost identical.  



103 
 

 

Figure 3.8: Activation of the Dazl-Snrpn Methylation Reporter with 5-aza. A) Representative 

histogram showing the difference in GFP intensity between Dazl-Snrpn-GFP V6.5 mESCs either treated 

with DMSO or 1µM 5-aza for 14 days. B) Representative scatter plot showing the population shift 

towards higher GFP intensity in Dazl-Snrpn-GFP V6.5 mESCs either treated with DMSO or 1µM 5-aza 

for 14 days. C) Median fluorescence intensity ratios of GFP between cells treated with 5-aza and DMSO 

was measured by FACS after seven days and 14 days of treatment (n = 3) D) Mean fluorescence intensity 

ratios of GFP between cells treated with 5-aza and DMSO was measured by FACS after seven days and 

14 days of treatment (n = 3). E) Bisulfite profile of the Dazl-Snrpn promoter after 14 days of 5-aza 

treatment. Each vertical bar represents a CpG and the color code indicates the methylation percentage 

based on at least ten reads. The white triangle depicts the motif insertion site. 
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However, in case a distribution is skewed either positively or negatively, the median will be 

closer to the mode, representing more ‘typical’ events. For the following experiments, the ratios 

for both median and mean fluorescence intensity were calculated. The MFI ratios are increased 

after 5-aza treatment with further increase between 7 and 14 days (Fig. 3.8C-D), suggesting that 

longer exposure to demethylating agents increases gene activation. Importantly, these 

expression differences correlate well with changes in the methylation landscape of the reporter 

that were confirmed by bisulfite sequencing (Fig. 3.8E). This set of experiments confirm the 

utility of using the Dazl-Snrpn as methylation-dependent reporter for gene expression. 

Next, we inserted SPF motifs in either the Dazl part or the Snrpn part of the promoter region 

by CRISPR/Cas9 (Fig. 3.9A). The first SPF we tested was CTCF. Several clones with CTCF 

motif insertions either as WT or SC as well as in forward (fwd) or reverse (rev) were 

established. Of all insertions, only one clone with the CTCF WT rev motif inserted into the 

Dazl part showed a significant shift in GFP intensity (Fig. 3.9B-D). While being significant, 

this shift is relatively small in comparison with the one achieved with 5-aza treatment 

(Fig. 3.8A-D). This insertion also caused local demethylation that was restricted to only a few 

CpGs around the target site (Fig. 3.9E). Surprisingly, demethylation, albeit to a bit lesser extent, 

was also observed around CTCF SC motif at the same insertion site. As for insertions into the 

Snrpn part, none of which seem to induce GFP expression, the bisulfite profile between two 

clones containing the CTCF WT fwd motif, i.e. both having the same genotype, differs 

drastically (Fig. 3.9F). While WT fwd clone 1 shows demethylation around the insertion site, 

WT fwd clone 2 seems to retain full methylation. These results indicate that CTCF motif 

insertion can lead to reactivation of silenced genes under certain circumstances. However, both 

location and direction may play a role. Also the extent on how much DNA demethylation, is 

involved in the reactivation is uncertain, since one insertion into the Snrpn part leads to 

widespread demethylation, but no change in GFP intensity. Perhaps the demethylation of 
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certain key CpGs is more important than demethylation over a larger region. Furthermore, since 

there are two clones with the exact same insertion, but different methylation profiles, it is unsure 

whether the demethylation is due to differential CTCF recruitment, or other unknown factors 

potentially involving the repair process of the region. ChIP experiments investigating 

differential CTCF enrichment in these clones may in part answer this question.  

Another recently identified SPF is SOX2344, a prominent pluripotency factor expressed in 

mESCs. Therefore, SOX2 represents an additional suitable candidate for the assessment of SPF-

dependent transcription activation. As in the earlier experiment, we inserted as WT (fwd or rev) 

or SC SOX2 motifs into the Dazl or Snrpn part of the reporter. Of the established clones only 

two, WT fwd 2 in Dazl and WT fwd in Snrpn, show a shift in fluorescence intensity (Fig. 3.10A-

C). While the former does not show a significant shift, the latter appears to contain a population, 

that is statistically different from the original population in mock transfected cells (Fig. 3.10C). 

This pattern results in a significant shift for mean fluorescence intensity, but not for median 

fluorescence intensity (Fig. 3.10A-B). Insertion of the SOX2 WT fwd motif into the Dazl part 

also leads to similar demethylation in both established clones (Fig. 3.10D). Although SOX2 

WT fwd cl2 seems to have higher GFP expression, the difference is not significant. 

Surprisingly, the promoter seems to maintain complete methylation when the SOX2 WT motif 

is inserted into the Snrpn part despite the increase in GFP expression, while moderate 

demethylation was observed when the SC motif was inserted in the same location (Fig. 3.10E). 

Sequencing of the region did not reveal genomic heterogeneity, with all 36 analyzed sequences 

containing the SOX2 WT motif and no further abnormalities. These results raise the questions 

whether the insertion of the SOX2 motif leads to demethylation, and whether demethylation is 

necessary for reactivation of gene expression.  
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Figure 3.9: Targeted Insertion of CTCF Motifs into the Dazl-Snrpn Promoter. A) Schematic 

representation of CTCF motif insertion into the Dazl-Snrpn-GFP reporter. B) Median fluorescence 

intensity ratios of GFP between clones with insertions and mock transfected Dazl-Snrpn-GFP V6.5 

mESCs. GFP intensity was measured by FACS for biological triplicates of each clone (n = 3) C) Mean 

fluorescence intensity ratios of GFP between clones with insertions and mock transfected Dazl-Snrpn-

GFP V6.5 mESCs. Snrpn WT fwd 1 and 2 are two distinct clones with the same insertion. 

D) Representative histograms of clones with the highest MFI ratio difference and their SC motif 

insertion counterparts. E-F) Bisulfite profile of the Dazl-Snrpn promoter after different CTCF motif 

insertions into either the Dazl region (E) or the Snrpn region (F). Each vertical bar represents a CpG 

and the color code indicates the methylation percentage based on at least ten reads. The white triangle 

depicts the motif insertion site.  

Finally, we also assessed GFP expression of the clones showing the strongest intensity shifts 

on the mRNA level. All tested clones with a WT SPF motif show higher GFP expression 

(Fig. 3.11), which corresponds to the results observed during FACS.  

Taken together, SPF motif insertion into the Dazl-Snrpn reporter induces gene expression in 

some cases. However, having activation without demethylation and differential activation or 

demethylation between clones with the exact same insertion, suggest that other mechanisms, 

possibly CRISPR- or DNA repair-related, are involved, making SPF insertion not a robust 

technique for gene reactivation as of yet. 
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Figure 3.10: Targeted Insertion of a SOX2 Motif into the Dazl-Snrpn Promoter. A) Median 

fluorescence intensity ratios of GFP between clones with insertions and mock transfected Dazl-Snrpn-

GFP V6.5 mESCs. GFP intensity was measured by FACS for three passages of the same clone (n = 3) 

B) Mean fluorescence intensity ratios of GFP between clones with insertions and mock transfected Dazl-

Snrpn-GFP V6.5 mESCs. Dazl WT fwd 1 and 2 are two distinct clones with the same insertion. 

C) Representative histograms of clones with the highest MFI ratio difference and their SC motif 

insertion counterparts. D-E) Bisulfite profile of the Dazl-Snrpn promoter after different SOX2 motif 

insertions into either the Dazl region (D) or the Snrpn region (E). Each vertical bar represents a CpG 

and the color code indicates the methylation percentage based on at least ten reads. The white triangle 

depicts the motif insertion site. 
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Figure 3.11: GFP Expression on the mRNA Level after SPF Motif Insertion. GFP mRNA 

expression relative to mock-transfected Dazl-Snrpn-GFP V6.5 mESCs. Clones with WT motif insertions 

most likely to induce GFP expression as well as their SC motif counterparts, were assessed. 

Measurements were performed on RNA from three different passages of the same clone (n = 3), which 

has been extracted on the same days as the previously described FACS experiments (error bars, s.d.). 

SOX2 wt fwd 2 – Snrpn refers to the clone, which previously showed higher increase in GFP intensity. 
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3.2 Cell Fate of Adipose Tissues: New Targets for Epigenome Editing 

• In collaboration with the Trajkovski laboratory, University of Geneva, Switzerland. 

• Contributions: Nicolas Hafner performed genomic DNA extraction, WGBS, 5-aza 

treatment and differentiation of 3T3-L1 pre-adipocytes, as well as interpretation of the 

results; Nicolas Suarez-Zamorano performed the in vivo experiments, tissue extraction, 

RNAseq, and qRT-PCR; Victor Ythier performed WGBS data analysis; Silas Kieser 

performed RNAseq data analysis. 

Adipose tissues come in different forms and functions626. While white adipose tissue (WAT) 

constitutes the majority of adipocytes in adult mammals and is responsible for energy storage, 

brown adipose tissue (BAT) regulates non-shivering thermogenesis401,402, i.e. it expends energy 

rather than storing it. Active BAT is associated with a healthy phenotype, correlating with a 

lower body mass index (BMI) and a lower risk for diabetes403. Interestingly, it has been shown 

that after cold exposure or caloric restriction, a third type of adipose tissue called “beige” 

emerges within WAT404-406. Beige adipocytes have similar properties to brown adipocytes. This 

process is therefore called “browning”. Browning has been consistently shown to occur in 

subcutaneous white adipose tissue (SAT), which is located underneath the skin, but not visceral 

white adipose tissue (VAT), which is located between the inner organs. Recently however, it 

has been observed that cold exposure in combination with gut microbiota depletion also leads 

to browning of VAT, which leads to a further increase in glucose tolerance and insulin 

sensitivity627. These ‘beige’ adipocytes emerging from VAT, while sharing traits with SAT-

related beige and brown adipocytes, show also differences in gene expression. For example, 

Uncoupling Protein 1 (UCP1), a marker gene for the brown phenotype, responsible for heat 

generation, does not show higher expression in this emerging cell type (unpublished data, 

Suarez-Zamorano et al). Targeting browning in VAT over SAT might also be clinically more 
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relevant since VAT is associated with chronic inflammation negatively impacting metabolic 

diseases.  

The precise mechanisms and origin underlying the browning phenomenon are still not fully 

understood. However, because of the positive contribution of active brown and beige adipose 

tissue towards glucose uptake and insulin sensitivity, controlled transdifferentiation of white 

adipocytes into beige adipocytes may present a new therapeutic strategy against diabetes and 

obesity. Since cell fate is largely determined by epigenetic mechanisms, such as DNA 

methylation, the identification of differentially methylated regions (DMRs) related to 

regulatory elements of differentially expressed genes (DEGs) before and after adipocyte 

browning in VAT, may present targets for epigenome editing. We therefore aim at identifying 

these elements in vivo by using mouse models. Furthermore, we aim to develop a cell culture 

system for fast and convenient assessment of the newly identified targets and their possible 

activation. 
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3.2.1 Identification of Differentially Expressed Genes and Differentially Methylated 

Regions Upon Browning in VAT Adipocytes 

To induce browning of VAT, mice were kept for 30 days at 6°C for cold exposure and received 

an antibiotic cocktail, administered in the drinking water (CAx). Both CAx treated mice and 

mice kept at room temperature (RT) without antibiotics administration were sacrificed and 

RNA and DNA were extracted from perigonadal VAT (Fig. 3.12A). RNA sequencing 

(RNAseq) analysis revealed 152 DEGs with fairly even distribution between upregulated and 

downregulated genes upon browning (Fig. 3.12B). Whole genome bisulfite sequencing 

(WGBS) was then performed and resulted in a mean read coverage of 18.87 and 20.20 per CG 

for CAx-treated and RT samples, respectively. Using a sliding window approach, we identified 

419 DMRs between CAx-treated and RT-control VAT, most of which (356) were 

hypomethylated after CAx treatment (Fig. 3.12C). Importantly, none of the DMRs were in the 

promoter region or in close proximity to the TSS of the DEGs (Tab. 1). This is not surprising, 

since changes in gene expression during cellular differentiation is mostly driven by differential 

activation of distal regulatory elements. These could be located at different distances from TSS, 

as well as up- or downstream of their target gene(s). Therefore, an overlap of these regions with 

our identified DMRs cannot be ruled out. For this new, emerging cell type, however, tissue-

specific enhancers are still unknown. We, therefore, looked at previously published enhancer-

specific histone marks in WAT and BAT, which were identified by chromatin 

immunoprecipitation (ChIP)628. Peaks for H3K27ac and H3K4me1 enrichment in these cells in 

different distances to the TSS of the DEGs were identified (Tab. 2-3). The results identified six 

DEGs with both DMRs and enhancer-specific histone marks in proximity to their TSS (Tab. 4).  
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Table 1: DMRs close to DEGs (CAx vs RT). The first column depicts the maximal distance from TSS 

of DEGs used for the identification of related DMRs. The second column depicts the number of DEGs 

that have a neighboring DMR within the defined distance and their names are depicted in the third 

column. The color code refers to whether the genes were upregulated (red) or downregulated (blue) after 

CAx. 

Distance from TSS (kb) Number of DEGs DEG names 

1 0 - 

2 1 Thbs1 

3 2 Thbs1, Itgax 

5 4 Thbs1, Itgax, Acly, Acsl1 

10 8 
Thbs1, Itgax, Acly, Acsl1, Scd2, 

Pdha1, Serpine1, Serpina3k 

 

Two of the genes have enhancer-specific histone marks in WAT, two in BAT, and two in both 

(Tab. 4; blue: lower expression, red: higher expression after CAx). The identified genes 

showing nearby enhancer marks in both WAT and BAT are Acyl-CoA synthetase-1 (Acsl1), 

which is responsible for the direction of fatty acids (FAs) towards β-oxidation and cold 

thermogenesis629, and pyruvate dehydrogenase E1 subunit alpha 1 (Pdha1), which converts 

pyruvate into acetyl-CoA630. The genes with nearby enhancer marks only in BAT are ATP 

citrate lyase (Acly), which is involved in FA synthesis631,632, and Serpin Family E Member 1 

(Serpine1), which is responsible for blood clot degradation by inhibiting plasminogen activator 

(PLAT)633. The genes with enhancer marks only in WAT are Stearoyl-CoA desaturase-2 

(Scd2), which is involved in lipid synthesis634, and Thrombospondin 1 (Thbs1), which is a 

component of the extracellular matrix and cell adhesion machinery635. Interestingly, while none 

of the DMRs directly overlap with the putative enhancers as defined by the related histone 

modification (Fig. 3.13 and Fig. 3.14), all DMRs associated with the above-mentioned genes 

and distal regulatory elements are hypomethylated after CAx treatment and located at the 3´end 

of the gene.  
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Figure 3.12: Identification of DMRs and DEGs after CAx Treatment. A) Schematic representation 

of cold and antibiotics (CAx) treatment of mice. B) Volcano blot of RNA-seq showing DEGs after CAx 

treatment with a fold change in expression of at least 1.5. downregulated genes after CAx treatment are 

depicted in blue, while upregulated genes are depicted in red. C) Volcano blot of WGBS showing DMRs 

after CAx treatment with a methylation level (ML) difference of at least 10%. Hypomethylated DMRs 

are depicted in blue, hypermethylated regions are depicted in red.  

  



115 
 

Table 2: Enhancer-specific Histone Marks near DEGs (CAx vs RT) in Adipose Tissues 

Distance from TSS (kb) Number of peaks  Number of DEGs (152 max) 

H3K27ac peaks near DEGs (CAx vs RT) in BAT 

1 330 82 

2 398 85 

3 448 89 

5 569 93 

10 941 105 

1000 34275 151 

H3K27ac peaks near DEGs (CAx vs RT) in WAT 

1 135 39 

2 168 41 

3 183 45 

5 215 51 

10 287 59 

1000 8364 147 

H3K4me1 peaks near DEGs (CAx vs RT) in BAT 

1 87 38 

2 145 63 

3 200 76 

5 314 90 

10 627 113 

1000 33632 151 

H3K4me1 peaks near DEGs (CAx vs RT) in WAT 

1 235 81 

2 347 96 

3 412 104 

5 563 113 

10 965 125 

1000 50777 152 
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Table 3: DEGs with both H3K27ac and H3K4me1 peaks close to their TSS. The first column depicts 

the maximal distance from TSS of DEGs where both enhancer-specific histone marks can occur. The 

second column depicts the number of DEGs that have both histone marks within the defined distance in 

BAT. The second column depicts the number of DEGs that have both histone marks within the defined 

distance in WAT. 

Distance from TSS (kb) Number of DEGs in BAT Number of DEGs in WAT 

1 26 26 

2 50 36 

3 60 42 

5 73 50 

10 94 58 

1000 151 147 

 

Table 4: DEGs with both DMRs and Enhancer-Specific Histone Marks in Proximity to their TSS. 

The first column depicts the maximal distance from TSS of DEGs where both enhancer-specific histone 

marks as well as DMRs can occur. The second and third columns depict the names of the DEGs fulfilling 

these requirements within the given distance. The color code refers to whether the genes were 

upregulated (red) or downregulated (blue) after CAx.  

Distance from TSS (kb) DEGs with enhancer-specific 

histone marks in BAT 

DEGs with enhancer-specific 

histone marks in WAT 

1 - - 

2 - Thbs1 

3 - Thbs1 

5 Acsl1, Acly Acsl1, Thbs1 

10 Acsl1, Acly,Pdha1, Serpine1 Acsl1, Thbs1, Scd2, Pdha1 
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Figure 3.13: DEGs related to DMRs and Enhancer-Specific Histone Marks in BAT. Genomic 

regions covered by the DEGs are highlighted in yellow. Below are shown, in order, the ChIP-seq tracks 

of H3K4me1 in BAT, H3K4me1 in WAT, H3K27ac in BAT and H3K27ac in WAT. The lowest tracks 

depict the ratio of CpG methylation measured by WGBS in RT VAT and CAx VAT, in order. The 

DMRs are highlighted at the very bottom, while ChIP-Seq peaks are highlighted below the 

corresponding ChIP-Seq experiment. The genes displayed are (A) Acly, (B) Acsl1, (C) Pdha1, (D) 

Serpine1.
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Figure 3.14: DEGs with both DMRs and Enhancer-Specific Histone Marks in WAT. Genomic 

regions covered by the DEGs are highlighted in yellow. Below are shown, in order, the ChIP-Seq tracks 

of H3K4me1in BAT, H3K4me1 in WAT, H3K27ac in BAT and H3K27ac in WAT. The lowest tracks 

depict the ratio of CpG methylation measured by WGBS in RT VAT and CAx VAT, in order. The 

DMRs are highlighted at the very bottom, while ChIP-Seq peaks are highlighted below the 

corresponding ChIP-Seq experiment. The genes displayed are (A) Acsl1, (B) Pdha1, (C) Scd2, (D) 

Thbs1. The red box in (C) highlights a potential DMR, which may have escaped our parameters for 

DMR identification.  
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Therefore, one would expect that these DMRs should be correlating with upregulation of genes 

upon CAx treatment. Indeed, of the identified related-DEGs, only Serpine1 and Thbs1 are 

downregulated in VAT from CAx-treated mice, while the other genes are upregulated. 

Interestingly, Serpine 1 and Thbs1 are also the only genes that are not directly involved in FA 

metabolism, but rather platelet biology and cells adhesion. 

While these findings could be interesting, their biological significance, as so far, remains 

elusive. Indeed, in all the cases above, DMRs do not seem to overlap directly with enhancer 

marks. Therefore, it is difficult to conclude whether these DMRs have a direct effect on the 

neighboring regulator elements. Furthermore, a quick look on the WGBS tracks reveals several 

apparent DMRs that were not identified as such. For example, a region overlapping with 

enhancer-specific histone marks in Scd2 and loosing methylation after CAx treatment seems 

not having been recognized by the set criteria (Fig. 3.14C, red box). In fact, the standard criteria 

that we applied for DMR identification seem to be too stringent and probably not adapted for a 

heterogeneous population, such as the VAT (see discussion). Changing the criteria for DMR 

identification may identify additional DMRs overlapping with enhancer marks. 

Taken together, the results from WGBS identified DMRs between CAx-treated and RT VAT, 

with a strong shift towards hypomethylation. While most of the genes showing both enhancer-

specific marks and DMRs are involved in FA metabolism, no apparent targets for epigenome 

editing could be identified, due to a lack of overlap between the two. Other epigenetic 

mechanisms beyond DNA methylation, such as histone modifications, may also be considered 

for target identification. Furthermore, heterogeneity of cell types within the sample, and pooling 

of multiple mice to obtain a sufficient amount of DNA for WGBS, may have prevented the 

identification of DMRs with lower methylation level difference (see discussion). 
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3.2.3 Differentiation of 3T3L1-preadipocytes under the Influence of 5-aza 

While, ultimately, the assessment of potential epigenome editing targets for browning of WAT, 

which includes testing of glucose uptake and insulin sensitivity, needs to take place in mice, 

prior investigation of the targets on development and transdifferentiation in a more convenient 

cell culture system is desired. Here, we take advantage of the differentiation potential of 3T3-L1 

pre-adipocytes, which initially show fibroblast-like morphology, but have the known ability to 

differentiate into white adipocyte-like cells, synthesizing and accumulating triglycerides as well 

as adopting a round morphology including lipid droplets636. Aside from this ‘whitening’ 

protocol, we also applied a browning protocol, adopted from the differentiation protocol of 

primary immortalized brown adipocytes (PIBA)637, which requires indomethacin, 

isobutylmethylxanthine, dexamethasone, insulin, triiodothyronine or rosiglitazone, and 

isoproterenol638. Since 3T3-L1 pre-adipocytes treated with either protocol are morphologically 

indistinguishable, but show different gene expression profiles, especially in regards to FA 

metabolism and some browning markers, the idea of this experiment is to differentiate the cells 

with either protocol, and test the ability of favoring browning by epigenome editing. Since no 

apparent targets for epigenome editing have been identified as of yet, and because during 

WGBS a predominant shift towards hypomethylation after CAx-treatment has been observed 

(Fig. 3.12B), we hypothesized that 5-aza treatment, a general demethylating agent, may 

enhance the browning potential of these cells. Therefore, we first tested our differentiation 

protocol in combination with 5-aza treatment. The treatment was applied at two different time 

points during the differentiation protocol, which lasts seven days (Fig. 3.15A). The first 

treatment, called START, was applied during the first two days of differentiation, while END 

treatment was applied during the last two days. Two concentrations of 5-aza together with a 

DMSO control were tested. Subsequently, RNA was extracted and the expression of 

adipogenesis and browning markers, as well as mitochondrial genes and genes involved in FA 

metabolism was measured by qPCR. 
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Figure 3.15: Differentiation of 3T3L1-preadipocytes under the Influence of 5-aza. A) Schematic 

representation of 3T3-L1 differentiation with either browning or whitening protocol under the influence 

of different 5-aza concentrations at the start or end of the differentiation. B) mRNA expression of 

adipose tissue and browning marker genes under the influence of 5-aza at the start of differentiation. C) 

mRNA expression of downstream genes of Ppar-α under the influence of 5-aza at the start of 

differentiation. D) mRNA expression of adipose and browning marker genes under the influence of 5-

aza at the end of differentiation. E) mRNA expression of downstream genes of Ppar-α under the 

influence of 5-aza at the end of differentiation. Data were normalized to START DMSO W (B,C) or 

END DMSO W (D,E). n = 3, Housekeeping gene used for calculations is Tbh (B-E). 

In both START and END treated cells, two of the browning markers, cell death-inducing DNA 

fragmentation factor alpha-like effector A (Cidea) and peroxisome proliferator-activated 
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receptor gamma coactivator 1-alpha (Ppargc1α), but not UCP1, were higher expressed when 

the browning protocol was applied (Fig. 3.15B and D). As expected, adipocyte marker 

adipocyte protein 2 (Ap2), as well as other genes involved in lipid metabolism, such as fatty 

acid synthase (Fasn), peroxisome proliferator-activated receptor alpha (Ppar α), and 

peroxisome proliferator-activated receptor gamma (Ppar γ), or cytochrome c oxidase 

polypeptide 7A1 (Cox7a1), which is a component of the mitochondrial respiratory chain, were 

also more expressed after browning, most likely due to higher metabolic rate. 

Low concentrations of 5-aza do not seem to affect gene expression significantly (Fig. 3.15B 

and D). However, high concentrations of 5-aza during whitening decreased the expression of 

Cidea, Ppar γ, Ppargc1α, Fasn, and Ap2, especially after END treatment. The only gene 

upregulated after 5-aza treatment to roughly the same levels as after browning was Ppar α 

(Fig. 3.15B and D). We, therefore, looked at the gene expression of several downstream genes 

of Ppar α. Surprisingly, three of the downstream targets, pyruvate dehydrogenase kinase 4 

(Pdk4), carnitine palmitoyltransferase 1B (Cpt1b), and perilipin 2 (Plin2), were downregulated 

after high concentrations of 5-aza treatment (Fig. 3.15C and E). Only elongation of long-chain 

fatty acids family member 6 (Elovl6), which is also a browning marker and the gene with the 

highest expression fold change after our in vivo CAx treatment, was upregulated. 

Taken together, the browning protocol provides us with several differentially expressed marker 

genes which could be used for the assessment of browning in cells treated with both whitening 

protocol and targeted epigenome editing. However, 5-aza treatment, which should support a 

hypomethylated state, in reference to our previous findings during WGBS, did only partially 

elevate marker gene expression to browning level and in some cases even worked against our 

expectations. On the other hand, 5-aza treatment is not targeted and may not be comparable to 

precise epigenome editing. In any case, the system requires further testing and potentially other 

strategies for readout, such as reporter genes or testing of respiratory rate. 
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4 Discussion 

While interesting results have been produced for both projects, neither the insertion of super 

pioneer factor (SPF) motifs could be established as a robust method for gene reactivation, nor 

have new apparent targets for epigenome editing in adipocytes been identified. Therefore, 

before interpreting the results, the shortcomings of our experimental approach, as well as 

alternative routes to accomplish our goals, will be discussed. Since there were also promising 

findings in regards to p16 reactivation, an outlook into follow-up experiments and potential 

therapeutic strategies will be given. 

4.1 Experimental Approach 

While targeting epigenetically silenced tumor suppressor genes (TSGs) for reactivation via 

epigenome editing, be it with dCas9-effectors or SPF motif insertion, is both biologically 

interesting and clinically relevant, it comes at the same time with an inherent flaw: TSG 

reactivation initiates various mechanisms ranging from cell cycle arrest to apoptosis, thus 

ultimately leading to selective proliferative disadvantage of the affected cells in comparison 

with unaffected cells. Although we start with a homogenous cell population (Huh7), our 

targeting approach invariably produces heterogeneous cell populations, be it because of varying 

lentivirus (LV) infection rates as well as insertion locations, infidelity in NHEJ repair, or the 

limited efficiency of motif insertion through homology-directed repair (HDR) after CRISPR. 

Which means that different activation rates might occur and the more ‘successful’ ones will be 

selected out. This generates a lot of background and the candidates with the most interesting or 

desirable phenotype might have been lost at early stages of the respective experiment due to 

proliferative disadvantage. 

In order to get a proof-of-concept for the gene activating capabilities of SPF motifs with a 

possible therapeutic effect, one could also target other endogenous genes involved in other 
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diseases and whose activation does not cause a selective disadvantage. However, one could first 

use target genes that do not have immediate therapeutic benefits, but could provide an easier 

readout. These should be epigenetically silenced by DNA methylation, and, ideally, proven to 

be reactivated by demethylation. One such example is the promoter of Rhox homeobox family 

member 2 B (RHOXF2B), which has been previously reactivated by targeted demethylation via 

TET1-recruiting dCas9–SunTag system in human embryonic kidney 293 (HEK293) cells574. 

We tried to recreate this activation by CTCF motif insertion into the same targeted location in 

HEK293 cells, and we observed RHOXF2B gene activation for several of the resulting clones 

(data not shown). However, since there are eight copies of the gene present in this cell type, one 

motif insertion via HDR co-occurs with multiple random insertions and deletions (indels) 

through non-homologous end joining (NHEJ) in the other copies. Therefore, one cannot exclude 

the possibility that reactivation might have been facilitated through a mechanism involving the 

latter. Indeed, we observed increased RHOXF2B expression also for clones, treated with Cas9 

and sgRNA, but without repair template, i.e. without the presence of a CTCF motif, but of 

various indels (data not shown). These results suggest that RHOXF2B in HEK293 cells is not a 

suitable target to establish a proof-of-concept. Another candidate gene is UCP1, whose 

enhancer is demethylated in correlation with its activation after 5-azacytidine treatment in 3T3-

L1 cells or cold-stress treatment in brown adipose tissue (BAT)415. Finally, myoblast 

determination protein (MyoD), which has been activated with dCas9-TET1in C3H10T1/2 

mouse embryonic fibroblast cells572 could also serve as a candidate target. Since CRISPR-based 

insertions are hard to accomplish in these cell lines, we assessed whether we could activate 

these genes in mouse embryonic stem cells (mESCs), in which motif insertion works very well. 

Targeting dCas9-TET1 to these specific loci did, indeed, lead to demethylation, but no change 

in gene expression could be detected (data not shown), perhaps due to a lack of cell type-specific 

transcription factors (TFs). We, therefore, did not attempt SPF-motif insertions for these loci in 

mESCs. However, the task of finding a suitable target for epigenome editing has led to the start 
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of the second project in this thesis: the cell fate of adipose tissues and its linked epigenomic 

marks. 

Another way to for testing the effect of SPF-motif insertion in gene expression with a more 

convenient readout is the employment of methylation sensitive reporters. One such previously 

published reporter is the Dazl-Snrpn-GFP introduced above613. It has been shown that 

recruitment of dCas9-TET1 leads to demethylation of the Snrpn part and subsequent GFP 

expression572. However, the amount of GFP-positive cells after lentivirus transduction remains 

quite modest and data in regards to changes in mean or median fluorescence intensity has not 

been shown572. Here, we achieved unambiguous increase in GFP intensity after 5-aza treatment, 

which was also accompanied by demethylation of the promoter region (Fig. 3.8). The activation 

by SPF-motif insertion, on the other hand, was less obvious (Fig. 3.9 and Fig. 3.10). However, 

in comparison with the other target genes that were tested, the Dazl-Snrpn-GFP reporter still 

provided the most reliable readout and represents the most convenient testing system for SPF-

dependent activation so far. In addition, activation of the Dazl-Snrpn-GFP reporter does not 

lead to an apparent selective disadvantage. Even so, aside from proof-of-concept testing, this 

system does not provide assessment capabilities in regards to potential medical targets, such as 

TSGs. To achieve that, a knock-in of GFP downstream of p16 or Rassf1a promoters, thus acting 

as a reporter for the activity of the TSG promoter, was assessed. We were successful in 

establishing two cell lines containing a GFP gene directly driven by the Rassf1a promoter. 

However, the downsides of this approach became evident after bisulfite sequencing. Neither of 

the clones shared the methylation profile with the endogenous region, with one clone being 

completely demethylated, while the other is partially demethylated (Fig. 3.7). The homologous 

region of the repair template, which also covers a large portion of the promoter was inserted 

unmethylated. While GFP intensity correlated with the methylation status, their use for 

assessing SPF motif insertion, or other demethylation approaches, is questionable. Even so, 



126 
 

SPF motif insertions can still be performed on the established knock-in clone with partial 

methylation, to see if comparable GFP expression to the unmethylated clone can be achieved. 

Furthermore, one could attempt to remethylate the promoter by targeting it with dCas9-

DNMT3A572. However, this does not necessarily achieve complete methylation, e.g. the Snrpn 

reporter was remethylated to about 70% 5-mC572. How well this translates to the Rassf1a 

promoter, which shows close to 100% 5-mC in Huh7, has not been tested. Another way to retain 

promoter methylation could be in vitro methylation of the donor plasmid for the repair template. 

While this can be achieved by treatment of the plasmid with bacterial methylase SssI639, it 

would also result in methylation of the entire construct including the reporter gene body and 

potential antibiotic resistance genes for clonal selection. Finally, one could try to insert a 

cassette formed of the GFP gene driven by the TSG promoter, in another location of the genome 

that could help maintaining the methylation status of the insert. In general, any knock-in may 

alter the epigenomic landscape of its target region in unforeseeable ways and needs to be 

investigated and compared to the endogenous state, not only in regards to DNA methylation, 

but also histone modifications, before serious assessment of demethylation approaches can be 

conducted. 

In order to identify new medical targets for epigenome editing, we took a closer look at the 

DNA methylation profile of an emerging cell type in visceral adipose tissue (VAT) after a 

combination treatment with cold temperature and an antibiotics cocktail (CAx). Whole genome 

bisulfite sequencing (WGBS) on these beige adipocytes is challenging though, since they 

emerge from within the white adipose tissue (WAT), resulting in a heterogeneous sample. 

Hematoxylin and eosin (H&E) staining on perigonadal VAT and quantification of multilocular 

cells has revealed that beige adipocytes make up roughly 40% of the tissue after CAx treatment, 

making them a minority in the analyzed sample. Furthermore, an unknown amount of other cell 

types, especially from the immune system, may be present. This heterogeneity needs to be taken 
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into account when looking at the WGBS data, as well as the gene expression profile. Indeed, 

for the identification of DMRs and DEGs, only the largest changes in methylation and 

expression may be detected, while others may escape due to the background. For example, 

changes of 20% in the methylation level of a CpG in beige cells may appear as 8% in total 

methylation differences. Indeed, several regions with methylation differences could be detected 

by visual inspection of the methylomes of VAT and VAT+CAx. However, many of these 

regions did not pass the thresholds for the degree or extent of DNA methylation differences that 

we have set. For example, for one of the identified DEGs, Stearoyl-CoA desaturase-2 (Scd2), 

which also contains a DMR and enhancer-specific marks in proximity to the TSS, another 

potential DMR overlapping with the enhancer marks is visible, but that did not pass our 

parameters for DMRs (Fig. 3.14C, red box). Our parameters were the default ones of swDMR 

software version 1.6.2640, which is a sliding window approach with a window size of 1000 bp 

and a step size of 100 bp. 1000 bp-regions with at least 10 CpGs and a methylation level (ML) 

difference of at least 10% (p value < 0.05 using a Fisher test) were considered as DMRs. These 

are very stringent conditions that are suitable for the comparison of two homogenously 

constituted cell lines, but maybe less in our case. Indeed, to detect a DMS and assuming that 

the difference occurs only in beige cells, the minimum difference in methylation has to be 

>40%. Therefore, we are currently considering changing these parameters or using different 

software, e.g. DMRfinder641 or DSS642, which could confirm this region, and potentially others, 

as DMRs, and, eventually, as potential targets for epigenome editing. On the contrary, detected 

changes might be driven by non-beige cells and therefore constitute false positives.  

To address the problem of heterogeneity in our samples, one could attempt cell sorting of the 

beige adipocytes. Sorting could be performed based on the differences in the number of 

mitochondria, which can be stained with agents such as MitoTracker® Deep Red643. 

Alternatively, a mouse line with a tissue-specific reporter for VAT-emerging beige adipocytes 



128 
 

can be created. Similar lines already exist for UCP1 expression, which is a marker in brown 

adipose tissue (BAT) and beige adipocytes emerging from subcutaneous adipose tissue 

(SAT)407,644. Since changes in UCP1 are not as apparent in VAT after CAx, another marker 

should be used. For example, Elongation of long chain fatty acids family member 6 (Elovl6), is 

the most significant differentially expressed gene (DEG) in VAT after CAx. Furthermore, it is 

an already known browning marker645, and its higher expression is, therefore, unlikely to be 

associated with an undesired cell type, although this cannot be ruled out categorically. An 

exemplary reporter cassette could exist of the endogenous Elovl6 gene and a downstream GFP 

linked though a 2A self-cleaving peptide, which does not affect Elovl6 function, reminiscent of 

the already existing UCP1-2A-GFP reporter644. In general, FACS on adipocytes has proven to 

be difficult, as the pressure leads to cell bursting, and, therefore, sample loss. Strategies to 

minimize sample loss involve lowering sheath pressure (e.g. to 6 psi), increasing nozzle 

diameter (e.g. 150 μm), and in-tube stirring646. In any case, the final number of sorted cells and, 

therefore extracted DNA, will be lower than from unsorted tissue. TET-assisted pyridine borane 

sequencing (TAPS), a method recently developed as alternative to WGBS, which retains higher 

sequence complexity and involves less harsh treatments, could be performed to counteract 

smaller samples254. Finally, single-cell locus-specific bisulfite sequencing (SLBS)249 could be 

performed on sorted cells to confirm candidate DMRs. 

In addition to the genome-wide methylation profile of beige adipocytes emerging from VAT, 

the pattern of other epigenetic marks also remains elusive. ChIP experiments on WAT, BAT 

and beige adipocytes emerging from SAT, have provided us with tissue-specific histone 

modification profiles, especially for enhancer-related marks, like H3K4me1 and 

H3K27ac628,647,648. These studies have given us insights into various switches involved in white 

tissue browning, e.g. ablation of histone deacetylase 3 (HDAC3) leads to acetylation of UCP1 

and Ppargc1a enhancers as well as their respective gene activation647. Since similar control 
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mechanisms could also exist for VAT and since epigenome editors targeting these 

modifications, e.g. dCas9-p300576, have already been developed, conducting ChIP experiments 

on enhancer-specific marks seems a necessary step in our understanding of VAT browning. The 

heterogeneity could be circumvented with above-mentioned reporters and FACS techniques, 

and the resulting limited cell number for ChIP, could be counterbalanced with recently 

developed techniques such as ChIPmentation649 or combinatorial barcoding and targeted 

chromatin release (CoBATCH)650.  

Finally, one might ask the question of why are we focusing on beige adipocytes emerging from 

VAT rather than SAT. It is indeed true that sorting techniques for SAT already exist, which 

would make methylome and expression profiling easier407. Likewise, browning of SAT also 

leads to higher glucose tolerance and insulin resistance627. VAT, however, is a clinically more 

relevant tissue as it is considered more dangerous than SAT651,652. Aside from fat storage, VAT 

is also involved in immune responses, and can be considered as intraabdominal adipo-immune 

organ653. It is strongly associated with chronic inflammation, negatively impacting 

cardiovascular diseases and Type II Diabetes654,655. Since these aberrant immune phenomena 

do not occur in subcutaneous obesity, SAT is sometimes considered as healthy fat656,657. 

Increased immune response and inflammation, manifesting in an increase in macrophages and 

cytokines, are, on the other hand, characteristic for VAT obesity653,658,659. At the same time, 

VAT retains insulin sensitivity, resulting in a positive feedback loop consisting of increased 

VAT leading to increased inflammation that leads to increased peripheral insulin resistance, 

leading in turn to VAT prioritizing for energy storage, finally resulting in further expansion of 

VAT660. Shifting its function from energy storage towards energy expenditure could, therefore, 

be a potential strategy in breaking this feedback loop and ameliorating the negative effects of 

VAT obesity. Furthermore, this new emerging cell type is still very little understood and 
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assessment of its epigenomic as well as expression profile will contribute to our insight into its 

origin and function.  

4.2 Interpretation of the Results 

On a technical level, insertion of SPF motifs into the desired target regions using CRISPR/Cas9 

has been successful. In most cases, this insertion has led to local demethylation and in some 

cases, it has also led to an increase in target gene expression. Since overall, both demethylation 

and activation of gene expression were met with heterogeneous outcomes and neither has been 

achieved in a robust manner, it is clear that our efforts cannot be regarded as a robust proof-of-

concept for this approach.  

It is important to note that the motifs of CTCF and SOX2 were previously tested experimentally 

for their ability to specifically and efficiently bind to their corresponding PFs, either by ChIP 

experiments, or DNA/protein microarray and EMSA. Therefore, we made the assumption that 

the TFs bind to the WT motif in our setting. However, one could confirm that this event is 

indeed taking place by performing chromatin immunoprecipitation (ChIP) experiments, 

assessing CTCF or SOX2 enrichment at the target regions.  

In case of TSG promoter targeting, insertion of the wild-type CTCF motif has led to, albeit 

sometimes modest, local demethylation, which could not be observed for the scrambled motif 

(Fig. 3.5 and Fig. 3.6). Only for Rassf1a, which also experienced the largest extent of 

demethylation, we could observe an increase in mRNA expression, that could not be confirmed 

on the protein level. It is unknown whether this is due to regulatory events at the post-

transcriptional level, or simply because the amount of protein is below the detection limit. For 

p16 we could not detect any increase in gene expression. Some possible explanations could be 

insufficient extent or bad positioning of demethylation at the target region, steric hindrance due 

to CTCF occupancy, TF motif disruption due to motif insertion, or absence of other key TFs 
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that are needed for activation. However, the fact that we obtained a moderate p16 reactivation 

with dCas9-TET1 in the same cell line indicates that the conditions to obtain a detectable level 

of activation, including the presence of TFs necessary for activation, are present (Fig. 3.1). In 

comparison to CTCF motif insertion, targeting with dCas9-TET1 resulted in more widespread 

demethylation, which also included the transcription start site (TSS). This is probably due to 

the fact that multiple copies of the effector protein were spread out over the promoter region, 

while the insertion just occurred in one spot. This activation, while significant, was relatively 

low and not detectable on the protein level, so one should be careful when using it as a reference 

point. CTCF occupancy has yet to be confirmed by ChIP, however, steric hindrance is probably 

lower in comparison to the recruitment of up to four larger proteins in form of dCas9-TET1. 

On the other hand, CTCF recruitment could also lead to the disruption or the establishment of 

new DNA loops, which may influence gene expression. The importance of a CTCF-mediated 

chromatin boundary site about -1 kb from the TSS has previously been shown in regards to 

regulating p16 expression, with its loss resulting in gene silencing in various cancer cells 

lines661. Similar results have been observed for a boundary site around 1.8 kb upstream of the 

Rassf1a gene661. Changes in chromatin architecture, such as new loop formations upon CTCF 

motif insertion, could be assessed via circular chromosome conformation capture (4C) or 

related techniques. 

Using CTCF, only insertion of the reverse wild-type motif into the Dazl part of the Dazl-Snrpn 

reporter lead to an increase in GFP expression (Fig. 3.9 and Fig. 3.11). While this was 

accompanied by some degree of demethylation, moderate rates of demethylation have also been 

observed in clones with scrambled or other wild-type motif insertion that did not show an 

increase in GFP expression. One extreme example was the insertion of the wild-type CTCF 

motif in forward direction, which resulted in two clones with identical sequences, but two vastly 

different bisulfite profiles (Fig. 3.9F) and no apparent change in expression. For SOX2 motif 
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insertion into the Snrpn part, the clone with the wild-type motif in forward direction showed 

the strongest increase in GFP expression, while retaining complete methylation. At the same 

time, the clone with the scrambled motif experienced a slight decrease in methylation but no 

changes in expression. These findings open up several questions: (1) Is the observed 

demethylation caused by the SPFs? (2) Is demethylation necessary for the activation of the 

Snrpn-Dazl reporter? (3) Is the observed increase in gene expression facilitated through other 

functions of the SPFs? – It has been shown that the insertion of unmethylated fragments can 

lead to demethylation of neighboring sequences, which may be an alternative explanation for 

the first question. Moreover, a part of the answer for the second question is provided by the fact 

that we have shown that 5-aza treatment results in demethylation and activation of Snrpn-Dazl 

reporter, which indicates that demethylation is sufficient, but not whether it is necessary, for 

the activation of the reporter. Indeed, other 5-aza-dependent demethylation events occurring at 

different locations might be necessary for this activation. Both CTCF and SOX2 are known to 

interact with a variety of other proteins influencing gene expression and might act through these 

mechanisms. As mentioned above, CTCF is an architect of chromatin topology, and may act 

through loop formation. SOX2, has been shown to recruit Krüppel-like factor 4 (KLF4), another 

identified SPF, as well as to interact with some other 143 proteins, several of which are 

transcriptional activators and coactivators662,663. Taken together, the results at their current state 

are not sufficient to support a proof-of-concept for SPF motif insertion-mediated reactivation 

of gene expression via demethylation. Further ChIP and 4C experiments, on the other hand, 

should elucidate the mechanisms at play. 

Interestingly, WGBS in VAT either from RT or CAx treated mice, revealed many DMRs, which 

were hypomethylated after CAx treatment. This  result is in concordance with previous studies 

using reduced representation bisulfite sequencing (RRBS) and RNAseq in BAT and WAT, and 

that identified mostly hypomethylated DMRs in BAT versus WAT at the identified DEG 
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promoters420. In addition, injection of mice with 5-aza has resulted in an increase in UCP1 and 

Ppargc1α expression in SAT, as well as in a decrease in inflammation factors IL1β and 

TNFα664. None of our identified DMRs, however, overlapped with a DEG promoter region, 

nor, after looking at H3K4me1 and H3K27ac marks in WAT or BAT, with any apparent 

enhancer. As of yet, no candidate genes for epigenome editing in VAT have been revealed. This 

may change by changing the parameters for DMR recognition or by reducing the heterogeneity 

of the sample with above-mentioned FACS methods. 

4.3 Outlook and Perspectives 

While a robust proof-of-concept for SPF motif insertion-mediated reactivation of gene 

expression via demethylation is still missing, there are still other SFP candidates that should be 

tested. These could use different mechanisms to activate genes. Two possible candidates are 

the established SPFs KLF4 and FOXA1. KLF4 is a pluripotency factor that is expressed in 

mouse embryonic stem cells (mESC) and that has shown to have strong demethylating 

capabilities in mESCs344. Unlike SOX2, which induces demethylation passively by inhibiting 

DNMT1, KLF4 interacts with TET2665, and its recruitment, results in TET-dependent active 

DNA demethylation. KLF4 is expressed in Huh7, although at low levels, and could, therefore, 

serve as an activating SPF. FOXA1, on the other hand, is highly expressed in Huh7 cells, which 

makes it a better candidate. Furthermore, FOXA1 has been shown to interact with TET1 in 

prostate cancer and was associated with DNA demethylation at DNA repair sites602,666,667. 

Another option is to insert SOX2 motif alongside an OCT4 motif, since the two occur often 

adjacent to each other and were shown to collaborate to achieve pluripotency668,669. Moreover, 

the presence of the two motifs was shown to increase SOX2 ability to demethylate its binding 

sites344. 

In case robust gene activation using SPF motif insertion is achieved, one may think of applying 

this method for therapeutic purposes. However, one apparent downside of insertion-based 
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activation methods has not yet been addressed: indels. Using Cas9 to induce double strand 

breaks (DSB), results predominantly in NHEJ and the creation of indels. This is particularly 

problematic when you have to target virtually the whole cell population, e.g. in cancer. The 

occurrence of random indels, could not only lead to unpredictable effects on gene expression, 

but also masks the target site from further recognition by the sgRNA, making repeated 

treatment, in case the initial motif insertion failed, impossible. A possible solution could be the 

employment of double-nickases, which reduces both off-target effects and indels caused by 

DSBs670. 

To avoid DSBs and indels altogether, one can also recruit dCas9-effectors to the target locus. 

Here, we successfully induced DNA demethylation by recruiting dCas9-TET1 to the p16 

promoter, resulting in activation of gene expression (Fig. 3.1 and Fig. 3.2). While the expression 

of p16 mRNA remained relatively low in comparison to its expression in HeLa cells (used as 

positive control) and could not be detected on the protein level, significant phenotypic changes 

in regards to senescence and proliferation could be observed (Fig. 3.3 and Fig. 3.4). This was 

achieved using one of the least elaborate dCas9-effectors. Employing dCas9-SunTags 

recruiting multiple TET1 proteins574 or a combination of various transactivators and epigenome 

editors may further increase reactivation of p16 expression. To have a stronger effect on the 

cancer phenotype, one can also target multiple TSGs. Polycistronic tRNA and CRISPR guide-

RNA (PTG) enables targeting of multiple sites with just one construct671,672. Finally, dCas9-

SPF fusions were not tested in our study. These could prove more efficient, as the recruitment 

of multiple proteins to multiple sites is more feasible when compared to motif insertion. The 

downside of such fusion proteins is that they are not stably expressed and therefore do not allow 

stable recruitment of the SPFs.  

To assess these strategies on TSGs, one has to address the issue of creating a selective 

disadvantage, as discussed at the beginning of this chapter. The presence of all required 
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components (dCas9, effector, and guide RNA) in the cell, as well as temporal control of their 

assembly at the target site is key to properly investigate their effect without generating large 

heterogeneity within a cell population and to enable short term analysis avoiding sorting or 

clonal selection. This also provides the option to perform a xenograft of the established cell 

lines prior to induction. Several inducible CRISPR systems already exist577-580, but care must 

be taken when choosing the means of induction. Rapamycin, for example, may influence cell 

growth, although these effects have not been observed at such low doses580. Light-inducible 

systems might not have effects on cell physiology, but may proof to be useless in a xenograft 

model.  

Finally, once a robust method for TSG activation has been developed, which also leads to 

significant phenotypic changes in cancer physiology both in cell culture and xenograft models, 

preclinical evaluation of the epigenome therapy can be conducted in an inducible hepatocellular 

carcinoma (HCC) mouse model673. The CRISPR machinery could, for example, be delivered 

via adeno-associated virus (AAV), which shows high infection rate of HCC cell lines and can 

also be directed to the liver in mouse models, using the right AAV serotype 674-676. One issue 

with AAV is the limited packaging capacity. Since spCas9 protein is of considerable size 

(1368 aa), smaller Cas proteins, such as the recently discovered Cas14 that is 400 to 700 aa in 

length, could prove useful677. Whether the project will advance to such a stage cannot be 

predicted at this stage, however, the possibilities for using dCas9-effectors to achieve TSG 

activation for potential cancer therapy are both numerous and promising, and, since the tools 

are available, these should be assessed as soon as possible. 

As concluding remark, it can be said that the interaction between epigenetic marks and 

transcription factors, and the resulting control of gene expression remains as complex and 

fascinating as ever, and, more often than not, unpredictable. New “plug and play” emerging 

techniques allow us to edit these marks and influence both cell fate and the progression of 
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diseases. However, to master such control over ancient physiological processes, and to prevent 

random tinkering, a thorough and deep understanding of the underlying biology is needed. And 

here, still a lot can be learned. 

 

“Science is not about building a body of known ‘facts’. It is a method for asking awkward 

questions and subjecting them to a reality-check, thus avoiding the human tendency to believe 

whatever makes us feel good.” 

― Terry Pratchett, The Science of Discworld  
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5 Materials and Methods 

5.1 Cell Culture 

Dazl-Snrpn-GFP V6.5 mESCs613 were cultivated on dishes coated with 0.2% porcine skin 

gelatin (Sigma, cat. No. G1890) in high glucose DMEM medium (Thermo Fisher, USA) 

supplemented with 15% heat-inactivated (HI) fetal bovine serum (FBS), 1% NAA (Thermo 

Fisher, USA), 1:1000 homemade LIF and 1:100000 beta mercaptoethanol. Huh7 cells were 

cultivated in DMEM/F-12, GlutaMAX (Thermo Fisher, USA) supplemented with 10% HI FBS. 

HT1080 cells, HEK293T cells, and 3T3L1-preadipocytes were cultivated in high glucose 

DMEM medium (Thermo Fisher, USA) supplemented with 10% HI FBS. All cells were kept 

at 37°C. Dazl-Snrpn-GFP V6.5 mESCs, Huh7 cells, HT1080 cells, and HEK293T cells were 

cultured at 5% CO2 and 3T3L1-preadipocytes were both cultivated and differentiated at 

7.5% CO2. 

5.2 Treatment of Dazl-Snrpn-GFP V6.5 mESCs with 5-azacytidine 

2*105 Dazl-Snrpn-GFP V6.5 mESCs were plated per well in a 6-well plate and cultivated under 

regular culture conditions (see 6.1). 24 hours after plating, medium with 1 µM 5-azacytidine 

(5-aza) (Sigma-Aldrich, USA) was added. Medium exchange with fresh 5-aza medium was 

performed every 48 hours. Cells were harvested for FACS 7 days and 14 days after start of 

treatment, and after 14 days for bisulfite analysis. 

5.3 Cloning of guide RNAs 

Guide RNAs (gRNAs) for lentiviral transduction were cloned into pgRNA-modified (Addgene 

plasmid: 84477)572 containing an AarI restriction site. gRNAs for plasmid-based insertion of 

SPF motifs were cloned into pSPgRNA (Addgene plasmid: 47108)565 containing a BbsI 

restriction site. 
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Table 5: Primer Sequences to Construct Guide RNAs 

Name Distance from TSS (bp) Sequence 

Targeting p16   

SgRNA1 fwd +6 ttggCCCGGGGGAGACCCAACCTG 

SgRNA1 rev +6 aaacCAGGTTGGGTCTCCCCCGGG 

SgRNA2 fwd -35 ttggGCCAACGCTGGCTCTGGCGA 

SgRNA2 rev -35 aaacTCGCCAGAGCCAGCGTTGGC 

SgRNA3 fwd -131 ttggACGCCTTTGCTGGCAGGCGG 

SgRNA3 rev -131 aaacCCGCCTGCCAGCAAAGGCGT 

SgRNA4 fwd -207 ttggTTAGGAAGGTTGTATCGCGG 

SgRNA4 rev -207 aaacCCGCGATACAACCTTCCTAA 

SgRNA2 fwd -35 caccGCCAACGCTGGCTCTGGCGA 

SgRNA2 rev -35 aaacTCGCCAGAGCCAGCGTTGGC 

SgRNA5 fwd -141 caccGGCACTCAAACACGCCTTTGC 

SgRNA5 rev -141 aaacGCAAAGGCGTGTTTGAGTGCC 

Targeting Rassf1a   

SgRNA6 fwd +28 ttggCCTCCCCCAGGATCCAGACT 

SgRNA6 rev +28 aaacAGTCTGGATCCTGGGGGAGG 

SgRNA7 fwd -21 ttggGCACCCAGGTTTCCATTGCG 

SgRNA7 rev -21 aaacCGCAATGGAAACCTGGGTGC 

SgRNA8 fwd -30 ttggAACCTGGGTGCAGGGACTGT 

SgRNA8 rev -30 aaacACAGTCCCTGCACCCAGGTT 

SgRNA9 fwd -137 ttggACCCCGGACGGCCACAACGA 

SgRNA9 rev -137 aaacTCGTTGTGGCCGTCCGGGGT 

SgRNA9 fwd -137 caccACCCCGGACGGCCACAACGA 

SgRNA9 rev -137 aaacTCGTTGTGGCCGTCCGGGGT 

Targeting Dazl-Snrpn   

Dazl SgRNA fwd -260 caccGAGCCGAGCTGTAGGGTGCT 

Dazl SgRNA rev -260 aaacAGCACCCTACAGCTCGGCTC 

Snrpn SgRNA fwd -122 caccCGCATGTGCAGCCATTGCCT 

Snrpn SgRNA rev -122 aaacAGGCAATGGCTGCACATGCG 
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5.4 Lentivirus Production and Transduction 

Lentiviruses expressing dCas9-TET1, dCas9-dTET1, and gRNAs, as well as GFP were 

produced by transfecting HEK293T cells with Fuw-dCas9-Tet1CD (Addgene plasmid: 

84475)572, Fuw-dCas9-Tet1CD_IM (Addgene plasmid: 84479)572, pgRNA constructs, or 

pCLX-UBI-GFP (Addgene plasmid: 27245), respectively, together with standard packaging 

vectors pCAG-VSVG (Addgene plasmid: 35616)678 and psPAX2 (Addgene plasmid: 12260). 

GFP-expressing virus was produced in parallel to the other viruses, since it could be used for 

FACS-based virus titration, while the others may not possess a fluorescent marker. One day 

before transfection, 2*106 HEK293T were plated onto a 10 cm cell culture dish to reach 50-

70% confluence at the time of transfection. 4 µg of pCAG-VSVG, 8 µg of psPAX2, and 8 µg 

of Fuw, gRNA, or GFP plasmid were cotransfected with calcium phosphate. The plasmid mix 

was adjusted to 250 µL with H2O (Stock: 25 mL H2O, 250 µL 1M HEPES pH 7.3). To the 

adjusted plasmid mix 500 µL of 2x HBS solution (280 mM NaCl, 50 mM HEPES, 1.9 mM 

Na2HPO4, in H2O) was added. The resulting mixture was dropwise added to 250 µL 4x CaCl2 

solution (500 mM CaCl2 in 250 mL H2O with 2.5 mL 1M HEPES pH 7.3) under vigorous 

vortexing. After allowing precipitation for roughly 5 minutes, the final mixture was dropwise 

added onto the cell monolayer. Medium was exchanged after 12 hours. 24 hours post 

transfection, the medium containing the virus was harvested and either stored at -80°C or used 

for titer determination. 

To test the titer of the harvested virus medium, 5*104 HT1080 cells were plated per well in a 

6-well plate 24 hours before transduction. 5 µL, 50 µL, or 500 µL virus containing medium was 

added. On day 5 post-transduction, cells were harvested for either FACS- or qPCR-based 

lentivirus titration. FACS-based titration was performed on GFP-expressing viruses, which 

were produced in parallel to the other viruses. Flow cytometry was performed on a BD Accuri 

C6 (Becton Dickinson, USA) and analyzed using FlowJo V10 (Becton Dickinson, USA).  
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Titer (HT1080-transducing units/mL) = 100,000 (estimated target HT1080 cells) * (% of GFP-

positive cells/100) / volume of virus containing medium (in mL) 

Subsequently, qPCR on the presence of the HIV-expressed gag gene (GAG) inside the host 

genome was performed, with human beta-actin (HB2) as housekeeping gene. Genomic DNA 

(gDNA) was extracted using the GenElute Mammalian Genomic DNA Miniprep Kit (Sigma-

Aldrich, USA) according to manufacturer’s instructions. qPCR was performed as described 

under 5.8. A standard curve was drawn, plotting the previously obtained copy number (of the 

GFP virus) against the ΔCt (cycle threshold; Ct GAG minus Ct HB2). By applying the resulting 

formula to the ΔCt values of the other samples, the copy number for each sample was calculated, 

which in turn could be used to calculate the titer and the desired multiplicity of infection (MOI). 

Titer (HT1080-transducing units/mL) = 100,000 (estimated target HT1080 cells) * (copy 

number per cell) / volume of virus containing medium (in mL) 

The volume for the wanted MOI, i.e. the desired average virus copy number per cell after 

infection, was calculated according to the following formula: 

Volume (µL) = X / (copy number per cell) * volume of virus containing medium (in µL) 

X represents the desired MOI. For the establishment of dCas9-effector protein expressing Huh7 

cells, 5*104 Huh7 cells were plated per well in a 6-well plate 24 hours before transduction. 

500 µL of virus containing medium was added without prior titer testing. Medium was 

exchanged after 12 hours and clones were picked and tested for dCas9-effector protein 

expression two weeks post-transduction. The resulting cell lines were infected with gRNA 

expressing virus, by plating 5*104 Huh7 dCas9-TET1/dCas9-dTET1 cells per well in a 6-well 

plate 24 hours before transduction, and adding the according volume of virus containing 

medium to achieve an MOI of 10 per gRNA-expressing virus (4 gRNAs at the same time). 
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5.5 SPF Motif Insertion with CRISPR/Cas9 

Both Huh7 cells and Dazl-Snrpn-GFP V6.5 mESCs were split 24 hours before nucleofection. 

2 hours prior to nucleofection, the medium for Dazl-Snrpn-GFP V6.5 mESCs was exchanged 

for standard medium containing 20% FBS. For SPF motif insertion, 1 µL of 100 µM single-

stranded oligo DNA nucleotides (ssODNs), serving as repair template containing the motif, 

5 µg pSpCas9(BB)-2A-Puro (PX459) V2.0 (Addgene plasmid: 62988)558, expressing the Cas9, 

and 2.5 µg of the respective pSPgRNA plasmid, were transfected using Nucleofector 2b (Lonza, 

Switzerland). For nucleofection of Huh7 cells the Cell Line Nucleofector Kit T (Lonza, 

Switzerland) was used for 106 cells for each transfection. For nucleofection of Dazl-Snrpn-GFP 

V6.5 mESCs the Mouse Embryonic Stem Cell Nucleofector Kit (Lonza, Switzerland) was used 

for 106 cells for each transfection. For both cell types, medium was exchanged 12 hours post-

transfection. For the first two days after transfection 2 µg/mL puromycin (InvivoGen, USA) 

was added to the medium to enrich for Cas9-transfected cells. After colony formation, clones 

were picked and genotyped. 

List of ssODN Donors for CRISPR-directed SPF Motif Insertion: 

CTCT WT fwd (-141 bp from p16 TSS) 

gcagttaggaaggttgtatcgcggaggaaggaaacggggcgggggcggatttctttttaacagagtgaacgcactcaaacacgccttt
ggccaccagggggcgctaaagctttgctggcaggcgggggagcgcggctgggagcagggaggccggagggcggtgtgggggg
caggtggggaggagcccagtcctccttcct 

CTCT SC (-141 bp from p16 TSS) 

gcagttaggaaggttgtatcgcggaggaaggaaacggggcgggggcggatttctttttaacagagtgaacgcactcaaacacgcctta
atggctggccacccggggaagctttgctggcaggcgggggagcgcggctgggagcagggaggccggagggcggtgtgggggg
caggtggggaggagcccagtcctccttcct 

CTCT WT fwd (-35 bp from p16 TSS) 

gagcgcggctgggagcagggaggccggagggcggtgtggggggcaggtggggaggagcccagtcctccttccttgccaacgctg
gctctggtggccaccagggggcgctacgagggctgcttccggctggtgcccccgggggagac 

CTCT SC (-35 bp from p16 TSS) 

gagcgcggctgggagcagggaggccggagggcggtgtggggggcaggtggggaggagcccagtcctccttccttgccaacgctg
gctctggaatggctggccacccggggcgagggctgcttccggctggtgcccccgggggagac 
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CTCT WT fwd (-137 bp from Rassf1a TSS) 

ggggctgggcgcgctctcgcagagccccccccgccttgcccttccttccctccttcgtcccctcctcacaccccaccccggacggcca
caatggccaccagggggcgctacgacggcgaccgcaaagcaccacgcggagatacccg 

CTCT SC (-137 bp from Rassf1a TSS) 

agggctgggcgcgctctcgcagagccccccccgccttgcccttccttccctccttcgtcccctcctcacaccccaccccggacggcca
caaaatggctggccacccggggcgacggcgaccgcaaagcaccacgcggagatacccg 

CTCT WT fwd (-260 bp from GFP TSS in Dazl-Snrpn Reporter) 

aacaagttaggccagctgagagaattctagaacattctcaaagccagagaaacggggcctacctacctacagcagagccgagctgta
gggttggccaccagggggcgctagcttggcaattgacgctcaaatttccgcagtaggaa 

CTCT WT rev (-260 bp from GFP TSS in Dazl-Snrpn Reporter) 

aacaagttaggccagctgagagaattctagaacattctcaaagccagagaaacggggcctacctacctacagcagagccgagctgta
gggttagcgccccctggtggccagcttggcaattgacgctcaaatttccgcagtaggaa 

CTCT SC (-260 bp from GFP TSS in Dazl-Snrpn Reporter) 

aacaagttaggccagctgagagaattctagaacattctcaaagccagagaaacggggcctacctacctacagcagagccgagctgta
gggtaatggctggccacccgggggcttggcaattgacgctcaaatttccgcagtaggaa 

CTCT WT fwd (-122 bp from GFP TSS in Dazl-Snrpn Reporter) 

ccttttggtagctgccttttggcaggacattccggtcagagggacagagacccctgcattgcggcaaaaatgtgcgcatgtgcagccatt
gtggccaccagggggcgctacctgggacgcatgcgtagggagccgcgcgacaaacc 

CTCT WT rev (-122 bp from GFP TSS in Dazl-Snrpn Reporter) 

ccttttggtagctgccttttggcaggacattccggtcagagggacagagacccctgcattgcggcaaaaatgtgcgcatgtgcagccatt
gtagcgccccctggtggccacctgggacgcatgcgtagggagccgcgcgacaaacc 

CTCT SC (-122 bp from GFP TSS in Dazl-Snrpn Reporter) 

ccttttggtagctgccttttggcaggacattccggtcagagggacagagacccctgcattgcggcaaaaatgtgcgcatgtgcagccatt
gaatggctggccacccggggcctgggacgcatgcgtagggagccgcgcgacaaacc 

SOX2 WT fwd (-260 bp from GFP TSS in Dazl-Snrpn Reporter) 

aacaagctaggccagctgagagaattctagaacattctcaaggccagagaaacggggcctacctacctacagcagagccgagctgta
gggtcctttgttgcttggcaattgacgctcaaatttccgcagtaggaa 

SOX2 WT rev (-260 bp from GFP TSS in Dazl-Snrpn Reporter) 

aacaagctaggccagctgagagaattctagaacattctcaaggccagagaaacggggcctacctacctacagcagagccgagctgta
gggtaacaaagggcttggcaattgacgctcaaatttccgcagtaggaa 

SOX2 SC (-260 bp from GFP TSS in Dazl-Snrpn Reporter) 

aacaagctaggccagctgagagaattctagaacattctcaaggccagagaaacggggcctacctacctacagcagagccgagctgta
gggttctgtcttgcttggcaattgacgctcaaatttccgcagtaggaa 

SOX2 WT fwd (-122 bp from GFP TSS in Dazl-Snrpn Reporter) 

ccttttggtagctgccttttggcaggacattccggtcagagggacagagacccctgcattgcggcaaaaatgtgcgcatgtgcagccatt
gcctttgttcctgggacgcatgcgtagggagccgcgcgacaaacc 
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SOX2 WT rev (-122 bp from GFP TSS in Dazl-Snrpn Reporter) 

ccttttggtagctgccttttggcaggacattccggtcagagggacagagacccctgcattgcggcaaaaatgtgcgcatgtgcagccatt
gaacaaaggcctgggacgcatgcgtagggagccgcgcgacaaacc 

SOX2 SC (-122 bp from GFP TSS in Dazl-Snrpn Reporter) 

Ccttttggtagctgccttttggcaggacattccggtcagagggacagagacccctgcattgcggcaaaaatgtgcgcatgtgcagccat
tgtctgtcttcctgggacgcatgcgtagggagccgcgcgacaaacc 

 

5.6 Genotyping 

gDNA from the picked SPF motif insertion clones was extracted using the GenElute 

Mammalian Genomic DNA Miniprep Kit (Sigma-Aldrich, USA) according to manufacturer’s 

instructions. Genotyping PCR was performed using GoTaq G2 Hot Start Green Master Mix 

(Promega, USA) according to the following protocol: 95°C for 2 minutes; 95°C for 30 seconds; 

64°C for 30 seconds; 73°C for 1 minute; Repeat steps 2-4 20 X; 73°C for 5 minutes; Hold at 

4°C. The resulting PCR fragments were run on a 1% agarose gel and the bands were extracted 

using the GenElute Gel Extraction Kit (Sigma-Aldrich, USA). The samples were sequenced at 

Microsynth, Switzerland, and the sequences were analyzed using CLC Workbench (QIAGEN, 

Germany). 

Table 6: Genotyping Primers 

Name Sequence 

p16 Genotype fwd AGAATTCTCCCCCGTCCGTA 

p16 Genotype rev CGACCCTGTCCCTCAAATCC 

Rassf1a Genotype fwd CAGCTCCCGCAGCTCAAT 

Rassf1a Genotype rev ACCTCAAGATCACGGTCCAG 

Dazl-Snrpn Genotype fwd CGACTAGAGAGCAGGCCTTG 

Dazl-Snrpn Genotype rev CAGAACCAAGCGTCTGGCAT 
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5.7 Bisulfite Conversion, PCR, and Sequencing 

gDNA was extracted using the GenElute Mammalian Genomic DNA Miniprep Kit (Sigma-

Aldrich, USA) according to manufacturer’s instructions. Bisulfite conversion of 800 ng gDNA 

was performed using the EZ DNA Methylation-Gold Kit (Zymo Research, USA) following the 

manufacturer’s instructions. 3 µL of the resulting modified DNA was amplified by PCR using 

AmpliTaq Gold DNA Polymerase (Thermo Fisher, USA) according to the following program: 

95°C for 15 minutes; 95°C for 30 seconds; 61°C for 30 seconds; 72°C for 1 minute; Repeat 

steps 2-4 20 X, with a decrease of 0.5°C each cycle for step 3; 95°C for 30 seconds; 53°C for 

30 seconds; 72°C for 1 minute; Repeat steps 5-7 40 X; 72°C for 15 minutes; Hold at 4°C. The 

resulting PCR fragment was run on a 1% agarose gel and the band was extracted using the 

GenElute Gel Extraction Kit (Sigma-Aldrich, USA). The fragment was cloned into One Shot 

TOP10 Chemically Competent E. coli (Thermo Fisher, USA) using the TOPO TA Cloning Kit 

(Thermo Fisher, USA) according to manufacturer’s instructions. The samples were sequenced 

at Microsynth, Switzerland, and the sequences were analyzed using BISMA software679. 

Table 7: Primers for Bisulfite PCR 

Name Sequence 

p16 BisSeq fwd GTGGGGTTTTTATAATTAGGAAAGAATA 

p16 BisSeq rev CTATCCCTCAAATCCTCTAAAAAAAC 

Rassf1a BisSeq fwd TTTATTTAGTGGGTAGGTTAAGTGTGTT 

Rassf1a BisSeq rev AAACCTAAATACAAAAACTATAAAACCC 

Dazl-Snrpn BisSeq fwd TGTTTATTATGTTAGTAGAATTTATAAGTTTAG 

Dazl-Snrpn BisSeq rev AAAAAACACAACAATAACCAAACCAC 

 

5.8 RNA Extraction and qPCR 

RNA was extracted with the RNeasy Plus Mini Kit (QIAGEN, Germany) according to 

manufacturer’s instructions. RNA content was measured with the Qubit RNA HS Assay Kit 
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(Thermo Fisher, USA) according to manufacturer’s instructions. 200 µg of RNA were 

converted to cDNA with PrimeScript 1st Strand cDNA Synthesis Kit (Takara Bio, Japan) using 

oligo-dT primers. qPCR was performed using a StepOnePlus Real-Time PCR System (Thermo 

Fisher, USA) and SYBR Green PCR Master Mix (Thermo Fisher, USA) according to the 

following protocol: 95°C for 10 minutes, followed by 40 cycles at 95°C for 15 seconds and 

60°C for 1 minute. Expression levels were calculated according to the Livak method680. 

Statistical analysis was performed with Prism 8 (GraphPad, USA). The p-value was calculated 

via an unpaired parametric t-test with Welsh’s correction. 

Table 8: qRT-PCR Primers 

Name Sequence 

p16 qPCR fwd CTTCGGCTGACTGGCTGG 

p16 qPCR rev TCATCATGACCTGGATCGGC 

Rassf1a qPCR fwd GTTCACCTGCCACTACCGC 

Rassf1a qPCR rev CACAGGCTCGTCCACGTTC 

SNRPD3 qPCR fwd CAGCGGACCGAAGAGAAGAA 

SNRPD3 qPCR rev TGTGATGTTGGACATCTGGCA 

GFP qPCR fwd CTCGATGTTGTGGCGGATCT 

GFP qPCR rev GGGCACAAGCTGGAGTACAA 

Hprt qPCR fwd GTTGGGCTTACCTCACTGCT 

Hprt qPCR rev TCATCGCTAATCACGACGCT 

GAG qPCR fwd GGAGCTAGAACGATTCGCAGTTA 

GAG qPCR rev GGTTGTAGCTGTCCCAGTATTTGTC 

H2B qPCR fwd TCCGTGTGGATCGGCGGCTCCA 

H2B qPCR rev CTGCTTGCTGATCCACATCTG 
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5.9 Protein Extraction and Western Blot 

For protein extraction, 200 – 500 µL RIPA-like lysis buffer (50 mM Tris pH 7.4, 250 mM NaCl, 

0.1% SDS, 2 mM DTT, 0.5% NP40, 1x protease inhibitors ()) were added to previously 

harvested cell pellets and thoroughly mixed. Subsequently the suspension was incubated for 

30 minutes on ice and centrifuged at 10,000 g at 4°C for 15 minutes. Protein concentration of 

the supernatant was determined with the Pierce BCA Protein Assay Kit (Thermo Fisher, USA) 

according to manufacturer’s instructions. 20 µg of protein were denatured by addition of 

Laemmli buffer (4x: 20% glycerol, 2% SDS, 25mM Tris pH 6.8, 3 mM bromophenol blue, 

100 mM DTT) and incubation at 95°C for 5 minutes. Proteins were separated via sodium 

dodecyl sulfate–polyacrylamide gel electrophoresis (SDS-PAGE) at 70 V for 20 minutes 

followed by 120 V for 2 hours. The percentage of the gel was chosen based on the size of the 

protein of interest (Tab. 9). 

Table 9: Gel Recipes for SDS-PAGE 

 Separating Gel Stacking 

Gel 

Reagent 5% 6% 8% 10% 12%  

Distilled water 8.4 mL 7.9 mL 6.9 mL 5.9 mL 4.9 mL 6.8 mL 

30% Acrylamide solution 2.5 mL 3.0 mL 4 mL 5 mL 6 mL 1.7 mL 

1.5M Tris pH 8.8 3.8 mL 3.8 mL 3.8 mL 3.8 mL 3.8 mL - 

1M Tris pH 6.8 - - - - - 1.25 mL 

SDS 10% 150 µL 150 µL 150 µL 150 µL 150 µL 100 µL 

10% Ammonium persulfate 

(APS) 

100 µL 100 µL 100 µL 100 µL 100 µL 100 µL 

TEMED 10 µL 10 µL 10 µL 10 µL 10 µL  20 µL 

 

Proteins were transferred from the gel to an Immuno Blot polyvinylidene difluoride (PVDF) 

membrane (Bio-Rad Laboratories, USA) via Western blot at 400 mA/300 V for 2 hours. After 

blocking with 5% bovine serum albumin (BSA) in TBST (20 mM Tris pH 7.4, 150 mM NaCl, 
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0.1% Tween 20) for 1 hour, the membrane was incubated over night at 4°C with the primary 

antibody. The next morning, after three washing steps with TBST for 5 minutes each, the 

membrane was incubated with secondary HRP-conjugated antibody for 3 hours at 4°C. The 

membrane was treated with Pierce ECL Western Blotting Substrate (Thermo Fisher, USA) 

according to manufacturer’s instructions, pictures were taken with ChemiDoc XRS+ (Bio-Rad 

Laboratories, USA), and images were processed with Image Lab (Bio-Rad Laboratories, USA). 

Table 10: Antibodies 

Name Source Identifier 

Primary Antibodies   

Rabbit Anti-Lamin B1 antibody Abcam United Kingdom [EPR8985(B)] (ab133741) 

Rabbit Anti-p16 antibody Abcam United Kingdom [EP4353Y(3)] (ab81278) 

Rabbit Anti-pRb antibody Cell Signaling Technology, USA #9307 

Mouse Anti-Rassf1a antibody Abcam United Kingdom [3F3] (ab23950) 

Rabbit Anti-Rb antibody Abcam United Kingdom [EPR17512] (ab181616) 

Secondary Antibodies   

Goat Anti-Rabbit HRP Conjugate Bio-Rad Laboratories, USA 170-6515 

Goat Anti-Mouse HRP Conjugate Bio-Rad Laboratories, USA 170-6516 

 

5.10 Cell Counting Assay 

105 LV transduced Huh7 cells were plated per well onto a 6-well cell culture dish. 24 hours, 72 

hours, and 120 hours after plating cells were harvested with Trypsin/EDTA and subsequent 

resuspension of the pellet in 1 mL PBS. The concentration of cells was determined with a TC 20 

Automated Cell Counter (Bio-Rad Laboratories, USA). Statistical analysis was performed with 

Prism 8 (GraphPad, USA). The p-value was calculated via an unpaired parametric t-test with 

Welsh’s correction. 
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5.11 Live Cell Imaging 

8 hours prior to monitoring, 5*105 LV transduced Huh7 cells were plated per well onto a 

chambered µ-Slide 8 Well dish (Ibidi, Germany), which has been previously coated overnight 

at 37°C with poly-L-lysine solution (Sigma-Aldrich, USA). After attachment, cells were 

coincubated for 4 hours with 25 nM SiR-Hoechst (Spirochrome AG, Switzerland). Cells were 

monitored using a Nikon Eclipse Ti-E wide-field microscope (Nikon, Switzerland) equipped 

with a DAPI/eGFP/ TRITC/Cy5 filter set (Chroma, USA) and a 40× NA 1.3 objective (mitotic 

timing) and recorded with an Orca Flash 4.0 CMOS camera (Hamamatsu, Japan) and NIS 

software. To measure mitotic timing of cells, images were taken every 3 minutes for 20 hours 

with 2 μm z-stacks. To calculate the number of mitoses per cell, the total number of cells at the 

beginning was determined and subsequently the mitoses occurring during the 20h were counted. 

Finally, the number of mitoses was divided by the total number of cells at the beginning of the 

experiment. Statistical analysis was performed with Prism 8 (GraphPad, USA). The p-value 

was calculated via an unpaired parametric t-test with Welsh’s correction. 

5.12 Cell Cycle Analysis of Live Cells 

LV transduced Huh7 cells were harvested and counted. 1*106 cells were resuspended in 1 mL 

cell culture medium containing 5μg/mL Hoechst 33342 dye (Thermo Fisher, USA). The cells 

were incubated in a water bath at 37°C for 1 hour, while being briefly vortexed every 15 

minutes. The cells were transferred to FACS without further washing steps. Flow cytometry 

was performed using a BD LSRFortessa (Becton Dickinson, USA) and analysis was performed 

with FlowJo V10 (Becton Dickinson, USA). 

5.13 Senescence β-Galactosidase Staining 

One day prior to staining, 5*104 LV transduced Huh7 cells were plated per well onto a 12-well 

cell culture dish. Staining was performed overnight with Senescence β-Galactosidase Staining 
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Kit (Cell Signaling Technology, USA) according to manufacturer’s instructions. Pictures were 

taken at 200x magnification with EVOS M5000 Imaging System (Thermo Fisher, USA). 

5.14 Flow Cytometry of Dazl-Snrpn Reporter Cells 

After harvesting, cell pellets were resuspended in 1 mL FACS buffer (PBS with 2% BSA and 

5 mM EDTA). Flow cytometry was performed on a BD Accuri C6 (Becton Dickinson, USA). 

Mean and median fluorescence intensity (MFI) of GFP was determined using FlowJo V10 

(Becton Dickinson, USA). MFI ratios were calculated by dividing the MFI of the target sample 

through the MFI of the negative control (mock transfected Dazl-Snrpn mESCs): MFI 

(sample)/MFI (control). Statistical analysis was performed with Prism 8 (GraphPad, USA). The 

p-value was calculated via an unpaired parametric t-test with Welsh’s correction. 

5.15 Animal Housing and CAx Treatment 

C57Bl/6J mice were kept at 12-hour day and night cycles in a specific pathogen–free facility 

(SPF), and they were fed standard chow. Treatment with cold temperature and antibiotics was 

performed over 30 days at 6°C and by ad libitum administration of the antibiotics cocktail (100 

μg per mL Neomycin, 50 μg per mL Streptomycin, 100 U per mL Penicillin, 50 μg per mL 

Vancomycin, 100 μg per mL Metronidazole, 1 mg per mL Bacitracin, 125 μg per mL 

Ciprofloxacin, 100 μg per mL Ceftazidime and 170 μg per mL Gentamycin681) in the drinking 

water, which was freshly replaced every second day. 

5.16 Whole Genome Bisulfite Sequencing 

DNA was isolated from perigonadal visceral adipocyte tissue (pgVAT) from one replicate of 

pooled CAx treated mice or RT control mice using DNeasy Blood & Tissue Kit (QIAGEN, 

Germany). cDNA libraries were constructed by the Genomic platform of Novogene, China, 

adding 26 ng lambda DNA. Libraries were sequenced using paired-end sequencing (150 nt-

long) on Illumina HiSeq4000. FastQ reads were mapped to the UCSC reference genome (mm10 
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last update) using Bismark version 0.12.5682 and bowtie2 version683 with standard settings, 

except that any reads mapping to more than one location in the genome (ambiguous reads) were 

discarded (m= 1). 

DMRs were identified with a sliding-window approach using swDMR software version 

1.6.2640. The window was set to 1000 bp, sliding 100 bp per step. Regions with at least 10 CpGs 

and a methylation level (ML) difference of at least 10% (p value < 0.05 using a Fisher test) 

were considered DMRs. 

5.17 RNA Sequencing 

RNA was isolated from pgVAT. cDNA libraries were constructed by the Genomic platform of 

the University of Geneva (iGe3) using the Illumina TruSeq RNA Sample Preparation Kit 

according to the manufacturer's protocol. Libraries were sequenced using single-end 

sequencing (50 nt-long) on Illumina HiSeq4000. FastQ reads were mapped to the UCSC 

reference genome (mm10, last update) using STAR version 2.6.1b684 with standard settings, 

except that any reads mapping to more than one location in the genome (ambiguous reads) were 

discarded (m = 1).  

A unique gene model was used to quantify reads per gene. Briefly, the model considers all 

annotated exons of all annotated protein coding isoforms of a gene to create a unique gene 

where the genomic region of all exons are considered coming from the same RNA molecule 

and merged together. 

All reads overlapping the exons of each unique gene model were reported using featureCounts 

version 1.6.2685. Gene expressions were reported as raw counts and in parallel normalized in 

RPKM in order to filter out genes with low expression value (0.5 RPKM) before calling 

differentially expressed genes. Library size normalization and differential gene expression 

calculation was performed using the package edgeR686 designed for the R software. As 
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biological coefficient of variation (bcv) 0.1 and performance of an exactTest were chosen. Only 

genes having a significant fold-change (Benjamini-Hochberg corrected p-value < 0.05) were 

considered for the rest of the RNAseq analysis. 

5.18 Differentiation of 3T3-L1 Pre-Adipocytes 

3T3-L1 pre-adipocytes were grown until complete confluency prior to differentiation. For 

‘whitening’, 500 µM 3-isobutyl-1-methylxanthine (IMBx), 1 µM dexamethasone, and 850 nM 

insulin bovine were added to the culture medium on day 1. On day 3, the medium was 

exchanged and regular medium with 850 nM insulin bovine was added. On day 5 and on day 7 

medium was exchanged without further additions. Cells were harvested on day 9. The 

‘browning’ followed the same steps, except additional 1 nM T3 antigen, 125 µM indomethacin, 

and 1 µM rosiglitazone were added on day 1, as well as additional 1 nM T3 antigen and 1 µM 

rosiglitazone on day 3 and on day 5. 
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