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Résumé en français

Les " nanos ", ces objets se trouvant entre l’échelle macroscopique et atomique (au moins
une dimension comprise entre 1 et 100 nm) sont censés révolutionner notre quotidien ainsi
que notre futur, des matériaux à la médecine, de l’environnement à l’électronique, en passant
par l’énergie ou l’agriculture. Certains spécialistes parlant même de nouvelle révolution in-
dustrielle. À cette échelle, le milliardième de mètre, la matière manifeste des propriétés sur-
prenantes et encore inimaginables il y a quelques années. Ces propriétés, fortement reliées aux
importantes surfaces spécifiques des nanomatériaux et donc à la grande proportion d’atome en
surface, ouvrent tout un nouveau champ de recherches et de possibilités. Pouvoir les exploiter et
repousser les limites technologiques offre donc des challenges intéressants pour les chercheurs
et le monde industriel. Cependant, tous les produits de ces découvertes technologiques ap-
portent également des incertitudes en termes de risques potentiels pour l’environnement et la
santé. La production et la présence de nanoparticules dans des produits du quotidien devient,
par conséquent, de plus en plus importante tout comme leur dissémination dans les milieux
environnementaux. Cependant, des questions restent en suspens concernant leurs comporte-
ments et leurs toxicités sur le court mais également sur le long terme dans l’environnement et
les milieux aquatiques. Il semble donc primordial de mieux cerner et mieux comprendre les
mécanismes qui entourent ces nanoparticules mais également d’estimer leurs réactivités et leurs
diffusions à travers les systèmes aquatiques et les êtres vivant afin d’améliorer et rationaliser
la fabrication et l’utilisation de ces particules. Les propriétés de surface de ces nanomatériaux,
les propriétés physico-chimiques du milieu dans lequel elles se trouvent ainsi que la composi-
tion de l’écosystème vont donc jouer un rôle prépondérant dans l’évaluation des risques liés à
l’usage des nanoparticules manufacturés.

Ce travail de thèse s’inscrit dans cette optique de mieux comprendre le comportement
des nanoparticules manufacturées dans les milieux aquatiques et d’estimer l’importance de



Résumé en français

plusieurs paramètres physico-chimiques tels que le pH, la concentration et la valence des élec-
trolytes, les charges de surface et leurs distributions ainsi que la teneur en matière organique.
Pour cela, trois modèles numériques, basés sur des méthodes Monte Carlo, ont été développés
afin de simuler différents mécanismes et situations représentatives des écosystèmes. Dans cette
étude, les processus de chargement, de condensation et d’agrégation ont ainsi été pris en compte
et modéliser pour divers scénarios et différents types de nanoparticules. Dans ces processus, les
interactions électrostatiques sont connues pour jouer un rôle important.

Le premier modèle proposé dans ce travail de thèse concerne les mécanismes de chargement
des nanoparticules. Les processus de simple et double protonations sont considérés pour une
nanoparticule avec une surface discrétisée. L’influence des sites de titration via leurs propriétés
intrinsèques (densité, distribution, propriétés acido-basique) est ainsi étudiée pour trois types
de nanoparticules (dioxyde de titane, hématite et " soft nanoparticle ") en suivant l’effet de la
variation du pH sur les propriétés de surface des nanoparticules. Dans ces processus, la densité
surfacique de charge est amenée à fortement modifier des quantités telles que la charge totale
des nanoparticules ou leurs degrés d’ionisation. Les interactions électrostatiques ayant lieu sur
la surface, qui sont fortement dépendantes des distances intercharges et donc de la distribution
et de la densité de surface, vont jouer un rôle clé dans le chargement des nanoparticules en al-
térant le comportement des courbes de titration. En outre, les propriétés acido-basique des sites
de surface représentent également un paramètre important dans ces mécanismes de chargement,
en particulier lors de doubles déprotonations. Des transitions de charges directes (modification
de charges, de positive à négative) ainsi que progressives (étape par étape, extinction totale de la
charge de surface puis rallumage de celle-ci) sont observées, donnant lieu à des points isoélec-
triques ou de charges nulles en fonction des propriétés acido-basiques de la nanoparticule.

L’influence des propriétés des sels électrolytes sur les processus de condensation a ensuite
été explorée via le développement d’un second modèle en tenant compte la présence explicite
de particules de sels dans nos boites de simulations (contre-ion, cation et anion). En plus des
propriétés de surface des nanoparticules, la répercussion de paramètres de la solution tels que
la valence et la concentration des ions ainsi que la force ionique a été étudiée en observant
notamment leurs impacts sur la charge effective des nanoparticules. Nos investigations ont
clairement démontré que, outre le fait que les particules de sel modifient la charge de surface
d’une nanoparticule, la présence d’une charge dans un milieu aquatique réciproquement altère
celui-ci en structurant la solution. La formation de couche d’ions autour des nanoparticules

xx



est fortement contrôlée par les propriétés de surface de celle-ci, et plus spécifiquement de la
densité surfacique de charge. Avec l’augmentation de la densité, la charge effective est progres-
sivement réduite, surtout en présence de cations di- et trivalents, favorisant ainsi le processus
de condensation ionique autour des nanoparticules. Cependant, aucune inversion de charge
n’est observée, principalement en raison de limites stériques et de répulsions électrostatiques
entre les cations dans la couche de condensation. Pour de fortes concentrations en cations triva-
lents, une neutralisation de la charge de surface des nanoparticules est obtenue et l’interface est
structurée en plusieurs couches d’ions, une première composée de cations autour de la partic-
ule puis une seconde formée par des anions. Les mécanismes de condensation et de réduction
de charge sont finalement le résultat d’une subtile compétition entre les interactions électrosta-
tiques, attractions (surface-cation) et répulsions (cation-cation, surface-surface) ainsi que de la
concentration en cations de la solution.

Finalement, une attention particulière est portée pour notre dernier modèle sur les phénomènes
d’agrégation et plus spécifiquement d’hétéroagrégation. L’interaction des nanoparticules man-
ufacturées dans l’environnement avec de la matière organique naturelle (MON), en particulier
des monomères d’acide fulvique est plus spécifiquement étudiée via le développement et la val-
idation d’un nouveau modèle numérique. Différents scénarios environnementaux sont pris en
compte à travers divers modèles aquatiques et pour plusieurs rapports de concentration entre
la MON et les nanoparticules. Avant de rentrer plus dans les détails, une définition claire des
diverses étapes lors de l’agrégation est donnée ainsi que les différents coefficients d’efficacité
de collisions (primaire, secondaire et global). Parmi les différents modèles d’eaux présentés,
l’eau marine représente un cas intéressant dans lequel tous les contacts résultent en la formation
d’agrégats, ce cas particulier permettant la détermination de coefficients de collision. Pour un
système dans lequel juste l’hétéroagrégation est considérée (eau ultrapure), des effets de sat-
uration peuvent se produire à long terme en fonction du ratio entre le nombre de MON et de
nanoparticules. Après une rapide hétéroagrégation aux temps courts, la surface de la nanopar-
ticule est totalement saturée, réduisant l’efficacité d’attachement des monomères de MON sur
des temps plus longs. Enfin, comme démontré dans les modèles précédents, il est établi qu’un
changement subtil des propriétés de surface des nanoparticules mais également de la solution
peut profondément modifier le processus d’agrégation et les valeurs de coefficient d’efficacité
de collision. Dans ces conditions, l’homoagrégation entre les particules de MON joue un rôle
important en favorisant la formation d’agrégats de plus grande taille via des mécanismes de
pontage.
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Abstract

"Nanos ", these objects between the macroscopic and the atomistic scales (at least one
dimension between 1 and 100 nm) are supposed to revolutionize our daily life as well as our
future, from materials to medicine, from environment to electronic, via energy or agriculture.
Some experts even speaking of a new industrial revolution. At this scale, the billionths of a
meter, the matter shows surprising properties that were totally unimaginable few years ago.
These properties, strongly related to the large specific surface of the nanomaterials and so to
the important proportion of atom situated on the surface, open a whole new area of researches
and possibilities. Being able to exploit them and pushing back the technologic boundaries offer
interesting challenging for researchers and for the industrial world. However, all the products
coming from these discoveries provide also uncertainties around their potential risks for our
environment and our health. The production and the presence of nanoparticles (NPs) in daily
products becomes more and more important, as well as their dissemination in the environment.
However, some questions remain unresolved about their behavior and toxicity at long and short
terms, especially in aquatic environment. It seems therefore essential to identify and to bet-
ter understand the mechanisms surrounding nanoparticles but also to estimate their reactivities
and diffusions through aquatic systems and living being so as to improve and to rationalize
the production and the use of these particles. The surface properties of these nanomaterials,
the physico-chemical properties of the environment in which the nanoparticle is as well as the
composition of the ecosystem will play a key role in risk assessment related to the use of man-
ufactured particles.

This thesis work is in line with this perspective to better understand the behavior of manufac-
tured nanoparticles in aquatic environments and to estimate the importance of several physico-
chemical parameters such as the pH, concentration and valence of electrolytes, surface charges
and distributions as well as the organic matter content. For that purpose, three numerical mod-





Abstract

els, based on Monte Carlo methods, have been developed in order to simulate different mecha-
nisms and situations occurring in the environment. In this study, surface charging, condensation
and aggregation processes have been taking into account and modelling for various scenarios
and different types of nanoparticles. In these processes, the electrostatic interactions are known
to play a significant role.

The first model proposed in this thesis work concern the surface charging mechanism of
nanoparticles. Simple and double protonation processes are considered for a nanoparticle with
discrete site on the surface. The influence of titrating sites via the intrinsic properties (density,
distribution, acido-basic properties) are studied for three different types of particles (titanium
dioxide, hematite and “soft nanoparticles “) by following the effect of the pH variation on the NP
surface properties. In these processes, the surface charge density will strongly modify quantities
such as total NP surface charge or ionization degree. The electrostatic interactions occurring on
the surface which are strongly dependent on the charge distances and thus on the distribution
and surface density, will play a key role on the NP surface charging process by altering the
behavior of titration curves. Moreover, the acido-basic properties of surface sites also represent
an important parameter in the surface charging mechanism, in particular for double deprotona-
tions. Both direct charge (charge modification, positive to negative) and progressive transitions
(step by step process, NP switch off and switch on) are observed, giving rise to isoelectric point
and point of zero charge as a function of the acido-basic properties of the nanoparticle.

The influence of salt properties on the condensation processes are then explored via the de-
velopment of a second model which takes into account the explicit presence of salt particles in
the simulation boxes (counterion, cation and anion). In addition to the NP surface properties,
the influence of the solution parameters such as ionic strength, ion valence and concentration
are studied by observing their impacts on the NP effective surface charge. Our investigations
have clearly demonstrated, besides the fact that salt particles modify the NP surface charge, the
presence of a charge in an aquatic system reciprocally alters this one by structuring the solu-
tion. The formation of ion layers around nanoparticles is strongly controlled by the NP surface
properties, and more specifically the surface charge density. With the increase of the density,
the effective charge is progressively reduced, especially in presence of di- and trivalent cations,
promoting the ionic condensation process around nanoparticles. However, no charge reversal
is observed, mainly due to steric limits and electrostatic repulsions between cations in the con-
densation layer. For high trivalent cation concentrations, a NP surface charge neutralization is
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obtained and the interface is structured with multiple ion layers, a first one composed by cation
around the particle and then a second formed by anions. The mechanisms of condensation
and charge decrease are finally the result of a subtle competition between electrostatic interac-
tions, attractions (surface-cation) and repulsions (cation-cation and surface-surface) as well as
the cation concentration of the solution.

Finally, particular attention is paid to the last model on the aggregation phenomenon and
more specifically on the heteroaggregation. The interaction between manufactured NP and nat-
ural organic matter (NOM), represented by fulvic acid monomers, are in particular studied via
the development and the validation of an original numerical model. Several environmental sce-
narios are taken into account through various aquatic models and different concentration ratios
between NOM and NPs. Before going into details, a clear definition of the diverse steps of
aggregation is given as well as the corresponding attachment efficiencies (primary, secondary
and global). Among the different water models presented in this study, marine water represents
an interesting case in which all contacts result in the formation of aggregates, this specific case
allows the possibility to determine attachment efficiency values. For a system where only het-
eroaggregation is considered (ultrapure water), saturation effects can occur at long time scale
as a function of NP/NOM ratio. After a quick heteroaggregation at short scale, the NP surface
is completely saturated, reducing the attachment efficiency of NOM monomer for longer time
scales. Finally, as demonstrated in the previous models, a subtle change in the NP surface prop-
erties but also in the solution can deeply modify the aggregation processes and the attachment
efficiency values. In these conditions, the homoaggregation between NOM particles plays a
significant role by promoting the formation of larger aggregates via bridging mechanisms.
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Introduction and Thesis objectives

1.1 Nanomaterials and Nanoparticles

”There’s Plenty of Room at the Bottom", with these words Richard Feynman has indi-
rectly introduced in 1959 the concept of nanotechnology and encouraged scientists to take the
possible benefits of the atomistic properties of matter. At this scale, the specific surface area and
number of atoms located at the surface of nano-particles become predominant and give materials
unique properties and high reactivity [1–3] which are generally different from the macroscopic
ones. Since Feynman’s famous lecture, the progress in nano-sciences has been significant and
nowadays, as shown in Figure 1.1 [4], engineered nanomaterials have tremendous potential to
produce beneficial technological impact in many sectors in society such as medicine, cosmetic,
electronics, textiles, etc [5–8]. It should be noted that from the European commission, nano-
materials are defined as natural or manufactured material having at least 50% of the particles,
for a number size distribution, with one of more external dimension in the range of 1 to 100 nm
(1363/2013).

Figure 1.1: Application domains of nanoparticles from self-cleaning textiles to reinforced
plastics [4].
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Nanomaterials in/and the Environment

From an industrial point of view, the main interest of nanomaterials is related in the numer-
ous properties (optical, mechanical, chemical, physical, etc) allowing a wide variety of applica-
tions. [3, 8, 9] In particular, nanoparticles defined as engineered or manufactured nanoparticles
(NPs), are specifically synthetized, functionalized and largely produced in order to respond to
the industrial needs [10–12]. Consequently, their presence is becoming increasingly significant
in our daily life and in our environment [13] [14]. For instance, silver NPs are widely used in
textile, gold nanoparticles in medicine, cerium oxide in fuel, and titanium dioxide in cosmetic,
and as food additive such as the E171 [7, 15–17].

1.2 Nanomaterials in/and the Environment
Unfortunately, the increasing use of nanomaterials in consumer and industrial applications

has increased the likelihood of human and environmental exposure, giving rise to concerns
regarding their safety [2, 3, 6, 8]. The large production of NPs inevitably leads to acciden-
tal, deliberate or unintentional release in environmental compartments (air, water, soil, sedi-
ments) [10–12] through industrial discharge, surface runoff or simply by consumer use [13,18].
Moreover, wastewater treatments are currently not adapted to deal with this type of materials
and it remains difficult to remove nanoparticles from environmental compartments in particular
in soils. In addition, limited data are available in this domain due to the difficulty of detecting
and quantifying the NP concentrations in the environment [13, 19–21].

Once released in aquatic systems, manufactured nanoparticles NPs will be altered, trans-
formed and transported, therefore introducing many uncertainties regarding risk assessment
and risk management in the environment [21–27]. Behavior and stability are strongly related
to their intrinsic properties (surface chemistry, charge, size, shape), physicochemical properties
(pH, ionic strength, cation valency) as well as to the water composition (natural organic matter,
polymers) [28–31]. The fate, behavior as well as the transport of nanoparticles in aquatic envi-
ronment are principally driven by the NP surface charges, mainly resulting from the acid/base
properties of surface sites. All these parameters will play a key role in the NP behavior and
stability regarding aggregation, coating, dissolution processes and many possible scenarios are
possible as shown in Figure 1.2. For example, when NPs are stable in a dispersing medium,
they are more mobile and more bioavailable, whereas when NPs are destabilized via aggrega-
tion, they form large structures, which are eliminated from the aquatic systems by sedimenta-
tion [3,24]. Therefore, understanding the transformation and transport of NPs, in particu-
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lar aggregation processes, remains an important issue to evaluate the environmental risks.

Figure 1.2: Nanoparticle behaviors and processes in aquatic systems.

1.3 Importance of NP surface charge and heteroaggregation
processes

As mentioned previously, the NP surface charge is playing a key role on the environmental
fate of nanoparticles [17, 32–34]. In contact with an aqueous media, most of the nanoparticles
are charged, originating from different mechanisms such as surface ionization, isormorphous
substitution, dissolution processes or adsorption of polyelectrolytes or ionic surfactants, which
provide various distributions of surface charges (heterogeneous, homogeneous and patch) [35].
These charges are mainly resulting from the acid/base properties of the surface but also depend
on the physicochemical dispersion media (temperature, pH, ion concentration). Moreover, these
surface charges may evolve over time and conditions. At low and high pH, it is common to re-
spectively have positive and negative surfaces for metal oxide particles (TiO2, CeO2). However,
in very specific situations, an "effective" neutral surface may be observed corresponding to an
extinction of all sites (Point of Zero Charge (PZC)) or to a coexistence of an equal number of
opposite charges (IsoElectric Point (IEP)). In this context, the electrostatic interactions arising
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from the surface charge is a key parameter in the NP behavior. A subtle competition between
attraction and repulsions occurs which can be altered by the ion composition. Mono-, di- and
trivalent cations may alter the nanoparticle behavior depending on the electrostatic screening
effect [36]. From an experimental point of view, ’ potential measurements may be performed
to obtain a surface charge description [28,37,38]. In aquatic media, the composition of the wa-
ter column also plays a key role in the stability of nanoparticles. Natural organic matter (NOM)
composed by humic and non-humic substances represents an important part of particles present
in solution [39] and is expected to interact with nanoparticles via heteroaggregation or surface
saturation (Figure 1.2). As shown by Loosli et al. [28], a low NOM concentration will lead to
charge neutralization and the formation of large aggregates via bridging mechanisms while a
high concentration promotes the disaggregation. Heteroaggregation as well as homoaggrega-
tion between nanoparticles is an important process in the fate of nanoparticles and especially
in order to eliminate nanoparticles from the solution. In both mechanisms, the surface charges
and electrostatic interactions are important parameters in order to understand their behavior.
Due to the numerous possible scenarios and the large range of properties to take into account,
understanding the nanoparticle behavior in aquatic remains a complex challenge. However, the
scientific interest is growing due to the possible ecological and human health risks at short and
long terms. Consequently, studying and understanding the influence of various physico-
chemical properties on such scenarios is then of main importance in order to improve the
knowledge on these (possible) contaminants.

1.4 Thesis objectives
The main objective of this thesis work consists to develop original models, approaches and

tools based on computer modelling to get an insight into i) the surface charge behavior of
nanoparticles in aquatic systems as well as ii) heteroaggregation process between nanoparticles
and an important aquagenic compounds i.e natural organic matter (NOM). Most actual mod-
els in this domain do not take into account a detailed description of the nanoparticle surface
and solution chemistry including explicit counterions, salt particles and NOM. Physical and
chemical investigations are performed here using Monte Carlo simulations, which is a powerful
and rewarding method. In this context, the surface charging behavior of a nanoparticle is first
investigated in Chapter 3 by following the impact of site distribution, surface charge density,
dielectric and acid/base properties (Paper I). Then, the ion condensation is studied by investi-
gating the influence of surface and salt properties in Chapter 4. Surface distribution and density
as well as salt concentrations and cation valencies are taking into account (Paper II). In Chapter
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5, a novel model of heteroaggregation is proposed and validated in order to calculate specific
kinetic aggregation rate constants and attachment values (paper III). A case study composed of
nanoparticles in presence of NOM units (fulvic acid) is considered and different environmental
scenarios are investigated from ultrapure waters to marine and fresh waters. Then in the con-
clusion part (Chapter 6), a synthesis of the main results obtained during this thesis is presented
with some future perspectives. The different models developed all along this thesis work are
presented in Figure 1.3.
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Figure 1.3: Different models developed and found in Papers I to III. (a) Surface charging
process of a surface-detailed nanoparticles (b) Ion distribution around a spherical nanopar-
ticles with explicit ions (c) Homoaggregation of nanoparticles and (d) heteroaggregation
model of NPs with NOM units.

7



Introduction and Thesis objectives

1.5 List of papers
Papers included in this Thesis
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Paper I
Clavier, A., Seijo, M., Carnal, F., et Stoll, S., 2015, "Surface charging behavior of nanoparticles
by considering site distribution and density, dielectric constant and pH changes – a Monte Carlo
approach", Physical Chemistry Chemical Physics, v. 17, no. 6, p. 4346-4353.

Paper II
Clavier, A., Carnal, F., et Stoll, S., 2016, "Effect of Surface and Salt Properties on the Ion
Distribution around Spherical Nanoparticles: Monte Carlo Simulations", Journal of Physical
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32, p. 7988-7997.

Submitted:

Paper III
Clavier, A., Praetorius, A., Stoll, S., "Determination of Nanoparticle Attachment Efficiencies
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Model, Theory and Simulation Methods



Model, Theory and simulation methods

With the major progress achieved during the last decades in computer technologies, com-
putational modelling is now a powerful and rewarding approach to have a better understanding
of many processes in chemical, physical and environmental sciences. Computer modeling acts
as a useful bridge between theory and experiments [1]. Theoretical or mathematical models pro-
vide general predictions on the behavior of a system while computer simulations allow to get a
more detailed insight into complex systems [2,3]. On the other hand, the measurement of some
parameters remains difficult to achieve in experiments and can be easily accessible via mod-
elling and post data treatments [4]. However, despite the huge progress observed in computer
modelling, the direct comparison of modelling made at the atomistic level with experimental
studies remains very difficult even with the best supercomputers. Computer simulations might
be adapted in space (numbers of particles vs. size of modelling box) or in time (different time
scales) and some approximations are essential to achieve realistic calculation times.

The significant number of algorithms developed as well as the resulting infinite combi-
nations offer interesting tools to investigate how nanoparticles will interact and react in en-
vironmental compartments and more especially in aquatic systems [5–9]. At small-scale, to
understand NP behavior, the NP surface charge is expected to play a key role on the macro-
scopic properties of nanoparticles [10, 11] and related processes such as NP coating [12, 13]
and aggregation [14–16]. The surface charge, often resulting from the acid/base properties
of surface sites [17–19], as well as surface charge sign and density, depends not only on the
physical-chemical properties of nanomaterials but also on the dispersing media (mainly pH and
ion concentration) and on the presence of soluble species (polyelectrolytes, natural organic mat-
ters, etc). To have the most adapted and detailed description of what happen s at the nanoscale,
the type of computer simulations as well as the corresponding physical laws to use remains an
important choice in our models. In this chapter, all the different models, theories and computer
simulations developed during this thesis work are presented.

2.1 Coarse-grained model
In soft matter, classical atomistic models are not adapted to study environmental systems.

For instance, a colloidal suspension is generally composed of several millions of atoms and,
at least, by an equivalent number of solvent molecules. An all atom representation of such a
system at a large time scale is impossible. Therefore, to describe such a system in a proper way
and to save computing time, some internal degrees of freedom have to be reduced and, for that
purpose, coarse-grained models are commonly used [3, 20] (Figure 2.1).
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Coarse-grained model

Figure 2.1: Full and coarse-grained representation of a DNA strand in a water solution with
ions.

Different approximations can be made:

• Firstly, the solvent can be represented implicitly by an infinite dilute aqueous medium
with a relative dielectric constant, typically taken as that of the water at 298K. This as-
sumption of a very dilute solution will provide the only properties needed (temperature,
viscosity and density) to mimic the hydrodynamic behaviors on long scale and time scales
and allows to focus on the determination of large scale properties.

• Then, the mesoscopic colloids composed by group of atoms are replaced by impenetrable
and solvent excluded spherical objects or pseudo-atoms. The internal microscopic prop-
erties of the colloids are not considered except for the acid/base properties of the surface
with the presence of titrating sites (see section 2.4.) and for a dielectric discontinuity (see
section 2.5.).

• Finally, ions, counterions and salt particles are described by spherical objects with a fixed
radius and a positive or negative charge on their centers. This representation allows to
consider the effect of salt on aggregation as well as to take into account electro-neutrality.
In addition, ion contribution can be computed in the solvent properties via the dielec-
tric constant and when aggregation processes are considered in the attachment efficiency
parameter.
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Despite the fact that the first coarse-grained model has been developed almost a half-century
ago [21–25], this approach has proven in the last ten years to be a powerful tool to describe
complex system and especially protein and polymer conformations at different multiscale. Dur-
ing this decade, the number of publications on coarse-grained model increased several times
and in 2013, Michael Levitt, Ariel Warshel, and Martin Karplus has been awarded for "The
development of multiscale models for complex chemical systems" by a Nobel prize in chem-
istry [26, 27]. The Nobel committee recognized their early works on the computing of large
biomolecular systems based on a coarse-grained description of proteins.

In the literature, two different types of coarse-grained model have been developed. The first
one corresponds to a model deriving from the specific characteristic of a well-known system or
experiment. The medium characteristics, the polymer structures as well as the surface charge
properties have to be reproduced according to the system under investigation. Typically, these
specific properties can be obtained from atomistic simulations and/or experimental methods.
This model allows to equilibrate specific systems and to investigate large scale behaviors. The
second coarse-grained model approach (modelling) is more generic without any connection to
a specific system or an experiment. General features that are needed as input parameters are, in
our case, NP sizes, surface charge density or ion concentrations. Systematic and statistical stud-
ies can be performed in order to understand general mechanisms, and variations in experimental
and theoretical observations. In this thesis work, generic coarse-grained models are considered
and parametrized to mimic the nanoparticle behavior in aquatic systems from surface charge
behavior to aggregation processes.

2.2 Force field model an interaction potentials
The behavior of particles in colloidal suspensions is mainly controlled by the nature of the

interaction forces between them. Interactions are directly and indirectly derived from the long-
and short-range forces. In this context, a proper force field definition is required to reproduce
in the best way the interactions between a system of atoms or coarse-grained particles. A force
field is generally defined by functional forms and parameter sets which both are typically de-
termined and parametrized via empirical methods (physical and chemical experiments and/or
quantum calculations).
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The interaction potentials are commonly divided into three main contributions: (i) inter-
actions between atoms linked by covalent bonds Ecov (bond Ebond, valence angle Eangle and
dihedral potential Edihedral), (ii) non-covalent interactions Enon≠cov (Van der Walls and electro-
static potentials) and (iii) excluded volume interactions EH≠S (hard spheres).

Etot = Ecov + Enon≠cov + EH≠S = Ebond + Eangle + Edihedral + Eelec + EV dW + EH≠S

(2.1)

The main "non-bonded" or non-covalent potential energies used in coarse-grained computer
simulations are presented in the next section.

2.2.1 Hard sphere interactions

At "very" short range, strong repulsions occur between particles i and j, and lead to excluded
volume interactions. For that purpose, particles are described by impenetrable spheres and can-
not overlap each other.

EH≠S =
Y
]

[
Œ, rij < Ri + Rj

0, rij > Ri + Rj

(2.2)

Here rij represents the distance between particles i and j and Ri,j the radius of species i or
j.

2.2.2 Van der Waals interactions

Van der Waals forces combine weak intermolecular attractive and repulsive forces and de-
rive their origin from fluctuating polarizations of electronic clouds. Van der Waals interactions
may be categorized in three different contributions (i) dipole-dipole interactions called also
Keesom force (attractive or repulsive) (ii) dipole-induced dipole interactions called also polar-
ization or Debye force (attractive) and (iii) induced dipole-induced dipole interactions called
also dispersion or London forces (attractive). The van der Waals energy EV dW between two
objects separated by a distance r can be written as:
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EV dW (r) = 1
(4fiÁV dW )2r6

ÿ
— (2.3)

where ÁV dW represents the energy depth at minimum and — the specific parameter of each
forces. Van der Waals interactions have an inverse sixth power dependence which describes the
attraction at short ranges. However, the Pauli exclusion principle that characterizes repulsion
at short ranges is not taken into account in equation 2.3 and is generally mathematically added
to the model without theoretical justification. This approximation is proportional to an inverse
twelfth power factor which is more convenient for computing efficiency (r12 is the square root of
r

6). Therefore, both attractive and repulsive van der Waals interactions are generally described
via Lennard-Jones potential:

EV dW (r) = ELJ(r) = ÁV dW

A3
r0
r

412
≠ 2

3
r0
r

46B

(2.4)

where r0 corresponds to the minimum energy distance between two particles. When the
hard sphere interaction model is taken into account, r0 is equal to the sum of the two radii of
the interacting particles.

2.2.3 Electrostatic interactions

The presence of charged particles in solution induces long-range electrostatic interactions
between them [18, 19]. They are playing key roles on the particle behavior in aquatic systems.
Coulomb’s law is commonly employed to describe the potential energy between different or
similar species. In a medium, the Coulomb potential energy of two charges qi and qj , separated
by a distance rij , is defined as follow:

E
ij
elec(rij) = qiqj

4fiÁ0Árrij
= zizje

2

4fiÁ0Árrij
(2.5)

where e represents the elementary charge, z(i, j) the amount of charges, Á0 the vacuum per-
mittivity and Ár the dielectric constant of the medium. Electrostatic interactions are inversely
proportional to the distance between charges and represent the energy required to bring qj from
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the infinity to a distance r from qi. The solvent is implicitly taken into account through its di-
electric constants. The full Coulomb potential is the sum of whole possible interactions between
charges present in solution (titrating sites, counterions, salt particles, colloids):

E
T ot
elec(rij) =

ÿ

i

ÿ

j

E
ij
elec(rij =

ÿ

i

ÿ

j

qiqj

4fiÁ0Árrij
= zizje

2

4fiÁ0Árrij
(2.6)

The interaction is considered attractive between opposite charges (ET ot
elec(r) < 0) and repul-

sive between similar charges (ET ot
elec(r) > 0).

2.3 Periodic boundary condition
Nowadays, computer simulations can handle a number of freedom degrees from a few hun-

dred to a few millions. For most simulations, this limit is found around a few hundred to a
few thousand particles, clearly far away from experimental or environmental sample concentra-
tions. Periodic boundary conditions allow a system composed by a small number of particles to
be representative of an infinite bulk solution. The initial cubic simulation box composed by N-
particles is reproduced in all directions to create a periodicity. In three dimensions, 26 identical
copies of the simulation region surround the simulation box. If a particle leaves the box from a
given side, it will return in the simulation box by the opposite side as shown in Figure 2.2. The
number of particles in the central box remains constant during all the simulation.

In addition, to calculate the pairwise interactions between particles in an efficient way, the
minimum image convention, which consider the minimum distance between two particles, is
generally used. A particle interaction is determined with the nearest neighbor in the periodic
array (particle or image). For instance, in Figure 2.2, particles 2 and 3 will interact with the
particle image 4 et 3 while particle 1 with particle 4 and 5.
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Figure 2.2: Periodic boundary conditions and minimum image convention.

2.4 Surface charge properties
As already mentioned, surface properties of colloids and nanoparticles in particular are es-

sential in controlling environmental processes such as aggregation.

2.4.1 Origin of the surface charge

Most of the particles in contact with an aqueous media are "coated" with electric charges
on their surfaces so as to reduce the interfacial energy. Resulting charge sign and density arise
from the surface group properties such as acid base properties as well as the surrounding envi-
ronment property such as pH. Three different mechanisms can explain the presence of charges
on surfaces and are discussed in the next section.

Surface ionization

The surface charge at the interface of two phases results from the chemical reactions occur-
ring at the surface. Many colloidal particles hold ionizable functional groups on the surface:
�OH, �OPO3H, �COOH, �NH2. In contact with water, the oxide and amine groups react
with protons H+ and hydroxides OH� of the bulk solution. The functional groups are then pro-
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tonated, deprotonated or not dissociated as a function of the pH and the chemical equilibrium
constants (Figure 2.3.(a)). Consequently, the surface is generally positively charged at low pH
and negatively charged at high pH, as reported by the following chemical equilibria:

M ≠ H
+
2

K0
a1
� M ≠ H + H

+
K0

a2
� M

≠ + 2H
+ (2.7)

M ≠ H

K0
a2
� M

≠ + H
+ (2.8)

With K
0
a1,a2 the equilibrium constants of diprotic reactions.

Biological surfaces bring an interesting example of this process with the presence of both
carboxylic and amine groups and the surface charge may be reversed according to the solu-
tion media and surface properties. This process allows the possibility to have positive, negative
charges, or a neutral particle. However, monofunctional ionic groups, for example, latex par-
ticles result from the presence of carboxylic and sulphate groups only. With pH changes, the
degree of ionization of the surface can approach zero but no charge reversal is observed.

Dissolution or adsorption processes

The second case of surface charge acquisition includes the surface modification by adsorb-
ing charged particles on the colloid or nanoparticle surface or by releasing ions from the crystal
lattice. For the latter, the ions available on the lattice surface has a greater tendency to "escape"
due to the limited crystal solubility in water (Figure 2.3.(c)). One typical example of this disso-
lution process is silver iodide AgI which have a very low solubility in water, especially iodide.
In contrast, silver particles have a greater tendency to dissolve in the aqueous solution, leaving
a negative charge on the surface.

On the other hand, a surface charge may be created or altered by adsorbing an object on a
neutral or already charged particle. Various mechanisms might occur, for instance, the adsorp-
tion of polyelectrolytes or surfactants on a nanoparticle, strong covalent bond between metal
oxydes and biomacromolecules (humic acid) and condensation processes of ions from the so-
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lution. All these processes are strongly related to the properties of the NP surface. Moreover,
the salt properties can have a strong infleunce on these mechanisms via screening effects. Ion
condensation processes are generally emphasized in the presence of multivalent ions such as
Ca2+, Mg2+, Fe3+, Al3+, etc. However, when the pristine NP surface is neutral, some specific
and favorable conditions are required to complete the surface modification, especially non-
electrostatic interactions (VdW interactions).

Figure 2.3: Origin of surface charges. (a) Surface ionization, (b) Isomorphous substitution
and (c) dissolution/adsorption processes.

Isomorphous substitution

The third mechanism concerns the lattice defects arising from isomorphous substitution in
the crystal structure. This charge acquisition process is quite different as it consits as an internal
modification of the materials resulting in an "inherent" excess surface charge. The best-known
example is kaolinite, a tetrahedral silica layer, which is alternated with an octahedral alumina
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layers. In both layers, some Si4+ and Al3+ atoms may be respectively replaced by Al3+ and
Mg2+ and as shown in Figure 2.3.(b), a negative charge is emerging from the surface. A sim-
ilar mechanism is observed for many clay minerals in water resulting in a general negative
surface charge.

2.4.2 Point of Zero Charge versus IsoElectric Point

In many situations, pH is playing a key role in the protonation/deprotonation of a surface.
Two characteristic pH values can be defined from the surface charging process. Both of them
describe a situation where the net surface charge is equal to zero. The first one, call the Point of
Zero Charge (PZC) corresponds to pH conditions where all the titrating sites on the surface are
neutral, while the second, the IsoElectric Point (IEP or pI), represents a pH value for which the
number of negatively charged surface groups is counter balanced by the positives ones. These
two points coincide only when no specific ion adsorptions occur. The PZC is generally deter-
mined by titration techniques, whereas IEP is determined via ’ potential methods [28–30].

2.4.3 Henderson-Hasselbach equation

The acid/base properties of an isolated site are commonly described by the Henderson-
Hasselbach equation [31–33]. As mentioned previously under specific conditions, positive or
negative charges originate from a titrating site. The dissociation of an isolated acid in an aque-
ous media is given by the equation 2.9.:

HA

K0
a

� A
≠ + H

+ (2.9)

and the associating equilibrium constant is defined according to the mass action law:

K
0
a = [H+][A≠]

[HA]
(2.10)

Where [H+], [A�] and [HA] are the concentrations of dissociated hydrogen and dissociate/non-
dissociate acids, respectively. The degree of ionization is then defined as:
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–p = [A≠]
[HA] + [A≠]

(2.11)

And finally lead to the Henderson-Hasselbach equation:

pH = pK
0
a + log10(1 ≠ –p

–p
) (2.12)

For an amphoteric system, diprotic reactions are defined following the equations 2.7 et 2.8
and the Henderson-Hasselbach equation are rewritten as follow:

pH = pK
0
amoy ± log10(

1 ≠ –p

–p
) (2.13)

where pK
0
amoy = pK0

a1+pK0
a2

2 . The plus and minus signs correspond respectively to the de-
gree of proton association and dissociation.

2.4.4 Surface titrating site and Tanford-Kirkwood model

From a modelling point of view, the model of Tanford and Kirkwood (TK) [34, 35] takes
into account the fact that charges are not uniformly distributed on the surface but as a discrete
point-charge representation. TK model describes charge objects such as macroions, nanoparti-
cles or biomolecules (globular protein) as impenetrable spheres (Figure 2.4). Discrete charges
are then mapped by points close to the surface with an internal dielectric constant which can be
different from the solvent. Due to its ability to take into account different dielectric constants,
TK model has been chosen to represent the discrete charges arising on the nanoparticle surface
and dielectric discontinuity between the nanoparticle and the dispersing medium.
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Figure 2.4: Representation of the Tanford and Kirkwood model.

Different environmental and experimental scenarios may be considered to describe the site
distribution on the nanoparticle surface and can be classified in two different categories (i) site
distribution (homogeneous/heterogeneous or patches) and (ii) site arrangement (homogeneous
or heterogeneous).

Titrating surface sites can be distributed all around the nanoparticle surface, heterogeneous
and homogeneous distribution (Figure 2.5.(b) and 2.5.(c)) or present in confined area on the sur-
face, resulting in patch distributions (Figure 2.5.(d), (e) and (f)). Heterogeneous/homogeneous
distributions refer to pristine particle while patches to the coexistence of different materials or
when a crystal plane is not large enough to neglect boundary conditions. The presence of mul-
tiple patches illustrates different coexistence zones [36, 37]. Two different arrangements are
also considered: a heterogeneous disposition resulting from defect or chemical impurity on a
crystal plan, material coexistence or by a passivation [38] of the surface and a homogeneous
arrangement corresponding to a perfect crystal organization. Surface sites are usually randomly
distributed on the surface (or in patches) and the excluded volume is taken into consideration
to generate the heterogeneous arrangement. For the homogeneous case, a reorganization of a
heterogeneous surface is performed by adjusting the site position using a Metropolis criterion
in Monte Carlo simulation (see below, section 2.5) to obtain an optimal configuration. Both
arrangements are also adopted for patch distribution. It should be noted that the surface charge
can also be described by an uniform surface charge density resulting from the presence of a
single fixed charge at the center of the nanoparticle (Figure 2.5.(a)).
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Figure 2.5: Spatial distributions of surface discrete charges. (a) homogeneous, (b) hetero-
geneous and (c) patch distributions.

2.4.5 Electrical double layer models

Independently of the origin of the surface charge, the contact with a dispersing medium
composed of water and ions will lead to a characteristic structuration of the solvent [39]. If
we consider the water described by a continuum model, and Stern Grahame approach [19], the
electric double layer refers to two parallel charged layers: (i) the surface charge and (ii) a second
layer composed by opposite charged ions (counterions) attracted to the surface. A correspond-
ing excess of counterions in the solution automatically counterbalances the charge arising from
the surface in order to keep the electroneutrality of the solution. This ion distribution descrip-
tion was widely studied and theoretical models with different complexity levels were developed
such as the models of Helmholtz, Gouy-Chapman, Stern or Grahame.
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Figure 2.6: Model of Stern-Grahame of the electrical double layer.

According to Helmholtz, the double layer can be mathematically represented as a capaci-
tor with both negative and positive charges distributed on two different planes (electrode and
electrolyte) separated by a fixed distance lH , the Helmholtz plane. lH is approximately equal to
2 to 3 Å. The differential capacitance CH can be calculated and is independent on the charge
density, the resulting electrostatic potential �� and the ion properties, but is dependent on the
dielectric properties and the thickness of the double layer lH :

CH = dq

d��
= Á0Ár

lH
(2.14)

However, even if the charge is confined on the surface, the ions are considered as mobile in
the solution and may be adsorbed on the surface due to electrostatic attractions.
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The model of Gouy-Chapman introduces a diffuse layer in the theory for a low concentration
of electrolytes by taking into account mobile ions in the solution represented by point-charges.
Ions are then non-homogeneously distributed in the solution as a function of the electrostatic
attractions to the charged surface (surface charge density and potential) and the random motion
of ions originating from the thermal dispersion occurring in the solution. The distribution of
these mobile ions around surface charge are generally predicted using Poisson-Boltzmann the-
ory. From electrostatic theory, the electrostatic potential at any point r, �(r) is related to the
charge density fl(r) through the Poisson’s equation as followed:

Ò2�(r) = ≠fl(r)
Á0Ár

(2.15)

With Ò2 = ”2

”x2 + ”2

”y2 + ”2

”z2 the Laplacian.

In an electrolyte solution, the local concentration of ions i at a position r may be expressed
by a Boltzmann distribution as:

ni(r) = ni0exp

A

≠qi�(r)
kbT

B

(2.16)

With ni0 defined as the concentration of species i in the bulk solution at �(r) = 0, kB the
Boltzmann constant and T the temperature. The charge qi can be replaced by zie as already
showed in section 2.5. ni(r) is also related to the electrostatic potential of the solution.

The charge density fl(r) may be related then to the local ion concentration:

fl(r) =
ÿ

i

qini(r) =
ÿ

i

qini0exp

A

≠qi�(r)
kbT

B

(2.17)

The generalized Poisson-Boltzmann (PB) equation is then finally obtained by combining
the equation 2.15, 2.16 and 2.17 and a nonlinear equation is obtained:
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Ò2�(r) = ≠ 1
Á0Ár

ÿ

i

qini0

A

exp≠qi�(r)
kbT

B

(2.18)

In general, the Poisson Boltzmann equation does not have analytical solutions. However,
the resolution of the PB equation remains possible for simple case such as flat and spherical
surfaces uniformly charged by considering some approximations. In the Debye-Hückel theory,
the approximation consists to linearize the PB equation.

At low electric potential (�(r) < 26 mV at 298 K), the electrical energy qi�(r) becomes
smaller compared to the thermal energy of the system kbT . The exponential may then be re-
placed by a Taylor series as follow:

Ò2�(r) = ≠ 1
Á0Ár

Q

a
ÿ

i

qini0 ≠
ÿ

i

q
2
i ni0

�(r)
kbT

+
ÿ

i

qini0
1
2!

A

exp

A

≠qi�(r)
kbT

BB2R

b (2.19)

If we maintain the first order of the Taylor series and due to the electroneutrality of the
system (

q
i qini0 = 0), the Poisson-Boltzmann equation may be rewritten as:

Ò2�(r) = Ÿ
2�(r) (2.20)

with Ÿ the Debye screening parameter defined as Ÿ
2 = e2

Á0ÁrkbT

q
i ni0z

2
i . The Debye param-

eter, and more specifically the inverse Ÿ
≠1 or ⁄, is the most important quantity of the Debye-

Hückel theory. Ÿ
≠1, also called the Debye screening length, has the unit of length and referred

to the distance over which the electrostatic interactions of the surface charge are non-significant.
Ÿ

≠1 commonly defines the thickness of the double layer model and the size of the diffuse layer.

Finally, an analytical solution is found to solve the linearized Poisson-Boltzmann equation
using proper boundary conditions and the electric potential is given by:
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�(r) = zie

4fiÁ0Ár

exp(≠Ÿr)
r

(2.21)

The screened Coulomb potential between two points charges i and j is then deduced:

E
ij
elec(r) = zie�j(r) = zizje

2
exp (≠Ÿr)

4fiÁ0Árr
(2.22)

However, the Gouy-Chapman and Debye-Hückel theories have multiple shortcomings. In
practice, due to the assumptions made, the model is only valid for low electric potential and
low electrolyte concentrations. If electrolyte concentration increases, values obtained from the
Gouy-Chapman model are a little bit higher than the experimental measured values. Moreover,
quite simple modifications to the theory can be made such as considering finite charge size for
ion description as developed in the model of Stern. Ions are not considered as point charges but
described by finite size spheres with a charge located at their center. Such spheres represent the
hydrated layer around the ions. Hence, the model of Stern is a combination of Helmholtz and
Gouy-Chapman models. The interaction potential is thus described by two contributions:

• a linear potential due to an inaccessible region between surface and ion charge, similar
to the Helmholtz distance. This distance defines the minimum distance between both
charges and is generally known as the Stern layer or Stern plane.

• the second represents the diffuse layer with an exponential decrease of the potential
(Poisson-Boltzmann distribution), similar to the Gouy-Chapman theory.

Although, the model of Stern provides a good description of the electrical double layer
around surface charge in many situations, some refinements can be made. For instance, Gra-
hame included in his model the possibility for ions (of same, neutral or opposite charge) to lose
their hydrated shell and to be adsorbed on the surface. The Stern layer is then subdivided in
two different layers (i) a first one composed of ions not fully solvated, called inner Helmholtz
layer. The center of this adsorbed layer defines the inner Helmholtz plane, which represents the
closest approach of solvated ions to the surface (ii) and a second one, named outer Helmholtz
layer, equivalent to the Stern layer, and represents the limit with the diffuse layer.
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2.5 Statistical mechanics and Monte Carlo simulations

2.5.1 Statistical mechanics

Most of computer simulations are based on the assumption that classical physical laws can
be employed to describe the displacement of many-atoms (or particles) systems. However, the
macroscopic properties or observables (temperature, pressure, density, viscosity, thermal ex-
pansion, ...) of such systems are not all directly linked to the properties obtained from the
modelling and do not correspond to properties measured in real experiments. From this point,
statistical mechanics represent an interesting tool in order to establish links between the macro-
scopic properties and the microscopic description of a system [3, 40–42]. For instance, the
temperature of a gas is related to the average kinetic energy of all particles.
In statistical mechanics, the microscopic description of a system is generally defined by the
positions p and the momenta q of all particles. For a system composed of N identical particles
in a three-dimension space, 6N coordinates are then defined to describe the state of the system,
commonly called the phase space. Thus, at any time t, all the positons and momenta are totally
known.

On the other hand, a system at a thermodynamic equilibrium is described by a limited num-
ber of macroscopic properties (such as pressure P, temperature T, number of particles N, volume
V, density, chemical potential µ, . . . ) and are specific to a statistical ensemble with a particular
microscopic function, called partition or microscopic function. In statistical physics, three dif-
ferent ensembles may be considered (Table 2.1). Firstly, a micro-canonical ensemble isolated to
external interactions with a constant energy (N, V and E fixed) and with a microscopic function
related to the number of microscopic states. Secondly, a canonical ensemble closed and in ther-
mal equilibrium with an external thermostat (N, V and T fixed) and with a canonical partition
function related to the Boltzmann distribution. Finally, a grand canonical ensemble connected
to external reservoirs of particles and energies characterized by a chemical potential (µ, V and
T fixed) and with a grand canonical partition function related to the variation of energy.

Finally, the observable values (temperature, entropy, free energy, particle numbers, ...) are
deduced from these specific partition functions and strongly correlated to the microscopic states
(position,momenta).
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Table 2.1: Resume of the different ensembles in statistical mechanics with their indepen-
dent variables and their partition or microscopic functions

Microcanonic Canonic Grand-canonic

Independent
variables

E,N and V N,V and T µ,V and T

Microscopic
or partition

function
Number of micro-states Z = q

k exp(≠—Ek) ⌅ = q
i exp(≠—(Ei ≠ µNi))

2.5.2 Monte Carlo Metropolis simulation method and procedure

Basic principles of Monte Carlo simulation

Monte Carlo (MC) simulations refer to a class of computational algorithms used to solve de-
terministic and probabilistic problem [3]. Thus, MC modelling is strongly related to statistical
concepts and can be applied to a wide range of fields, from physical systems to financial math-
ematics or from quantum mechanics to computational biology. The designation "Monte Carlo"
alludes to the casinos and in particular gambling games occurring in Monaco and in terms to be-
ing specific to the randomness and the probabilities of these games. (Pseudo)random numbers
and in particular repeated random sampling are the basis of Monte Carlo calculations. In statis-
tical physics, Monte Carlo simulations are an interesting alternative to molecular dynamic [43].
Indeed, they can take into account systems with a large number of degree of freedom and with
multiple unknown parameters. They can also explore a large range of different conformations
and in particular get an insight into specific local minimum energy by considering different ran-
dom moves and possible barrier crossings. Moreover, the variation of particle numbers in grand
canonical ensemble is taking over by Monte Carlo methods. In this thesis, MC simulations
are used to simulate Brownian motions of particles, titration processes of nanoparticle surfaces
(deprotonation-protonation), ion condensation and nanoparticle aggregation (attachment effi-
ciency).

Random sampling method

The basic Monte Carlo technique is the random sampling [3], for instance, to evaluate the
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surface of a lake (for instance Lake Geneva, Figure 2.7). A way to calculate this surface is to
randomly throw X rocks (points) in the land (rectangle) which contains the lake with a well-
known surface (sizeland ). Then, the lake size sizelake can be estimated by counting the number
N of rocks present in the land (sizelake = sizeland ◊ X≠N

X ).

Figure 2.7: Monte Carlo scheme to evaluate the size of the Lake Geneva.

However, to improve the quality of the surface estimation, the random number generator
needs to cover all the surface with the same probability to explore each point of the surface.
Moreover, the accuracy increases with the number of trials.

Metropolis method

Random sampling was adapted by Nicholas Metropolis et al. in 1953 [44] which take into
account the concept of the importance of sampling in order to improve the variance of the sys-
tem. The general idea of this concept is that specific values in a simulation, determined from an
equilibrated random generator, are more interesting than others for the estimation of an integral,
or a macroscopic value in our case. Metropolis employed this strategy in order to sample points
of the phase space where the Boltzmann factor is large and consequently with an interest to be
explored. Many regions of the phase space remain interest-free due to too high energies and
with a probability of occurrence near to zero. Metropolis criterion allows to save computational
resources by exploring regions of main interests.

The main difference between simple Monte Carlo simulations and the Metropolis algorithm
resides on the probability distribution chosen to characterize the system. Instead of a random
draw, configurations are selected with a Boltzmann probability. The exploration of the phase
space is then obtained by generating a first representative conformation a followed by perturba-
tions (particle translation, charge modification, . . . ) to obtain a new conformation b.
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Figure 2.8: Scheme of the general Metropolis procedure.

The probability of accepting the new state is related to the energy variation between the two
states (�E = E2 ≠ E1). If the new energy is lower than the initial energy then the step is ac-
cepted according to the fact that a low energy state is more favorable. Otherwise, the Boltzmann
factor is calculated (p = exp

1
≠�E

kbT

2
) and compared to a random number z (z œ [0, 1]). If the

probability p is higher than z, then the new state is accepted. If not, the new state is rejected.

The Metropolis criterion allows the possibility of finding local minima potential energy
during the exploration of phase space by considering higher energy transition. Energy barrier
crossings are then able leading to the exploration of other part of the phase space.

Monte Carlo procedures

All along this work, Monte Carlo is used in various ways. Firstly, MC-Metropolis simula-
tions are performed to generate the site distribution on the nanoparticle. The initial heteroge-
neous configuration is created using Monte Carlo modelling with a random site distribution on
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Table 2.2: Acid/base reactions at the NP surface and associated energy changes �E

Initial
charge

Possible
charge Acid/base chemical reaction �E

0
+1 Site ≠ H + H

+
1/K0

a1
� Site ≠ H

+
2 �Eelec + (pH ≠ pK

0
a1)ln(10)

-1 Site ≠ H

1/K0
a2

� Site
≠ + H

+ �Eelec ≠ (pH ≠ pK
0
a2)ln(10)

+1
0 Site ≠ H

+
2

K0
a1
� Site ≠ H + H

+ �Eelec ≠ (pH ≠ pK
0
a1)ln(10)

-1 Site ≠ H
+
2

K0
a1K0

a2
� Site

≠ + 2H
+ �Eelec ≠ (2pH ≠ pK

0
a1 ≠ pK

0
a2)ln(10)

-1
0 Site

≠ + H
+

1/K0
a2

� Site ≠ H �Eelec + (pH ≠ pK
0
a2)ln(10)

+1 Site
≠ + 2H

+
1/(K0

a1K0
a2)

� Site ≠ H
+
2 �Eelec + (2pH ≠ pK

0
a1 ≠ pK

0
a2)ln(10)

the nanoparticle surface. To obtain homogenous surface, the site distribution is adjusted through
MC methods according to the Metropolis criterion.

Secondly, the conformation phase of surface charges is investigated via Monte Carlo Metropo-
lis simulations. At each MC step, one site is randomly chosen and its charge is changed (one
or two new states are possible). Then the step is accepted or not as a function of the Metropolis
selection criterion. This acceptance criterion is sensitive to the total electrostatic energy varia-
tion of the system as defined in Table 2.2. However, minimum local energies are considered by
comparing the Boltzmann factor to a random number between zero and the unity. An equilib-
rium period is performed at each pH of the simulation in order to stabilize the system from the
initial values and achieve the better level of energy convergence.

For condensation studies, a similar approach is performed. The site and ion distributions
are created using Monte Carlo sampling and depending on the surface charge density, site dis-
tribution, ion concentration and composition, importance of ion condensation can be evaluated.
Then, the ions of the solution (except the nanoparticle) are randomly moved at each step of the
simulation in order to mimic the Brownian motion resulting from the interactions with water
particles. Finally, the energy variation �E is calculated and the step is accepted or not accord-
ing to the Metropolis test.
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MC modelling was also performed in the hetero-aggregation studies. In addition to the
initial conformation of the simulation box, Brownian motion of particles and objects as well as
the sticking probability tests were achieved using simple Monte Carlo algorithms.

2.6 Particle aggregation

2.6.1 Smoluchowski theory

Aggregation or coagulation refers to the formation of structures between particles (here
nanoparticles) and is an important process to characterize the stability of nanomaterials in
aquatic systems [10, 45, 46]. During this process, the particles can interact or attach to each
other to form aggregates. These structures are also referred as particle clusters, flocs or aggre-
gates and mechanisms as clustering, flocculation or coagulation. However, flocculation is a type
of aggregation which is induced by addition of polymers. Generally, particle aggregation is an
one-way process which is irreversible. Aggregate size progressively grows until reaching a size
which allows the aggregate to be removed from the water column via sedimentation. Particle
behavior is mainly controlled by the surface properties of the particle and resulting electrostatic
interactions between particles [47–49]. In this context, the DLVO theory represents a valuable
tool to describe these electrostatic interactions. However, the solution properties and especially
the salt properties play a key role in these processes. Moreover, aggregation kinetics is an inter-
esting characteristic for the evaluation of the stability of a colloidal suspension.

In the last century, the aggregation processes have been largely described and studied us-
ing experimental methods [50–54], and numerical/theoretical models [9, 55–58] in various and
different domains such as aerosol coalescence, star formations, flocculation, blood coagula-
tion or volcanic eruption. Most of these studies were based on the study made by Marian von
Smoluchowski in the beginning of the 19th century [59]. He developed a mathematical kernel
of equations to characterize the second-order rate processes of aggregation of spherical parti-
cles. Thus, each possible reaction between particles is then described by a unique equation
and aggregation constant characterizing the formation rate of aggregate of size k and defined as
follow:

dnk

dt
= 1

2
k≠1ÿ

i=k≠j=1
k

agg
ij ninj ≠ nk

Œÿ

i=1
k

agg
ik ni (2.23)
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With k
agg
ij the kinetic aggregation rate, and ni,j,k the respective numerical concentration of

aggregate of size i,j, and k. The first part of the equation represents the rate formation of
aggregate k resulting from the collision of particle of size i and j, while the second corresponds
to the disappearance of this aggregate size resulting from the collision with particles of size i.
The aggregation kinetic rate can be split in two different contributions and can be rewritten as:

k
agg
ij = –ijk

coll
ij (2.24)

The first part of this equation represents the attachment efficiency –ij which corresponds
to the probability of efficient collision between particle i and j. This parameter is described in
more detail in the next section. The second part of the aggregation kinetic rate is the collision
rate constant k

coll
ij which represents the physical contribution in the aggregation process. This

contribution is strongly related to the system properties (temperature, particle size, density, . . . )
and also to the transport model [18]. The particles may undergo Brownian motion (perikinetic)
and/or specific force field such as laminar shear (orthokinetic aggregation) or gravity (differen-
tial settling). The different contributions are largely dependent on the size of the particles. The
aggregation kinetic rate can be calculated according to the equation presented in Table 2.3.

Table 2.3: Aggregation kinetic rates as a function of the different transport models

Transport model
Kinetic rate constant

Heterodisperse solution Monodisperse solution

Perikinetic 2kbT
3µs

(ri+rj)2

rirj

8kbT
3µs

Orthokinetic 4
3G(ri + rj)3 16

3 Gr
3
i

Differential settling fi(ri + rj)2|‹s,i ≠ ‹s,j| 0

Where G is the shear rate, µs the viscosity of the solvent and vi,j the settling velocity.
In addition to this theory, several models were also numerically developed in 2D and 3D, such
as the Witten and Sander Diffusion Limited Aggregation [60–62] and the Cluster-Cluster Ag-
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gregation models [63] [64, 65] which allow to determine the time evolution of the density as
well as the aggregate properties of a specific system (size, fractal dimension, ...).

2.6.2 Attachment efficiencies

The attachment efficiency (–), also called sticking probability, is a unitless number which
describes the probability to have an effective collision between two particles or aggregates. – is
comprised between zero and the unity. Zero corresponds to a stable solution of particles without
aggregation (predominance of repulsive forces) while –ij = 1 represents a system where each
contact between particles is efficient and create a permanent bond (predominance of attractive
forces). Commonly, the attachment efficiency is defined as the ratio between the aggregation
rate of the system studied keff and the aggregation rate kmax when all the collisions are expected
to be efficient (generally at high ionic strength) as follow:

– = keff

kmax
(2.25)

However, the estimation of attachment efficiencies remains challenging and strongly depen-
dent on the complexity of the system. Moreover, as shown in Figure 2.9, several attachment
efficiencies can describe aggregation at different scales of the process in particular when two
types of particles are considered. At the very early stages, during the formation of dimer and
trimer, an –homo or –hetero is considered, while at long-time scale a –global has to be consid-
ered to describe the formation of large heteroaggregates. Between the short and long-time
heteroaggregation process, other attachment efficiencies can be considered which complicate
the description of heteroaggregation processes.
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Figure 2.9: Description of homo- and heteroaggregation processes and corresponding at-
tachment efficiencies.

The aggregate size and structure, and the aggregate surface chemistry will evolve all along
the process and will modify the attachment efficiency values. In Figure 2.10, some examples of
homo- and heteroaggregates obtained with our model are presented. In some specific systems,
the surface of a nanoparticle can be recovered by organic matter and the attachment efficiency
value will be totally different at short and long time scales. Such issues are discussed in details
in chapter 5.
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Figure 2.10: Various homo- and heteroaggregate structures obtained from the Monte Carlo
aggregation model at different MC steps and for diverse initial properties.
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Chapter 3: Surface Charging Behavior of Nanoparticles

3.1 Introduction

In this chapter, Monte Carlo simulations are performed in order to describe the charging
behavior of metal oxide nanoparticles thus enabling a novel and original approach to predict
nanoparticle reactivity and possible interactions with biological and environmental molecules
such as NOM. The charging behavior of spherical nanoparticles is investigated by adjusting the
pH of the medium and the influence of surface site distribution (heterogeneous, homogeneous
and patches), density and dielectric constant as well as acid/base properties of the surface sites
and �pK

0
a values (difference between two successive deprotonation constants) and is system-

atically studied using a grand canonical Monte Carlo method. A one pK
0
a (also referred to as

1≠pK
0
a) and a two pK

0
a models (2≠pK

0
a) are considered in order to mimic simple and multiple

deprotonation processes of one fixed nanoparticle as presented in Table 2.2 (Chapter 2).
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3.2 Main results

3.2.1 1 ≠ pK
0
a

Influence of NP surface site distribution.

As shown in Figure 3.1, NP deprotonation process is more effective for homogeneous and
heterogeneous site distribution. This is due to larger distances between nearest neighbors and
lower electrostatic repulsions between negatively charged sites. The homogeneous surface is
the most efficient configuration for efficient site deprotonation (or surface charging process).

Figure 3.1: Monte-Carlo titration curves for a NP with 50 sites and with different surface
distributions (1 ≠ pK0

a model). For the sake of clarity, titration curves are compared with
the corresponding ideal (isolated) case, i.e. in absence of electrostatic interactions between
sites.

Nevertheless, there is a significant difference compared to isolated monomers. At a given
pH ≠ pK

0
a , the ionization is less important due to electrostatic repulsions. For patch distribu-
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tions, distances between sites are smaller and the charging process is less efficient. Furthermore,
in the case of heterogeneous patches, distances between some sites are so close that deprotona-
tion is not completely achieved even for high pH ≠ pK

0
a values.

Influence of NP surface site distribution.

As shown in Figure 3.2, the decrease of the surface charge density is also playing an im-
portant role on the deprotonation process with differences of several pH ≠ pK

0
a units at high

ionization degrees. With the decrease of the surface site density, deprotonation processes be-
come easier and curves are shifted to the isolated monomer situation.

Figure 3.2: Monte-Carlo titration curves for a heterogeneous surface with different charge
densities (10, 50, 100, 200 and 300 sites). The corresponding charge densities in mC/m2

are given in the inset.

As observed now in Figure 3.3, the dielectric constant variation is also found to play an
important role. The "soft" NPs dielectric constant constitutes an intermediate case. For low
dielectric constant values (hematite), since sites are less electrostatically screened, the repul-
sion between them are stronger and the deprotonation is more difficult. On the contrary, site
interactions are much more reduced for larger values of dielectric constant (titanium dioxide)
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and the deprotonation process with pH ≠ pK
0
a increase is more efficient.

Figure 3.3: Monte-Carlo titration curves for a heterogeneous surface with 50 sites
(25mC/m2) and with various dielectric constants. The dielectric constant is found to play
an important role on the NP charging behavior by controlling the electrostatic repulsions
between the different sites.

3.2.2 2 ≠ pK
0
a

Influence of �pK
0
a and dielectric constant variation.

As shown in Figure 3.4.(a), the �pK
0
a value has important effect on the NP charging behav-

ior. We start with a fully positively charged which is gradually deprotonated by increasing the
pH≠pK

0
a value. Then a second deprotonation step is induced towards the formation of negative

charges by increasing further the pH ≠ pK
0
a value and, consequently, the NP degree of ioniza-

tion is increasing again. At low �pK
0
a values (�pK

0
a < 2), in agreement with the acid/base

properties of the sites, and when pH ≠ pK
0
a is equal to zero, the NP degree of ionization is still

important due to the presence of both positive and negative charges, which are predominant
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regarding the neutral sites. As a result an isoelectric point is obtained here and an equivalent
number of positive and negative charges is obtained at the NP surface. As shown in Figure 3.4,
small �pK

0
a values result in the dynamic coexistence of the three possible charge transition

states (1 to 0, 0 to -1 and 1 to -1) as well as the concomitant presence of positive and negative
sites (opposite charges). The number of opposite charges, in particular when, pH ≠ pK

0
a = 0

is a function of �pK
0
a and increases with the decrease of �pK

0
a . At high �pK

0
a (�pK

0
a Ø 2),

the corresponding situation is now representative of a point of zero charge, since the number of
positive and negative charges are close to 0. In such condition, the deprotonation process is a
step by step mechanism (as observed in both Figure 3.4.(a) and Figure 3.4.(b)): the positive
charges are first switched off before the emergence of negative charges.

Figure 3.4: a) pH ≠ pK0
a as a function of NP degree of ionization and b) number of charge

type as a function of pH ≠ pK0
a for a heterogeneous surface NP with variable �pK0

a values
(2 ≠ pK0

a model). Values of pK0
a1 and pK0

a1 are given in the brackets.
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In Figure 3.5.(a) are presented the effective NP surface charge variations as a function of
the pH ≠ pK

0
a values and for different �pK

0
a values.

Figure 3.5: a) Variation of the total surface charge for different �pK0
a considering a het-

erogeneous surface and b) for different site distributions with �pK0
a = 3 (2 ≠ pK0

a model).
The presence of an isoelectric point results in sharp transitions between the positive and
negatively charged domains. Values of pK0

a1 and pK0
a2 are given in the brackets.

The general shape is quite similar to the experimental titration curves, which are obtained
via experimental potentiometric titrations. It should be noted that i) when the NP total charge
is zero all the curves cross each other at the same point i.e. when pH ≠ pK

0
a = 0 and ii) a sharp

transition is observed in presence of an isoelectric point from positive to negatively charged
NPs.

When �pK
0
a = 3 (Figure 3.4.(b)) it is found that the shape of the curves is also controlled

by the surface site distribution. This constitutes an important outcome in the interpretation of
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experimental data. Heterogeneous and homogeneous distributions exhibit plateau values at the
beginning and at the end of the titration processes whereas patch distributions show more linear
charge variations.

Figure 3.6: a) pH ≠ pK0
a as a function of NP degree of ionization and b) total energy as

a function of pH ≠ pK0
a . The effect of the dielectric constant is investigated here for a

heterogeneous surface (2 ≠ pK0
a model) with N=50.

Complementary calculations are then carried out to understand the influence of the dielectric
constant. We are considering the case with �pK

0
a = 3 with heterogeneous surface distribution.

As shown in Figure 3.6.(a), two different behaviors are observed by adjusting the dielectric
constant. On the one hand, for titanium dioxide and "soft" NPs, having relatively high dielec-
tric constants, most of the charges are switched-off when pH ≠ pK

0
a = 0 and a point of zero

charge is obtained. NPs ionization degree at low and high pH values are equal to one hence in-
dicating fully charged surfaces. The variation of the total energy (Figure 3.6.(b)) also exhibits
specific profiles with values equal to zero at the PZC. On the other hand, at low dielectric con-
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stant, sites are electrostatically less screened and partial protonation or deprotonation process
is achieved. In addition when pH ≠ pK

0
a = 0, NPs exhibit a mixture of positive, negative and

neutral sites on their surface, which is much more representative of an isoelectric point model.
Total energies in Figure 3.6.(b) support the observed differences and that such a system is less
stable from an electrostatic point of view when low or high dielectric constant are considered.

59



Chapter 3: Surface Charging Behavior of Nanoparticles

3.3 Conclusions
In this chapter, we have demonstrated that Monte Carlo simulations constitute a powerful

approach to get an insight into the charging behavior of metal oxide type NPs, isolate the in-
fluence of several important parameters such as acid base properties of surface sites, charge
density, surface site distribution and dielectric constant and elucidate the possible transforma-
tion and properties of NPs in a changing environment. In particular it was shown that the site
distribution is playing a key role and that the homogeneous distribution is the most efficient one
to obtain high ionization degrees when the 1 ≠ pK

0
a model is considered. Acid/base properties

are also found to play key roles in particular for the 2 ≠ pK
0
a model. It was also found that

the presence of an isoelectric point or point of zero charge resulted from two different charging
process.

60



Conclusions

Paper I

Reprinted from A. Clavier, M. Seijo, F. Carnal, S. Stoll
Phys.Chem.Chem.Phys., 2015 vol. 17, 4346 Copyright (2015),

with permission of the Royal Society of Chemistry

61



4346 | Phys. Chem. Chem. Phys., 2015, 17, 4346--4353 This journal is© the Owner Societies 2015

Cite this:Phys.Chem.Chem.Phys.,
2015, 17, 4346

Surface charging behavior of nanoparticles by
considering site distribution and density, dielectric
constant and pH changes – a Monte
Carlo approach

Arnaud Clavier, Marianne Seijo, Fabrice Carnal and Serge Stoll*

Monte Carlo simulations are used to describe the charging behavior of metal oxide nanoparticles thus

enabling a novel and original approach to predict nanoparticle reactivity and the possible interactions with

biological and environmental molecules. The charging behavior of spherical nanoparticles is investigated by

adjusting the pH of the media and the influence of surface site distribution, density and dielectric constant

as well as the acid/base properties of the surface sites and DpK0
a values (difference between two successive

deprotonation constants) is systematically studied using a grand canonical Monte Carlo method. A primitive

Coulomb model is applied to describe the interaction energies between the explicit discrete sites.

Homogeneous/heterogeneous surfaces and patches with homogeneous and heterogeneous distributions

are considered in order to reproduce possible site distributions of metal oxide nanoparticles. Two models

are used. In the 1-pK0
a model (one deprotonation step) the results indicate that the deprotonation process

is controlled by inter-site distances which are defined by site distributions and densities. It is shown that the

homogeneous surface is the most efficient site distribution to obtain high ionization degrees. In the 2-pK0
a

model (two deprotonation steps), the DpK0
a value is found to control the surface charge properties with

regard to pH changes. By considering the variation of the total nanoparticle surface charge as a function of

pH our results help in the distinction between the zero charge and the isoelectric point and interpretation

of experimental NP titration curves.

Introduction
Manufactured nanoparticles (NPs), which are more and more
present in our direct environment are expected, via the develop-
ment of nanotechnologies, to revolutionize our everyday life as well
as many important research areas such as medicine, energy, drug
design, catalytic surfaces and advanced material design.1–5 How-
ever, this huge development is expected to increase the (accidental)
release and concentration of NPs in environmental compartments
such as air, soil and aquatic systems. Unfortunately, the impact of
NPs on ecosystems and human health is nowadays not clearly
known.6–10 The large specific surface areas of NPs result in high
chemical reactivity whereas NP sizes result in high diffusion
capacity and such properties give them the ability to cause harm
in biological systems.

One important parameter controlling the chemical, physical
and biological properties of NPs is related to the presence of

surface charges resulting, for instance, from the acid/base
properties of surface sites. The surface charge, sign and density
also depend on the physicochemical dispersion media (mainly
temperature, pH, ion concentration) and the presence of soluble
species (polyelectrolytes, natural organic matter, proteins. . .).11,12

As a result NPs, such as metal oxides, can be positively charged
(usually this is observed at low pH), neutral, or negatively charged
(at high pH). Not only the surface charge density and sign but also
the acid–base site distributions of NPs have an impact on the
chemical processes at the NP–solution interface such as NP
coating, polyelectrolyte adsorption and protein corona for-
mation.13–16 The surface charge density and sign are also expected
to control the stability of NPs, i.e. aggregation versus dispersion, by
modifying the electrostatic repulsion between the NPs. When NPs
have the possibility to aggregate they are less mobile and usually
eliminated from the suspension via sedimentation processes.17

On the other hand, when they are present as isolated monomers
or disagglomerated NPs they become more mobile and bioavailable
in the soil/sediments/water and air and are thus potentially more
toxic.6–8 The knowledge of the charging behavior of NPs is then of
main importance to predict the residence time of NPs in the
environmental compartments.
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The total surface charge of NPs is mainly controlled by the
probability for each surface site, having acid/base properties, to be
ionized18,19 and is usually limited by the electrostatic interactions
at the NP surface. The presence of ions or polyelectrolytes in the
solution, on the other hand, can reduce electrostatic repulsions
between sites via screening effects and promote the charging
processes. In the case of metal oxide NPs, the surface charge (sign
and density) will depend on proton binding reactions and
chemical equilibrium, which can change as a function of pH
and ionic strength.20,21 In contrast to isolated monomers in
solution, electrostatic repulsions between sites strongly influence
the deprotonation reactions of each site and can limit the effective
charge of the NPs.

The surface charge density, net specific surface proton
excess and related properties of NPs can be investigated using
experimental methods,11 theoretical and numerical models,22–24

and by considering energetically homogeneous surfaces.25 The
surface charge of NPs can also be described by considering an
Ising model26 with a solution/solid interface, Monte Carlo
simulations,27 or a Poisson–Boltzmann approximation28 for a
planar geometry. Experimentally, the surface charge of NPs can
be characterized indirectly by zeta-potential measurements11 or
directly by potentiometric acid/base titration.29,30 Potentiometric
and acid/base titrations have been used for decades to determine
the surface charge density of oxides and now the method has
solid theoretical and experimental foundation.30

In this work we investigate the effect of surface site distribution,
density and dielectric constant on the charging behavior of metal
oxide NPs by considering a one pK0

a model (also referred to as 1-pK
0
a) and a two pK0

a model (2-pK0
a) to consider simple and multiple

deprotonation processes. By adjusting the pH value (titration
process), the surface charge density, the pK0

a values of the surface
sites and the charging behavior (via the surface dissociation or
ionization degree) are investigated in detail and in a systematic
way to get an insight into the role of each parameter in an
independent way. The original aspect of that work consists of
studying the charging behavior of NPs not only as a function of
acid/base properties of surface sites and solution pH, but also
as a function of different explicit surface site distributions
and specific NP properties (dielectric constant, surface charge
density). Electrostatic interactions between sites are calculated
using a primitive Coulomb model31 and focus is made on the
total surface charge variation of NPs so as to help in the
interpretation and understanding of experimental data such
as electrophoretic mobility or potentiometric measurements
made on manufactured nanoparticles. It should be noted that
in a previous work we used a similar approach to investigate in
detail the effect of the dielectric discontinuity on the charging
process of nanoparticles using a Tanford’s model.32

The influence of pH and the many body problems are solved
using Monte Carlo (MC) simulations27 using the Metropolis
Criterion.33 Simulations are carried out in a grand canonical
ensemble (chemical potential m, temperature T, volume V) to
obtain an equilibrium state at a fixed pH. Site distributions are
classified into two categories: heterogeneous and homogeneous
(perfect crystal arrangement). Spherical NPs are modeled by using

two types of distribution: full surface coverage and partial
surface coverage via the presence of two patches. In the first
part of this paper theoretical modeling is presented then, in the
Results and discussion part, the 1-pK0

a and 2-pK0
a models are

discussed by adjusting the site distribution, surface charge
density, dielectric constant, and pH.

Theoretical modeling
Model description

A primitive Coulomb model is used to calculate the electrostatic
energy of interaction between sites by considering discrete charge
distributions. The nanoparticles are described using a sphere, with
an arbitrary radius of 25 Å, in an infinitely diluted aqueous solution
with a continuum representation of the solvent. The spherical NP is
impenetrable to the solvent. To consider the dielectric discontinuity
between the NP and the solvent, the relative permittivity ec is
adjusted to be different from the dielectric constant of water ew.
Three different dielectric constants of NPs are studied, respectively,
below, above and equal to the dielectric constant of water. For that
purpose the dielectric constants of hematite NPs34 (with eFe2O3

= 12),
titanium dioxide NPs34 (with eTiO2

= 130) and ‘‘soft’’ NPs34 (with ew =
78) are considered. Titrating sites are represented by fixed points
placed at 0.5 Å under the surface (Fig. 1). The spatial configuration
of surface discrete charge distributions in the model can represent
specific experimental surface site distributions. The long-range
electrostatic potential at a distance rij between sites i and j with
charges zi and zj is given by:

ETot ¼
XN"1

i¼1

XN

j¼iþ1

zizje2

4pe0ecrij
(1)

where e0 is the vacuum permittivity (8.85$ 10"12 C V"1 m"1) and e
is the elementary charge (1.60 $ 10"19 C).

Fig. 1 NP surface discrete charge distributions: (a) homogeneous surface,
(b) heterogeneous surface, (c) homogeneous patches, (d) heterogeneous
patches, and (e) patches position. Each NP has 50 sites on its surface and a
diameter of 5 nm. For the sake of clarity, the point-like sites are repre-
sented as having a volume on the NP surface. In the Monte Carlo
simulation model the surface charge density can be adjusted as well as
the NP size, dielectric constant and acid–base properties of the sites.
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Henderson–Hasselbalch equation

The Henderson–Hasselbalch equation35,36 is used to describe
the acid/base properties of an isolated site. Under appropriate
conditions, sites dissociate and positively or negatively charges
appear on the surface. The dissociation of an isolated acid (HA)
in an aqueous medium is given by HA 2 H+ + A". According to
the mass action law, the equilibrium constant is given by:

K0
a ¼

Hþ½ & A"½ &
½HA&

(2)

where [H+], [A"] and [HA] are the concentrations of dissociated
hydrogen and dissociated and non-dissociated acids, respectively.
The degree of ionization a is then given by:

ap ¼
A"½ &

A"½ & þ ½HA&
(3)

and finally, the Henderson–Hasselbalch equation is defined as:

pH ¼ pK0
a þ log10

1" ap
ap

! "
(4)

For an amphoteric system, the Henderson–Hasselbalch equation
is given by:

pH ¼ pK0
a ' log10

1" ap
ap

! "
(5)

with

pK 0
a = (pK 0

a1 + pK 0
a2)/2 (6)

The plus sign corresponds to the degree of proton associa-
tion and the minus sign to the degree of proton dissociation. K0

a

represents the intrinsic dissociation constant for a monoprotic
reaction. For diprotic reactions, K 0

a1 and K 0
a2 are defined as:

Site"H2
þ "! "

K0
a1

Site"HþHþ (7)

Site"H "! "
K0
a2

Site" þHþ (8)

In this study, the different pK 0
a values have been arbitrarily

fixed but can be adjusted in the model.

Monte-Carlo metropolis procedure

For the sampling of the configuration space, MC simulations
are performed according to the Metropolis algorithm.27,33 The
NPs have N ionizable sites and this number is adjusted here
between N = 10 and 300 to get an insight into the influence of
the charge density. 2N or 3N charge states can be considered,
corresponding to the different charge states of monoprotic and
diprotic reactions as defined in Table 1. For each simulation
step, one site is chosen randomly and has a random change in
its charge state. Then each acid/base reaction is accepted or not
according to the Metropolis selection criterion. This criterion is
related to the energy variation DE during the protonation–
deprotonation process,

DE = Ef " Ei (9)

with Ef being the energy of the new state and Ei the energy of
the previous state. If the change in the total energy DE is
negative, the system has a lower energy and the MC step is
accepted. If DE is positive, the Boltzmann factor is given by,

p = exp("DE/kBT) (10)

which is calculated and compared with a random number z
between 0 and 1. kB represents the Boltzmann constant (1.38 $
10"23 J K"1) and T the temperature (298 K). If the probability p
is higher than z, the MC step is accepted, if not the step is
refused and the previous state is considered as a new state. The
possible protonation and deprotonation processes and the
associated energy changes are detailed in Table 1.

Surface titrating site distribution

Heterogeneous/homogeneous and patches with heterogeneous
or homogeneous distribution are considered. The homogeneous
distribution corresponds to a perfect crystal arrangement. The
heterogeneous distribution results from a defect or a chemical
impurity on a crystal plan, material coexistence or by a passiva-
tion of the surface.37 The patch occurs when different materials
coexist or when crystal planes are not large enough to neglect
boundary interactions.38,39

Four different spatial site distributions are studied: (i)
homogeneous site distribution (Fig. 1a), (ii) heterogeneous
random distribution (Fig. 1b), and (iii) homogeneous (Fig. 1c)

Table 1 Chemical reactions at the NP surface and the associated energy changes

Initial charge Possible charge Acid/base chemical reaction Change in energy DE (kBT)

0 +1
Site"HþHþ"! "

1=K0
a1

Site"H2
þ

DE = DEelectrostatic + (pH " pK 0
a1)ln(10)

"1
Site"H "! "

K0
a2

Site" þHþ
DE = DEelectrostatic " (pH " pK 0

a2)ln(10)

+1 0
Site"H2

þ "! "
K0
a1

Site"HþHþ
DE = DEelectrostatic " (pH " pK 0

a1)ln(10)

"1
Site"H2

þ "! "
K0
a1
(K0

a2

Site" þ 2H"
DE = DEelectrostatic " (2pH " pK 0

a1 " pK 0
a2)ln(10)

"1 0
Site" þHþ "! "

1=K0
a2

Site"H
DE = DEelectrostatic + (pH " pK 0

a2)ln(10)

+1
Site" þ 2Hþ "! "

1= K0
a1
(K0

a2ð Þ
Site"H2

þ
DE = DEelectrostatic + (2pH " pK 0

a1 " pK 0
a2)ln(10)

PCCP Paper



This journal is© the Owner Societies 2015 Phys. Chem. Chem. Phys., 2015, 17, 4346--4353 | 4349

and (iv) heterogeneous random sites confined in patches (Fig. 1d).
The two patches exhibit a face to face configuration and have a
radius of 3 nm (polar coordinates of the patch centers y1 = p; j1 = 0,
y2 = 0; j2 = 0). In most cases, 50 titrating sites are considered,
corresponding to a mean surface charge density equal to 25 mC m"2

and 128 mC m"2 in the patches. Such surface site densities are
representative of experimental situations regarding the surface
properties of metal oxide nanoparticles.40

To generate the homogeneous distribution, the following
procedure is used. First, all sites are charged. Then, their
positions are adjusted with the Metropolis criterion to obtain
an ideal arrangement. This problem is similar to the Thomson
atomic model.41 For a heterogeneous distribution, sites are
distributed randomly at the surface taking into account an
excluded volume between sites. Patch distributions are built
using similar processes but sites are confined in a spherical
cap. Different pK0

a values are used here to study their effects on
the titration curves.

Results and discussion
The 1-pK0

a model with a single deprotonation step, characterized by
eqn (8), is studied first. Then, the model is extended to amphoteric
groups with two equilibrium constants corresponding to the two
deprotonation steps given by eqn (7) and (8). This model is called
the 2-pK0

a model.

1-pK0
a model

To investigate the influence of site distribution, surface charge
density and dielectric constant on the deprotonation process,
simulations are carried out with 20 000 Monte-Carlo steps for
each pH " pK0

a value. A ‘‘soft’’ NP is considered first with a
dielectric constant equal to that of water (ec = ew). Titration
curves are systematically compared to the isolated monomer
case (i.e. in the absence of electrostatic interactions) to better
isolate the effects of the repulsive interactions between the
different sites.

Influence of NP site distribution. As shown in Fig. 2, the
deprotonation process of NPs is more effective for homogeneous
and heterogeneous site distributions. This is due to the larger
distances between the nearest neighbors and the lower electrostatic
repulsions between negatively charged sites. The homogeneous
surface is the most efficient configuration for efficient site depro-
tonation (or surface charging process). Nevertheless, there is a
significant difference compared to the isolated monomers. At a
given pH " pK0

a value, the ionization is less important due to
electrostatic repulsions. For patch distributions, distances between
sites are smaller and the charging process is less efficient. Further-
more, in the case of heterogeneous patches, distances between
some sites are so close that deprotonation is not completely
achieved even for high pH " pK0

a values.
As shown in Fig. 3a when the pH " pK0

a value is adjusted for
different surface site distributions, there are important differences
in the total energy depending on the site distribution. Plateau
values are obtained in all cases when the degree of dissociation is

equal to one with the exception of the heterogeneous patch
distribution. When representing the total energy variation as a
function of the degree of ionization (Fig. 3b), a significant
difference in total energy is observed between the hetero-
geneous/homogeneous and patch distributions due to lesser
distances and more important surface site density in patches.
The comparison of these two figures shows, on the one hand,
the total energy as a function of the pH " pK0

a value and, on the
other hand, the total energy as a function of the ionization
degree, which clearly indicates that there is no linear relation-
ship between the ionization degree and the pH " pK0

a value
when different site distributions are considered.

Influence of the surface charge density and dielectric con-
stant of NPs. To get an insight into the influence of the surface
charge density, simulations are now carried out by considering
heterogeneous distributions and by adjusting the number
of titrating sites to 10/50/100/200/300 sites corresponding to
5/25/50/100/150 mC m"2 respectively. In addition simulations
are performed to study the influence of the dielectric constant
of NPs. Three different dielectric constants are considered: one
to mimic soft NPs with the same dielectric constant as water
(ec = 78), a second one corresponding to that of titanium
dioxide NPs (ec = 130) and the last one corresponding to NPs
having low dielectric constant such as hematite NPs (ec = 12).

As shown in Fig. 4, the decrease of the surface charge density
also plays an important role in the deprotonation process
with differences in several pH " pK 0

a units at high ionization
degrees. With the decrease of the surface site density, deproto-
nation processes become easier and curves are shifted to the
isolated monomer situation.

Fig. 2 Monte-Carlo titration curves of a NP with 50 sites and with
different surface distributions (1-pK0

a model). The site distribution at the
surface of the NP is found to strongly influence the degree of ionization of
NPs. In particular, NP deprotonation is strongly limited for heterogeneous
patches distribution. For the sake of clarity, titration curves are compared
with the corresponding ideal (isolated) case, i.e. in the absence of electro-
static interactions between sites. When pH = pK0

a, only 20% of the sites are
deprotonated (50% in the case of isolated sites experiencing no electro-
static interactions). A nonlinear relationship is shown between the degree
of ionization and pH " pK0

a.
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As observed in Fig. 5, the dielectric constant variation is also
found to play an important role. The dielectric constant of
‘‘soft’’ NPs constitutes an intermediate case. For low dielectric
constant values (hematite), since sites are less electrostatically
screened, the repulsion between them are stronger and the
deprotonation is more difficult. In contrast, site interactions
are much more attenuated for larger values of the dielectric
constant (titanium dioxide) and the deprotonation process with
an increased pH " pK 0

a value is more efficient.

2-pK0
a model

Influence of DpK 0
a and dielectric constant variation. A similar

approach is presented here by taking into account two pK 0
a

values corresponding to two successive deprotonation steps
(pK 0

a1 (eqn (7)) and pK 0
a2 (eqn (8))). The titration of a NP with

a heterogeneous surface is carried out for different DpK 0
a values

from 0.5 to 4 to get an insight into the effect of the acid/base
properties of the sites on the charging behavior of NPs and to

help in the distinction between zero charge and isoelectric
points.

As shown in Fig. 6a the DpK0
a value has an important effect

on the charging behavior of NPs. We start with a fully positively
charged NP which is gradually deprotonated by increasing the
pH " pK 0

a value. It is important to note that the total surface
charge is, in all cases, equal to zero when pH " pK 0

a = 0 with
pK 0

a = (pK 0
a1 + pK 0

a2)/2. Then a second deprotonation step is
induced towards the formation of negative charges by increasing
further the pH " pK 0

a value and, consequently, the degree of
ionization of NPs increases again. At low DpK0

a values (DpK0
a o 2),

in agreement with the acid/base properties of the sites, and
when pH " pK 0

a is equal to zero, the degree of ionization of NPs

Fig. 3 (a) Variation of the total electrostatic energy as a function of pH "
pK0

a and (b) as a function of the degree of ionization for a NP with 50 sites
and with different surface distributions, (1-pK0

a model). Differences in the
total energy values between the surface and patch distributions are
explained by the inter-site distance values.

Fig. 4 Monte-Carlo titration curves for a heterogeneous surface with
different charge densities (10, 50, 100, 200 and 300 sites). The increase of
the surface density is found to limit the NP charging process. The
corresponding charge densities in mC m"2 are given in the inset.

Fig. 5 Monte-Carlo titration curves for a heterogeneous surface with 50
sites (25 mC m"2) and with various dielectric constants. The dielectric
constant is found to play an important role in the NP charging behavior by
controlling the electrostatic repulsions between the different sites. Low
dielectric constant NPs exhibit poor charging behavior.
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is still important due to the presence of both positive and
negative charges, which are predominant regarding the neutral
sites. As a result an isoelectric point is obtained here and an
equivalent number of positive and negative charges is obtained
at the NP surface as indicated in Fig. 6b. In that situation, the
second deprotonation step, towards the formation of negative
charges, begins when the first one is not completely achieved.
Here the positive sites are not fully switched off. Small DpK0

a

values result in the dynamic coexistence of the three possible
charge transition states (1 to 0, 0 to "1 and 1 to "1) as well as
the concomitant presence of positive and negative sites (opposite
charges). As shown in Fig. 6b, the number of opposite charges, in
particular when pH" pK 0

a = 0, is a function of DpK 0
a and increases

with the decrease of DpK 0
a. At high DpK 0

a (DpK 0
a Z 2), the

corresponding situation when pH " pK 0
a = 0 is now representa-

tive of a point of zero charge, since the number of positive and
negative charges are close to 0. Under such conditions, the

deprotonation process is a step by step mechanism (as
observed in both Fig. 6a and b): the positive charges are first
switched off before the emergence of negative charges.

In Fig. 7a are presented the effective surface charge varia-
tions of NPs as a function of the pH " pK 0

a values and for
different DpK 0

a values. The general shape is quite similar to the
experimental titration curves, which are obtained via potentio-
metric titrations,29,30 electrophoretic mobility or zeta potential
measurements.11 It should be noted that (i) when the total
charge of NPs is zero all the curves cross each other at the same
point i.e. when pH " pK 0

a = 0 and (ii) a sharp transition is
observed in the presence of an isoelectric point from positive to
negatively charged NPs. When DpK 0

a = 3 (Fig. 7b) it is found that
the shape of the curves is also controlled by the surface site
distribution. This constitutes an important outcome in the
interpretation of experimental data. Heterogeneous and homo-
geneous distributions exhibit plateau values at the beginning

Fig. 6 (a) pH" pK0
a as a function of degree of ionization of NPs and (b) the

number of charge type as a function of pH " pK0
a for a heterogeneous

surface NP with variable DpK0
a values (2-pK0

a model). At high DpK0
a, a step

by step deprotonation process is clearly observed (hence resulting in a
point of zero charge) while at low DpK0

a, the deprotonation process results
in the coexistence of opposite and neutral charges (hence resulting in
an isoelectric point). In (a) the total number of opposite charges is found
to depend on the DpK0

a value. The values of pK0
a1 and pK0

a2 are given in
the brackets.

Fig. 7 (a) Variation of the total surface charge for different DpK0
a con-

sidering a heterogeneous surface and (b) for different site distributions
with DpK0

a = 3 (2-pK0
a model). It should be noted that the shape of the

titrating curves is found to depend both on the surface site distribution and
DpK0

a values. The presence of an isoelectric point results in sharp transi-
tions between the positively and negatively charged domains. The values
of pK0

a1 and pK0
a2 are given in the brackets.
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and at the end of the titration processes whereas patch dis-
tributions show more linear charge variations. Total energy
variations for different DpK 0

a values are also presented in Fig. 8.
The lowest energies are found when the effective charge on the
NPs is equal to zero at pH " pK 0

a = 0. Moreover, the presence of
a mixture of opposite charges for low DpK 0

a results in negative
energies.

Complementary calculations are then carried out to understand
the influence of the dielectric constant. We are considering the case
with DpK0

a = 3 with heterogeneous surface distribution. As shown
in Fig. 9a, two different behaviors are observed by adjusting the
dielectric constant. On the one hand, for titanium dioxide and
‘‘soft’’ NPs, having relatively high dielectric constants, most of the
charges are switched-off when pH " pK0

a = 0 and a point of zero
charge is obtained. The ionization degree of NPs at low and high
pH values is equal to one, hence indicating fully charged surfaces.
The variation of the total energy (Fig. 9b) also exhibits specific
profiles with values equal to zero at the PZC. On the other hand,
at low dielectric constant, sites are electrostatically less screened
and a partial protonation or deprotonation process is achieved.
In addition when pH " pK 0

a = 0, NPs exhibit a mixture of positive,
negative and neutral sites on their surface, which is much more
representative of an isoelectric point model. Total energies in
Fig. 9b support the observed differences and that such a system
is less stable from an electrostatic point of view when low or
high pH " pK 0

a = 0 is considered.

Conclusions
In this work we have demonstrated that Monte Carlo simulations
constitute a powerful approach to (i) get an insight into the
charging behavior of metal oxide type NPs, (ii) isolate the influ-
ence of several important parameters such as acid base properties
of surface sites, charge density, surface site distribution and
dielectric constant and (iii) elucidate the possible transformation
and properties of NPs in a changing environment. In particular, it
is shown that the site distribution is playing a key role and that
the homogeneous distribution is the most efficient one to obtain
high ionization degrees when the 1-pK0

a model is considered. Acid/
base properties are also found to play a key role, in particular, for
the 2-pK0

a model. Indeed when DpK0
a Z 2, a point of zero charge is

obtained whereas an isoelectric point occurs when smaller values
are considered, in good agreement with experimental and analy-
tical predictions. To establish a link with experimental data we
presented total surface charge variations of NPs as a function of
pH " pK0

a and demonstrated that they were not only controlled by
the acid–base properties of the NP sites but also by the site
distribution and dielectric constant. It was also found that the
presence of an isoelectric point or point of zero charge resulted
from two different charging processes. Finally, it should be noted
that this model can be adjusted to different situations since the
size, site density, dielectric constant, site distribution and acid/
base properties are input parameters. Our model could also be
extended to the charging behavior of NPs in concentrated
solutions including complex organic macromolecules and the

Fig. 8 Total energy variation at different DpK0
a (2-pK0

a model) with N = 50.
At low DpK0

a values, due to the concomitant presence of positive and
negative sites, negative values of the total energy are obtained.

Fig. 9 (a) pH " pK0
a as a function of degree of ionization of NPs and

(b) total energy as a function of pH " pK0
a. The effect of the dielectric

constant is investigated here for a heterogeneous surface (2-pK0
a model)

with N = 50. A low dielectric constant promotes the presence of opposite
charges when pH " pK0

a is close to zero.
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effect of the surrounding electrolytic solutions via the presence
of explicit ions.

Acknowledgements
The authors acknowledge the financial support received from
the Swiss National Foundation (project 200021_135240). The
work leading to these results also received funding from the
European Union Seventh Framework Programme (FP7/2007–
2013) under agreement no NMP4-LA-2013-310451.

References
1 S. J. Klaine, P. J. J. Alvarez, G. E. Batley, T. F. Fernandes,

R. D. Handy, D. Y. Lyon, S. Mahendra, M. J. McLaughlin and
J. R. Lead, Environ. Toxicol. Chem., 2008, 27, 1825–1851.

2 G. V. Lowry, K. B. Gregory, S. C. Apte and J. R. Lead, Environ.
Sci. Technol., 2012, 46, 6893–6899.

3 B. Nowack and T. D. Bucheli, Environ. Pollut., 2007, 150, 5–22.
4 F. Gottschalk, T. Sonderer, R. W. Scholz and B. Nowack,

Environ. Sci. Technol., 2009, 43 , 9216–9222.
5 Y. Ju-Nam and J. R. Lead, Sci. Total Environ., 2008, 400,

396–414.
6 M. Auffan, J. Rose, J.-Y. Bottero, G. V. Lowry, J.-P. Jolivet and

M. R. Wiesner, Nat. Nanotechnol., 2009, 4, 634–641.
7 V. L. Colvin, Nat. Biotechnol., 2003, 21, 1166–1170.
8 A. Weir, P. Westerhoff, L. Fabricius, K. Hristovski and N. von

Goetz, Environ. Sci. Technol., 2012, 46, 2242–2250.
9 N. von Moos and V. I. Slaveykova, Nanotoxicology, 2013, 8,

605–630.
10 N. von Moos, P. Bowen and V. I. Slaveykova, Environ. Sci.:

Nano, 2014, 1, 214.
11 F. F. Loosli, P. Le Coustumer and S. Stoll, Water Res., 2013,

47, 6052–6063.
12 F. Mohd Omar, H. Abdul Aziz and S. Stoll, Sci. Total

Environ., 2014, 468–469, 195–201.
13 S. Ulrich, M. Seijo, A. Laguecir and S. Stoll, J. Phys. Chem. B,

2006, 110, 20954–20964.
14 A. Martı́n-Molina, C. Rodrı́guez-Beas, R. Hidalgo-Ávarez and
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M. Quesada-Pérez, J. Chem. Phys., 2007, 126, 234703.

16 F. L. B. da Silva and B. Jönsson, Soft Matter, 2009, 5, 2862.
17 H. Ohshima, J. Colloid Interface Sci., 1994, 163 , 474–483.
18 J.-P. Jolivet, M. Henry and J. Livage, Metal oxide chemistry and

synthesis: from solution to solid state, Wiley-Blackwell, 2000.
19 J. A. Davis, R. O. James and J. O. Leckie, J. Colloid Interface

Sci., 1978, 63 , 480–499.
20 R. A. French, A. R. Jacobson, B. Kim, S. L. Isley, R. L. Penn

and P. C. Baveye, Environ. Sci. Technol., 2009, 43 , 1354–1359.
21 A. M. E. Badawy, T. P. Luxton, R. G. Silva, K. G. Scheckel,

M. T. Suidan and T. M. Tolaymat, Environ. Sci. Technol.,
2010, 44, 1260–1266.

22 H. Ohshima, Colloid Polym. Sci., 2014, 292, 749–756.
23 H. Ohshima, Colloid Polym. Sci., 2014, 292, 757–761.
24 Z. Zhang and S. C. Glotzer, Nano Lett., 2004, 4, 1407–1413.
25 F. Carnal and S. Stoll, J. Phys. Chem. B, 2011, 115,

12007–12018.
26 G. F. Newell and E. W. Montroll, Rev. Mod. Phys., 1953, 25,

353–389.
27 D. Frenkel and B. Smit, Understanding Molecular Simulation:

From Algorithms to Applications, Academic Press, 2001.
28 M. Fixman, J. Chem. Phys., 1979, 70, 4995–5005.
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CHAPTER 4

Effect of Surface and Salt Properties on the
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Chapter 4: Ion Distribution around Spherical Nanoparticles

4.1 Introduction

Surface charge properties represent key parameters to predict fate, reactivity and complexa-
tion of manufactured nanoparticles in natural, biological and industrial dispersions. In Chapter
3, we have shown that the nanoparticle surface properties control the surface charging process
via electrostatic repulsions. However, the presence of charges at the NP interface induces a cor-
responding excess of counterions in the solution. These surface charges are not only modifying
the surface properties of the nanoparticle, they also play a significant role on the structuration
of the surrounding solution (see section 2.4.5). This chapter focuses on the influence of surface
and solution properties on the condensation process. A novel approach is developed in order
to better understand the surface charge electrostatic properties of spherical nanoparticles (NPs).
The ion distribution around one nanoparticle is investigated using Monte Carlo simulations and
by adjusting a wide range of parameters including NP properties (surface charge density and
site distribution), salt concentration (ionic strength and cation concentration) and salt valency
(mono-, di- and trivalent salt). A canonical Metropolis-Monte Carlo method is used to reach
equilibrium states and a primitive Coulomb model is applied to describe the electrostatic inter-
actions between explicit discrete sites, counterions and salt particles.
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4.2 Main Results

4.2.1 NP charge behavior in the presence of counterions only

To get an insight into the influence of surface charge density and surface site distribution
on the condensation process, Monte Carlo simulations are carried out with 5x106 MC steps for
each set of simulation. NP effective charge and fraction of reduced NP charge are systemati-
cally calculated to better understand the effects of ion condensation.

Influence of surface charge density

As shown in Figure 4.1, in which the effective charge is represented as a function of surface
site number for heterogeneous distribution, two different behaviors at low and high density are
observed resulting in two different slopes. Due to lower electrostatic interactions at low density,
resultiong from larger distances between sites, counterions are less attracted by the nanoparticle
and the effective surface charge is then less reduced. Surface titrating sites are acting as isolated
charges and the effective charge follows the ideal curve in absence of condensation. On the
other hand, at high density, the NP effective charge is found more reduced due to the increased
affinity of the counterions with the surface and progressively shifted compared to the ideal curve
without condensation.

By considering the two different slopes, a "critical site density" can be defined as a limit
between the two regimes in the effective NP charge variation and corresponding to a limit of
sites necessary to consider a condensation state. However, the decrease of Zeff with the in-
crease of the NP surface charge densities, as shown in Figure 4.1, is limited by steric effects
between counterions and electrostatic interactions between them. For instance, the charge of a
nanoparticle with 400 titrating sites is only 61 % reduced.
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Chapter 4: Ion Distribution around Spherical Nanoparticles

Figure 4.1: NP effective charge as a function of total surface charge number and surface
charge density for a heterogeneous surface distribution without salt ions. Two different
behaviors are observed at low and high surface charge density. The two regimes can be
separated by a critical surface charge number which is equal here to 96 sites.

Influence of site distribution

As presented in Figure 4.2, when different site distributions are considered such as hetero-
geneous, homogeneous distributions and central charge, no significant differences in the NP
effective charge variations are observed. This is an important output indicating that the surface
site distribution has little effect on ion distribution. On the other hand, by considering a constant
surface charge number N and by adjusting the NP size, the surface charge density is found to
have a strong impact on the NP condensation behavior. Indeed, the effective surface charge
is more reduced by decreasing the NP radius and consequently increasing the surface charge
density which constitutes also an important result.
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Figure 4.2: NP effective charge for different surface site distributions as a function of total
surface charge number and surface charge density. Three different distributions are studied:
Heterogeneous (radii of 20, 25 and 30 Å), homogeneous (25Å) distribution and equivalent
charge in the center without discrete sites on the surface (25Å).

4.2.2 NP surface charge behavior in presence of salt

A complementary study is presented now by taking into account the presence of salt particles
in the simulation box to investigate the influence of salt properties (valency and concentration)
on the condensation process.

Influence of salt concentration

One NP with 100 sites is considered with different salt concentrations (1x10≠3 to 1x10≠2

M) and valencies (mono-, di- and trivalent) of cations. The number of anions is adjusted de-
pending on the number of cations present in solution to keep the electroneutrality. As shown in
Figure 4.3, the presence of monovalent cation has no impact on the effective charge (which is
reduced by 28% similarly to the free salt reference), cations can be assimilated as counterions
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with the same charge. Conversely, for divalent and trivalent salt, the effective charge rapidly
decreases and reach a plateau values with the increase of cation concentration(4.3. Trivalent
cations are more efficient to reduce the NP charge due to stronger interactions with the surface.
The NP effective charge is reduced by 91% in the trivalent case, while considering divalent
salt only 55% of the NP charge is neutralized within the condensation layer. Similar behaviors
are observed experimentaly via zeta potential experiments [1–3]. Indeed divalent and trivalent
cations are found to have important effect on the overall charges of latex and titanium dioxide
nanoparticles.

Figure 4.3: NP effective charge in presence of mono-, di- and trivalent cations as a function
of different cation concentrations. The nanoparticle (25 Å radius) has 100 sites heteroge-
neously situated on the NP surface. The salt free effective charge is indicated as reference.

Influence of salt valency

To isolate the influence of cation valency, complementary studies are then carried out by
considering a heterogeneous NP with a variable site number (10 to 400 sites) on the surface at
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two constant ionic strengths equal to 5x10≠3 and 1x10≠2 M hence allowing the same charge
concentration. For example, at 5x10≠3 M, 81, 27 or 14 cations are present in the simulation
box for mono-, di- or trivalent salts, respectively. For the monovalent case, similar behavior is
observed for the fraction of reduced NP charge (Figure 4.4) compared to the case with counteri-
ons only. A continuous increase of the fraction of reduced charge is observed by increasing the
surface site density. On the contrary, the presence of divalent or trivalent cations significantly
modifies the effective charge of the nanoparticle. At low density and in the trivalent case, the
NP charge is strongly reduced compared to divalent cations. This difference is explained by
stronger interactions of trivalent cations with sites on the surface. On the other hand, at high
surface charge number, the difference between di- and trivalent cations rapidly decreases with
the increase of the surface charge density to finally disappear. For both ionic strengths, the
fraction of reduced surface charge reaches a similar value at high surface charge number. This
behavior can be explained by the restriction of the number of positive charges in the condensa-
tion layer and salt concentration value.
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Figure 4.4: Fraction of reduced NP charge as a function of the total surface charge number
and of surface charge density and at different ionic strengths (5x10≠3 and 1x10≠2). Mono-,
di- and trivalent cations are considered and compared to the case without salt.

Finally, effective charge curves for each valency with two different concentrations (1x10≠3

and 5x10≠3 M) are presented in Figure 4.5 and compared to the case without salt. At low salt
concentration, the effective charge is slightly reduced with the increase of the valency while
keeping the shape of the "ideal" curve without salt. For low trivalent cation concentration, the
shape of the effective charge curve is significantly modified due to the importance of the electro-
static interactions and condensation of cations on the negatively charged NP. By increasing the
concentration to 5.10≠3 M, di- and trivalent cations strongly alter the effective charge indicating
that cation number and valency have both significant impacts on the nanoparticle surface charge.
In very specific case (200 sites, 5.10≠3 M), the nanoparticle charge is completely neutralized
Indeed, after such a surface charge compensation, the effective charge continuously decreases.
However, the reduction or neutralization of the nanoparticle charge is a complex process which
depends on the balance between (i) electrostatic attractions between cations and nanoparticle
surface, (ii) electrostatic repulsions between NP sites depending on the surface charge density
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Figure 4.5: NP effective charge as a function of total surface charge number and surface
charge density at two different cation salt concentrations (1x10≠3 and 5x10≠3 M).

and sizes, (iii) electrostatic repulsions between cations (most important contribution) and (iv)
total number of cations present in the solution. The two last points can be a limit for the neutral-
ization of the NP surface charge. In this case, the steric effect has no significant influence on the
condensation process. At high salt concentration, the impact of counterions on the NP surface
properties is almost negligible; the main contribution in condensation process being provided
by salt cations. Interestingly enough, for high trivalent cation concentrations, radial distribution
functions of anions around the NP and around cations put in evidence the presence of a double
layer around the nanoparticle composed by an electrostatic positive layer (induced by cations)
and an anionic layer.
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4.3 Conclusions
In conclusion, ion distributions are the result of a subtle balance between the nanoparticle

surface properties (mainly surface charge density) and NP surrounding environment (salt con-
centration and cation properties). Our results, in this chapter, indicates that the presence of
explicit surface charges on the NP and in solution has a strong influence on the local ion distri-
bution and on the effective surface charge of the nanoparticles.The reduction of the NP charge
is strongly related to (i) the surface charge density (formation of a condensation layer limited by
steric effect), (ii) the salt composition (di- and trivalent cations more efficient in the reduction of
surface charge), (iii) the resulting electrostatic interactions (balance between cation-NP surface
attractions and NP surface-NP surface and cation-cation repulsions) and (iv) the cation concen-
tration. In very specific case (high concentration of trivalent cations and high surface charge
density), a neutralization of the nanoparticle surface charge can be observed and the local envi-
ronment around the nanoparticle becomes more structured with the formation of a multi-layer
structure composed by anions and cations. However, in most cases, the ion distribution and
consequently the NP effective charges are limited by steric effects and electrostatic repulsions.
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ABSTRACT: Nanoparticle surface charge properties represent
key parameters to predict their fate, reactivity, and complexation in
natural, biological, and industrial dispersions. In this context, we
present here an original approach to better understand the surface
charge electrostatic properties of spherical nanoparticles (NPs).
The ion distribution around one nanoparticle is investigated using
Monte Carlo simulations and by adjusting a wide range of
parameters including NP properties (surface charge density and
site distribution), salt concentration (ionic strength and cation
concentration), and salt valency (mono-, di-, and trivalent salt). A
canonical Metropolis Monte Carlo method is used to reach
equilibrium states and a primitive Coulomb model is applied to
describe the electrostatic interactions between explicit discrete
sites, counterions, and salt particles. Our results show that the presence of explicit surface charges on the NP and in solution has a
strong influence on the local ion distribution and on the effective surface charge of the nanoparticles. The increase of surface
charge density reduces the NP effective charge by the formation of a condensation layer around the nanoparticle. However, a
limit of condensation is achieved due to steric effects and electrostatic repulsions. The presence of di- and trivalent cations is also
found to strongly modify the effective charge and improve condensation state as long as electrostatic repulsion between the
cations close to the surface are not so strong. At high trivalent cation concentration, the NP effective charge is greatly reduced
and the local environment around the nanoparticle becomes more structured with the formation of a multi layer structure
composed by anions and cations.

1. INTRODUCTION
Manufactured nanoparticles (NPs) are more and more present
in our daily environment owing to the development and
application of nanotechnologies in many important research
areas, such as medicine, industry, and energy, which are
expecting to revolutionize our everyday life.1−5 Because of their
very specific and unique properties in many various domains,
such as optic, electronic, physics, chemistry, and so forth,6−8

NPs synthesis and production is continuously increasing.9

Along with this huge development, the risk of (accidental)
release in environmental compartments (soil, air, water) is also
expected to increase10,11 and so far the interactions with
ecosystems, environmental or biological molecules,8,12−14 and
with human health15,16 remain unknown. This risk is usually
associated with the large specific surface of NPs that gives them
a high reactivity. The potential of diffusion, penetration, and
interfacial nature, strongly related to the NP sizes, also raises
concern about unforeseen consequences on contaminant
transport.17,18

Unfortunately, the impact of nanoparticles at short and long
terms is nowadays not clearly defined in particular in aquatic
ecosystems, and the current NP concentration and distribution
in the environment is not really well-known. Their interactions

with other particles and also with their environment are highly
dependent on the particle properties such as size, shape,
chemical composition, and especially surface charge (distribu-
tion and charge)19−21 as well as the solution properties (pH,
ion composition, ionic strength).22−24

The presence of surface charges is one of the most important
parameters for controlling the stability of nanoparticles.25,26

These charges can originate from different processes including
chemical reactions at the surface due to the presence of
ionizable groups, defects in crystal lattice or adsorption of
macroions or polymers at the NP surfaces.27−30 In addition,
subtle modifications of the dispersion media can change the NP
properties, in particular the acid/base properties of surface sites
and surface charge densities.31,32 Some physical properties such
as aggregation are also controlled by NP surface charge
characteristics. Nanoparticles can form aggregate via homo- or
heteroaggregation processes21,33,34 and as a result they are
eliminated from the water column via sedimentation processes.
On the other hand, if stabilized with electrostatic repulsions
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nanoparticles are more mobile and become more bioavailable
for environmental compartments resulting in an increase of
their potential toxicity.10,12

The processes of aggregation and “complex” formation of
NPs with polyelectrolytes have been widely studied using
experimental methods,20,21,29,35−38 theoretical,39−42 and numer-
ical models43−51 by considering physicochemical properties of
solution and nanoparticles. The surface charge is one of the
most important parameter in these processes and can be
modeled using Monte Carlo simulations,51,52 the Poisson−
Boltzmann approximation,53 or an Ising model.54 From an
experimental point of view, the NP surface charge can be
characterized by ζ-potential methods,51 potentiometric acid/
base titrations,31 and electrophoresis measurements.35 On the
other hand, the properties of the NP dispersion solution can
have also a strong influence on the local nanoparticle
environment with the possibility of aggregation,45,52,56

incidental coatings, and subsequent reactions with ions present
in solution19,20,23 or biomolecules (proteins, polysacchar-
ides).29,38,57−59 Ion distribution and surface charge properties
of spherical, planar, helical, or rodlike objects have been largely
studied using the classical approach42,60−64 and also quantum
models.65,66 In the classical approach, the counterion
condensation can be described using Manning42,61,62 or
Poisson−Boltzmann theory,60,67 depending on the properties
of the object (shape, charge, density). With the quantum
approach, Poisson−Boltzmann and Schrödinger equations are
solved to obtain the surface charge properties of NPs65,66

considering medium features (pH, salinity). Then, the surface
charge density can be calculated as a function of the
nanoparticle parameters (size, shape, band gap, effective mass,
and so forth) as well as a function of the medium properties
(ionic strength, applied fields, temperature, ionic species in
suspension in the bulk solution, and so forth).
In this work, the effect of NP surface properties (density, site

distribution, and size) and salt properties (concentration and
cation valency) on the ion distribution in the vicinity of a NP,
by considering discrete surface charges, is investigated regarding
the presence of counterions (free salt system) and ions (salt
system). By adjusting different parameters such as surface site
distribution, surface charge number, cation concentration, and
ionic strength, the NPs−solution interface properties are
investigated in details and in a systematic way to get an insight
into the role of each parameter in an independent manner. The
original approach of this work consists in studying the ion
distribution around spherical NPs, not only as a function of
solution properties (salt concentration and valency) but also as
a function of specific nanoparticle properties such as surface site
distribution, surface charge density or NP size.
Metropolis Monte Carlo (MC) simulations68−70 and a

primitive Coulomb model are used here to determine the
influence of NPs and solution properties. Simulations are
carried out in a canonical ensemble (temperature T and volume
V fixed) to obtain an equilibrium state at a fixed pH. A primitive
Coulomb model52 is used to calculate the electrostatic
interactions between all the objects of the solution. Spherical
charged NPs are modeled by considering a centered charge
system as well as heterogeneous and homogeneous surface site
distributions. In the first part of this paper, the theoretical
model is presented. Then, the NP surface charge behavior is
discussed for free salt and salt models by adjusting different
parameters such as surface site distribution, density, cation
concentration, and ionic strength.

2. THEORETICAL MODEL
2.1. Model Description. The nanoparticles and the

different ions (counterions, cations, and anions) are described
by a coarse grained model using spherical objects.69 The
solvent is treated implicitly as an infinitely diluted aqueous
medium having the dielectric constant of water71 (εw = 78.54)
with a fixed temperature of 298 K. All the objects are
impenetrable to the solvent. A cubic simulation box is used with
a size of 300 Å per side and the nanoparticle is fixed at the
center of the box (Figure 1a). The minimum image convention

is considered to keep the periodicity of the system68 and the
minimum distance between two NP replicates is taking into
account to avoid any interaction between each image.
Concerning the NPs, as shown in Figure 1b, three different

configurations are studied: Heterogeneous/homogeneous sur-
face distributions with discrete sites on the surface and a
homogeneously charged surface with an equivalent charge
placed at the center of the nanoparticle. Discrete sites are

Figure 1. (a) Snapshot of a simulation box and description of the
different objects present in the solution (nanoparticle, cations, anions,
NP surface sites, counterions). (b) NPs surface charge distribution:
One charge in the center, heterogeneous and homogeneous surfaces.
Each NP has a total charge equal to −100e on the surface and a radius
of 25 Å. For better visualization, the sites on the surface are
represented by spheres, smaller than ions, on the NP surface. (c)
Calculation of effective charge Zeff and radial distribution function
(g(r)). The condensation layer is defined at r = 3 Å. In our model, the
ion concentration can be adjusted as well as the NP surface charge
number and NP size.
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represented by fixed points placed on the NP surface carrying a
negative elementary charge with an excluded volume of 2 Å.
Each nanoparticle has a variable number of sites N at the
surface (N is between 10 and 400). Manufactured or natural
NP surfaces can be represented by these configurations.
Homogeneous distributions correspond to a perfect crystal. If
the crystal has a chemical impurity, a material coexistence, or a
defect or is subject to passivation of the surface, it can be
assimilated to a heterogeneous surface.72−74 In most cases here,
heterogeneous distributions are considered with 100 sites on
the surface corresponding to a density of 1.5 charge/nm2. Such
a surface charge density is comparable, for example, to the
experimental values obtained by considering TiO2 NPs.

75 To
generate a heterogeneous distribution, sites are randomly
generated on the surface by taking into account a minimum
distance between them. For a homogeneous distribution, a
heterogeneous configuration is first used. Then, all sites are
charged with the same charge, and finally their positions are
adjusted using the Metropolis criterion to obtain a perfect
configuration.
The primitive model used here has a lot of advantages on

more classical schemes by allowing an explicit description of
site distribution and geometries, a clear distinction of ions, a
clear investigation of local effects, the possibility to account for
the acid−base properties of surface sites, and the prediction of
nonmonotonic behaviors in particular in the presence of di and
trivalent cations.
2.2. Solution Properties. Nanoparticles have a radius of 25

Å and are surrounded by three different types of ions
(counterions, salt cations, and salt anions) with a fixed radius
of 2 Å and with one charge at their center. The number of
counterions, represented by monovalent ions in solution,
depends on the NP surface charge density. Considering cations
and anions, their charge and number is related to the valency
(mono-, di-, or trivalent) and concentration of cations, as well
as on the ionic strength. The parameters of each simulation set
are summarized in Table 1. In our simulations, the long-range
electrostatic potential between all objects i and j is calculated
using a primitive Coulomb model

�� �
=U r

z z e
r

( )
4ij ij

i j

r ij

elec
2

0 (1)

where ε0 is the vacuum permittivity (8.85 × 10−12 C V−1 m−1),
e is the elementary charge (1.60 × 10−19 C), zi,j is the charge
carried by the sites and ions, and ri,j is the distance between

them (center-to-center). The total energy of the system (kBT
unit) is obtained by the sum of all the interactions Uij

elec.
2.3. Monte Carlo Metropolis Procedure. To achieve an

equilibrium state with low energies, Monte Carlo simulations
are performed according to the Metropolis algorithm.68−70 For
each simulation step, counterions and salt ions are randomly
translated through the box. After each movement, a new energy
state Ef is calculated and compared to the initial energy state Ei
and ΔE = Ef − Et is calculated. Then, the step is accepted or
not according to the Metropolis criterion. If the change in ΔE is
negative, the energy is lower and the MC step is accepted.

Otherwise, the Boltzmann factor, given by = � �( )p exp E
k TB

is

calculated and compared to a random number z between 0 and
1. If the probability p is higher than z, the MC step is accepted;
if not, the step is refused and the previous state is considered.
Finally, at every 5 × 102 Monte Carlo steps all the positions of
the particles in the box are stored so as to calculate mean
values.

2.4. Mean Values. One of the important mean values
which is presented in this work is the effective NP charge Zeff
calculated by considering a condensation layer equal to 3 Å
around the nanoparticle. The effective charge (Figure 1c) is a
function of the site number on the nanoparticle (Nsites) of the
number of each ion type (Nion = NC + NA + NCI) and of their
respective charges (zsite, zC, zA, and zCI) and is given by

�= �
+ +

Z N z N z
i

N N N

eff sites site ion ion

CI C A

(2)

With this effective charge, we can determine also the fraction
of reduced NP charge that represents the reduction of the net
NP charge by the ions present in the condensation layer

= �f
Z

N z
1 eff

sites site (3)

Other statistical observables are used in this study such as the
nearest neighbor distance distribution function ni(r, Δr), which
represents the number of ions present in an elementary volume
of radius r and of thickness Δr, as well as the radial distribution
function g(r)68 (Figure 1c)
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Table 1. Computer Simulation Parameters for Each Type of Simulation, Number of Sites, Counterions, and Cations as well as
Salt Concentrations or Ionic Strengthsa

cation number

type of simulation number of sites and counterions salt concentration or ionic strength (M)a mono- di- trivalent

without salt 10 to 400 − − − −
cation concentration variation 100 C = 1 × 10−3 16 16 16

C = 2 × 10−3 32 32 32
⫶ ⫶ ⫶ ⫶

C = 1 × 10−2 162 162 162
constant ionic strength 10 to 400 I = 5 × 10−3 81 27 14

I = 1 × 10−2 162 54 27
constant cation concentration 10 to 400 C = 1 × 10−3 16 16 16

C = 5 × 10−3 81 81 81
aMonovalent anions are added in the solution to keep the electroneutrality. C and I represent the salt concentration and ionic strength, respectively.
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where V is the corresponding box volume, N is the number of
particles, and τ is the number of MC steps to consider. g(r) is
expected to give useful information on the evolution of the
particle densities around the NP.

3. RESULTS AND DISCUSSION
Two complementary studies are presented. First, the
monovalent counterion distribution around the nanoparticle

is investigated as a function of NP surface charge density and
site distribution. Then, the model is extended to a more
complex situation with the presence of salt and by considering
the effect of salt concentration and ion valency.

3.1. NP Charge Behavior in the Presence of Counter-
ions. To get an insight into the influence of surface charge
density and surface site distribution on the condensation
process, Monte Carlo simulations are carried out with 5 × 106

Figure 2. NP effective charge as a function of total surface charge number and surface charge density for a heterogeneous surface distribution without
salt ions. The surface charge number is found to strongly influence the condensation process around the NP (radius 25 Å). With the increase of the
density, the curve is shifted compared to the ideal curve (dash line) in the absence of condensation. Two different behaviors are observed at low and
high surface charge density. The two regimes can be separated by a critical surface charge number that is equal here to 96 sites.

Figure 3. Fraction of counterions in the condensation layer as a function of total surface charge number and of surface charge density. Snapshots of
the condensation process evolution for four different total surface charge numbers (10, 50, 100, and 400 sites) considering a heterogeneous
distribution (25 Å radius). The condensation around the NP increases progressively with the total surface charge number until reaching a maximum
of 65%. The counterion fraction is limited by two differents parameters: electrostatic repulsions and steric effect between counterions.
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MC steps for each set of simulation. NP effective charge and
fraction of reduced NP charge are systematically calculated to
better understand the effects of ion condensation.
3.1.1. Influence of Surface Charge Density. As shown in

Figure 2, in which the effective charge is represented as a
function of surface site number for heterogeneous distribution,
two different behaviors at low and high density are observed
resulting in two different slopes. At low density, the
electrostatic repulsions between the surface sites are lower
due to larger distances between them. Consequently, the ion

condensation is weaker leading to less reduced effective
charges. On the other hand, at high density, the NP effective
charge is found more reduced due to the increased affinity of
the counterions with the surface. By considering the two
different slopes, a “critical site density” can be defined as a limit
between the two regimes in the effective NP charge variation.
The decrease of Zeff with the increase of the NP surface charge
densities, as shown in Figure 2, is also limited by steric effects
between counterions and electrostatic interactions between
them. As shown in Figure 3, at high charge density, the fraction

Figure 4. NP effective charge for different surface site distributions as a function of total surface charge number and surface charge density. Three
different distributions are studied: Heterogeneous (radii of 20, 25, and 30 Å), homogeneous (25 Å) distribution, and equivalent charge in the center
without discrete sites on the surface (25 Å). The site distribution has no significant influence in the condensation process contrary to the surface
charge density.

Figure 5. NP effective charge in the presence of mono-, di-, and trivalent cations as a function of different cation concentrations. The nanoparticle
(25 Å radius) has 100 sites heterogeneously distributed on the NP surface. The salt-free effective charge is indicated as reference. For monovalent
cations, the case is comparable to the salt free reference. For di- and trivalent cases, Zeff rapidly increases with the concentration until reaching plateau
values of −45 and −9e, respectively, corresponding to a reduction of 55% and 91% of NP surface charge.
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of counterions in the condensation layer reaches a limit of
condensation corresponding to a counterion concentration
fraction equal to 0.65 and thus a charge neutralization equal to
65%.
3.1.2. Influence of Site Distribution. As represented in

Figure 4, when different site distributions are considered such
as heterogeneous, homogeneous distributions, and central
charge, no important differences in the NP effective charge
variations are observed. This is an important output indicating
that the surface site distribution has little effect on ion
distribution. On the other hand, by considering a constant
surface charge number N and by adjusting the NP size, the
surface charge density is found to have a strong influence on
the NP charging behavior. Indeed, the effective surface charge is
found more reduced by decreasing the NP radius and
consequently increasing the surface charge density.
3.2. NP Surface Charge Behavior in the Presence of

Salt. A complementary study is presented now by taking into
account the presence of salt particles in the simulation box to
investigate the influence of salt properties (valency and
concentration) on the condensation process. The same model
is used, that is, a negatively charged NP with N sites on a
heterogeneous surface with the presence of explicit counterions,
cations, and anions in the solution.
3.2.1. Influence of Salt Concentration. A NP with 100 sites

is considered with different salt concentrations (1 × 10−3 to 1 ×
10−2 M) and valencies (mono-, di-, and trivalent) of cations.
The number of anions is adjusted depending on the number of
cations present in solution to keep the electroneutrality. For
monovalent salt, cations can be assimilated as counterions with
the same charge and are found to have no effect on the NP
effective charge as shown in Figure 5 if comparison is made
with the salt free reference. On the other hand, for divalent and
trivalent salt, Zeff decreases with the increase of the
concentration and plateau values are rapidly obtained. Trivalent
cations are more efficient to reduce the NP charge due to
stronger interactions with the surface. The NP effective charge

is reduced by 91% in the trivalent case, while considering
divalent salt only 55% of the NP charge is neutralized within
the condensation layer. Similar behaviors are observed
experimentaly via ζ-potential experiments. Indeed divalent
and trivalent cations are found to have important effect on the
overall charges of latex and titanium dioxide nanoparticles.55,76

3.2.2. Influence of Cation Valency. To isolate the influence
of cation valency, complementary studies are then carried out
by considering a heterogeneous NP with a variable site number
(10−400 sites) on the surface at two constant ionic strengths
equal to 5 × 10−3 and 1 × 10−2 M hence allowing the same
charge concentration (the set of parameters are defined in the
Table. 1). For example, at 5 × 10−3 M 81, 27, or 14 cations are
present in the simulation box for mono-, di-, or trivalent salts,
respectively. For the monovalent case, similar behavior is
observed for the fraction of reduced NP charge (Figure 6)
compared to the case with counterions only (Figure 3). A
continuous increase of the fraction of reduced charge is
observed by increasing the surface site density. On the contrary,
the presence of divalent or trivalent cations significantly
modifies the effective charge of the nanoparticle. Two different
regimes are observed at low and high density. At low density
and in the trivalent case, the NP charge is strongly reduced
compared to divalent cations. This difference is explained by
stronger interactions of trivalent cations with sites on the
surface. On the other hand, at high surface charge number the
difference between di- and trivalent cations rapidly decreases
with the increase of the surface charge density to finally
disappear. In all cases, the fraction of reduced surface charge
reaches a similar value at high surface charge density. This
behavior can be explained by the restriction of the number of
positive charges in the condensation layer and salt concen-
tration value. Indeed, at constant ionic strength the number of
cations in the solution decreases with the increase of valency
and, as shown in Figure SI1, counterions are progressively
replaced by di- and trivalent cations around the nanoparticle.

Figure 6. Fraction of reduced NP charge as a function of the total surface charge number and of surface charge density and at different ionic
strengths. Mono-, di-, and trivalent cations are considered and compared to the case without salt. A significant difference is observed with the
increase of the valency. At low density, the effective charge is strongly reduced by the presence of trivalent cations.
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Complementary simulations are then performed at variable
salt concentrations and thus at different ionic strengths for
different salts. The effective charge of a NP with heterogeneous
surface is carried out for two different salt concentrations, 1 ×
10−3 and 5 × 10−3 M, considering mono-, di-, and trivalent salt
particles. Effective charge variations for each valency and
concentration are presented in Figure 7 and compared to the
case without salt. At low salt concentration, the effective charge
is slightly reduced with the increase of the valency while
keeping the shape of the “ideal” curve without salt. For low
trivalent cation concentration, the shape of the effective charge
curve is significantly modified due to the importance of the
electrostatic interactions and condensation of cations on the
negatively charged NP. By increasing the concentration to 5 ×
10−3 M for di- and trivalent cations, the effective charge is
significantly modified by the presence of salt indicating that
cation number and valency have both strong impacts on the

nanoparticle surface charge. The effective charge is strongly
reduced and close to zero when trivalent cations are considered
and up to a surface site number charge density equal to 200
sites corresponding to the possible charge salt compensation.
Indeed, after such a surface charge compensation, the effective
charge continuously decreases. This nonmonotonic behavior is
due to the electrostatic balance between (i) surface repulsions
between NP sites that depends on the surface charge density,
(ii) strong attractions between sites and trivalent cations, and
(iii) strong repulsions between cations that are present around
the nanoparticle (most important contribution) and to the total
number of cations present in the simulation box, which can be a
limit for the neutralization of the NP surface charge. In this
case, the steric effect does not have a significant influence in the
condensation process. It should be noted that counterions are
progressively replaced by cations around the NP with the
increase of salt valency. This is confirmed by the radial

Figure 7. NP effective charge as a function of total surface charge number and surface charge density at two different cation salt concentrations (1 ×
10−3 and 5 × 10−3 M). With the increase of salt concentration and valency, the influence of cations on the condensation process becomes more
important. At high trivalent cation concentration, neutralization of the NP charge is observed (200 sites).

Figure 8. Evolution of the NP solution interface in the presence of salt for different valencies and cation concentrations (simulation snapshots). The
NP is in red, surface sites in gray, counterions in cyan, cations in dark blue, and anions in dark red.
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distribution function given in Figure SI2. Also by observing the
g(r) function, it is found that the correlation between the NP
and cations becomes more important for di- and trivalent salt
particles. At high salt concentration, the impact of counterions
on the NP surface properties is almost negligible; the main
contribution in condensation process is being provided by salt
cations. Snapshots of the simulation box (Figure 8) in which
the presence of cations (dark blue spheres) becomes more and
more important around the NP support our conclusions.
Interestingly enough, an electrostatic positive layer is induced

by cations and an anion layer is emerging around the NP for
high trivalent cation concentrations. This layer structure is also
put in evidence by the radial distribution function of anions
around the NP and around cations given in Figure SI3. Indeed,
a peak around 6 Å from the surface is observed for NP−anion
systems in Figure SI3a, corresponding to the sum of cations
and anions radii. The number of anions increases with cation
valency as shown in Figure SI3b and as observed in the
snapshots of Figure 8 (dark red spheres).

4. CONCLUSIONS
In this study, the effect of surface properties (site distribution
and charge density) and solution properties (salt concentration
and valency) on ion distribution around spherical nanoparticles
has been investigated using Metropolis Monte Carlo
simulations. We clearly observe that a nanoparticle can have a
strong influence on an aqueous solution and reciprocally, this
aqueous solution may have a real impact on the nanoparticle
properties. In particular, the surface charge density plays a key
role in the ion distribution and the condensation state around
NP increases with the total surface charge number until being
limited by steric effect and by electrostatic repulsions. It is
important to note that this condensation process is not
dependent here of the site distribution. Salt valency and
concentration are also found to strongly influence the ion
distribution around nanoparticles. The presence of divalent and
trivalent cations strongly modifies the NP properties by
decreasing the NP effective charge and improving the
condensation state around the nanoparticle. At high trivalent
cation concentration, Zeff can be close to zero depending on the
balance between electrostatic repulsions (site−site and cation−
cation), electrostatic attractions (site−cation) and number of
cationic charges present in solution. Finally, our model can be
adjusted for different situations because the size, site density,
and distribution of nanoparticles, as well as salt valency or
concentration, are input parameters. Moreover, other geo-
metries,61,62 such as rodlike or planar system, patch
distributions,52 and Janus nanosphere,51 could be studied. In
addition, it could be extended to titration studies of NPs in the
presence of explicit ions as a function of pH, to biological
molecules adsorption and coating by considering proteins,
polymers, or polyelectrolytes, and to NPs aggregation by
increasing the number of NPs in our simulation box.
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CHAPTER 5

Determination of Nanoparticle Attachment
Efficiencies and Heteroaggregation Rates in
Presence of Natural Organic Matter for
Contrasting Conditions using Monte Carlo
Modelling



Chapter 5: Heteroaggregation of Nanoparticles in Presence of NOM

In the previous chapters, the impact of NP properties (acid-base, dielectric constant, surface
charge density and distribution) as well as solution properties (presence of mono, di and tri-
valent ions, pH) on NP surface charging behavior (Chapter 3) and ion distribution (Chapter 4)
have been investigated. This is an important issue to get an insight into the role of NP proper-
ties on the interaction forces between NPs and between NPs and aquagenic compounds. Indeed,
once released in aquatic systems, NPs will interact with natural compounds such as suspended
particles or organic matter and heteroaggregation will control their ultimate fate. Unfortunately,
systematic experimental methods to study heteroaggregation are not straightforward and still
scarce. In addition, the description of heteroaggregation rate constants and heteroaggregation
attachment efficiencies is still a matter of debate since no clear definition exists. In this chapter,
an original cluster-cluster Monte Carlo model is developed to get an insight into heteroaggre-
gation process description. A two component system composed of NPs and NOM fulvic acid
monomers is investigated by considering several water models to cover contrasting conditions
from fresh to marine waters. For that purpose, homo- and hetero- elementary attachment effi-
ciencies between NPs and NOM units are adjusted (NP-NP, NOM-NOM and NP-NOM). The
influence of NP/NOM ratio, NOM-NOM homoaggregation versus heteroaggregation, and sur-
face coating effects is systematically studied. From a quantitative point of view, aggregation
rate constants as well as attachment efficiencies are calculated as a function of physical time
so as to characterize the individual influence of each parameter and to allow future comparison
with experimental data. Heteroaggregation processes and global attachment efficiencies corre-
sponding to several mechanisms and depending on the evolution of heteroaggregates structures
all along the simulation are defined.

This chapter will be submitted as a manuscript to the journal Science of Total Environment.
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5.1 Introduction
With the progress of nanomaterials and nanotechnologies [1–4], the production of manu-

factured nanoparticles (NPs) and consequently their potential impacts in our daily life are con-
tinuously increasing [5–9]. The main interest for nanotechnologies comes from the very large
specific surface area and surface properties of NPs, which provide them high chemical reactiv-
ity at the nanoscale level. Due to these very specific properties, NPs are used in many different
domains such as cosmetic, (nano)medicine, energy, textiles, and (nano)pesticides [10–13]. Un-
fortunately, many open questions remain with respect to NP release, fate and effects on ecosys-
tems and human health [5, 14–19].

In the environment, determining the fate, transport and NP transformation processes re-
mains challenging and strongly dependent on a wide range of intrinsic and extrinsic parame-
ters [18, 20–23]. In the aquatic environments, the chemical reactivity and transport properties
of NPs are expected to be strongly controlled by water properties such as pH, water hardness,
ionic composition, temperatur [24–29], presence of living organisms [14, 25, 30–32] and also
suspended particle matter (SPM) [33–38]. Subtle changes in water chemistry can profoundly
modify NP surface properties, interactions with the surrounding compounds as well as key pro-
cesses such as NP aggregation and dissolution [25,39,40]. In particular, the presence of natural
organic matter (NOM) at a concentration of few mg/L is expected to have an important impact
on the NP surface properties (coating, surface charge modification) and heteroaggregation be-
havior [37, 38, 41].

Heteroaggregation, which describes the aggregation of dissimilar particles, is a key process
having significant consequences on the NP fate, transport, bioavailability, uptake and ecotox-
icity in environmental systems such as water, soil and atmosphere [19, 42, 43]. Consequently,
quantitative information on heteroaggregation such as aggregation rate constants and attach-
ment efficiencies is urgently needed to parameterize NP environmental transport and fate mod-
els [23, 44–47]. Attachment efficiencies (–) represent a key parameter in these processes and
illustrate the probability of an efficient collision between identical or different compounds. –

values are controlled by the balance between attractive and repulsive forces occurring between
compounds and characterize the presence of a potential barrier. In absence of repulsive forces
and barrier, all the collisions are efficient and – is equal to unity. Attachment efficiencies can
be calculated by estimating the repulsive potential barrier between particles. In simple cases,
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electrostatic and van der Waals interactions are usually described using the DLVO theory, then
the Fuchs stability ratio [66] is determined and related to the attachment efficiency.

Aggregation processes have been largely described and studied using experimental meth-
ods [33, 37, 48–50] and numerical/theoretical models [26, 51–54] in various domains such as
aerosol formation, flocculation processes for water treatment, blood coagulation and volcanic
dust eruption. Most of these studies start from the description made by Marian von Smolu-
chowski, who developed a mathematical kernel of equations to characterize second-order rate
processes of spherical particles under Brownian motion and/or in specific force fields (laminar
shear, gravity, . . . ) [55–58]. In addition to this analytical approach, several aggregation mod-
els were also numerically developed in 2D and 3D, such as the Witten and Sander Diffusion
Limited Aggregation [59,60] and the Cluster-Cluster Aggregation models [54,61,62]. Further-
more, fractal dimension concepts were introduced to provide a mathematical description of the
aggregate structures and to characterize different aggregation regimes [63–65].

From an experimental point of view, various methods were developed to determine ag-
gregation rate constants and extract attachment efficiencies [67] and aggregate fractal dimen-
sions [68, 69]. Aggregation rates and attachment efficiency values are generally determined by
following the evolution of the particle size as a function of time via Dynamic Light Scattering
(DLS) [70–72], laser diffraction (LD) [37, 73] or Nanoparticle Tracking Analysis (NTA) [72],
or by following the differential settling of homo/heteroaggregates in sediments via batch meth-
ods [48, 67]. Quantification of heteroaggregation between citrate stabilized gold nanoparticles
and hematite colloids was investigated using a novel approach involving time-resolved dynamic
light scattering and parallel experiments designed to quantify nanoparticle attachment and het-
eroaggregate surface charge [80]. This study, in particular, underlined the importance of surface
coverage in heteroaggregation. However, most of the methods and models were developed and
parametrized to investigate aggregation of one type of particles (homoaggregation), especially
in the experimental approaches.

When increasing the system heterogeneity, e.g. by considering two types of particles (NPs
and NOM), the system becomes rapidly more complicated to describe, with an increase of the
number of possible scenarios (Figure 5.1). From numerical and experimental points of views,
a more extended description of particle interactions (NPs-NOM; NPs-NPs; NOM-NOM), water
and system properties is required to get an insight into different heteroaggregation processes.
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On the other hand, the type and quality of information obtained from experiments is depen-
dent on the method used. Some techniques will be better designed for the description of fast
aggregation rates (LD) while others will be more adapted to slow regimes (DLS, settling batch
methods). In most cases, the most reliable information is obtained for early stages of aggrega-
tion, whereas a quantitative description of later stages of aggregation is generally limited. In
addition, concentration effects and mixing procedures are also expected to play important roles
on the heteroaggregation mechanisms, rates and heteroaggregate morphologies. Furthermore,
the competition between homo- and heteroaggregation remains complex to distinguish in ex-
periments.

In light of these experimental challenges, computer simulations represent a powerful ap-
proach to investigate in detail heteroaggregation processes between NPs and NOM and get an
insight into the impact of specific parameters such as the concentration ratio between NOM and
NPs or processes such as NOM coating (and evolution with time) and impact on heteroaggre-
gation. In this study, a cluster-cluster aggregation model is developed in order to investigate
heteroaggregation mechanisms of a NP and NOM mixture and by adjusting individual attach-
ment efficiencies. Different relevant environmental scenarios such as: (i) heteroaggregation
in marine waters (high ionic strength promoting homoaggregation) (ii) fresh waters (low ionic
strength promoting heteroaggregation over homoaggregation ) and (iii) ultrapure waters (result-
ing in heteroaggregation only) are considered via the adjustment of the individual attachment
efficiencies. In this study, we are assuming a strong interaction between NPs and NOM in a sit-
uation representative of a system composed of positively charged NPs in presence of negatively
charged NOM units. The low expected concentrations of NPs in natural systems compared to
the high NOM concentrations is taken into account by adjusting the relative concentrations be-
tween both types of particles. Monte Carlo modelling provides the opportunity to get an insight
into heteroaggregation mechanisms and to follow the evolution of the attachment efficiency
parameter from primary heteroaggregation to global attachment values. Moreover, computer
simulations allow to cover a wide range of different parameters and environmental scenarios.

In the first part of this paper, theoretical concepts and the heteroaggregation model are pre-
sented. Then, the model is validated based on homoaggregation simulations. Surface and so-
lution properties (attachment efficiencies, NOM/NP concentrations) are then adjusted to in-
vestigate some specific environmental processes such as surface coating and saturation, and
heteroaggregation in presence of NOM homoaggregation. Finally, kinetic aggregation rates are
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calculated for different water models as well as the corresponding heteroaggregation attachment
efficiencies.
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5.2 Model theory and description

5.2.1 Aggregation theory

The individual aggregation rate between two particles of sizes i and j is usually defined by:

k
agg
ij = –ijk

coll
ij (5.1)

where, on the one hand, k
col
ij represents the collision rate constant, which is generally depen-

dent on particle sizes and densities as well as corresponding transport model (Brownian motion,
orthokinetic or differential sedimentation [56]. On the other hand, the sticking probability or
attachment efficiency –ij is dependent on the sum of the interaction forces between the two
particles. This attachment efficiency is comprised between zero and unity. Zero corresponds to
a stable suspension without aggregation (predominance of repulsive forces) while –ij = 1 cor-
responds to a system where each contact between particles is efficient regarding the formation
of irreversible bonds.

In the Smoluchowski theory [56], a kernel of equations is used to describe each possible
reaction between particles. Then the formation rate of aggregates of size k is defined by:

dnk

d
= 1

2
k≠1ÿ

i=k≠j=1
–ijk

coll
ij ninj ≠ nk

Œÿ

i=1
–ikk

coll
ik ni (5.2)

Where ni,j,k is the number concentration of particles of sizes i,j,k at time t. The first part of
the equation represents the formation rate of aggregates k resulting from the collision of parti-
cles of size i and j, respectively, while the second part describes the removal of these aggregates
resulting from collisions with particles of size i.

For small identical particles (under 1µm), the perikinetic case with Brownian motion is
the most relevant and equation 5.2 can be rewritten for the very early stage of the aggregation
process as:
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where k
particle
homo represents the aggregation rate constant for primary particles, defined as par-

ticle removal rate constant, equal to k
particle
homo = 8kbT

3µ , kb the Boltzmann constant, T the tem-
perature and µ the viscosity. For aqueous dispersion, at T = 293K and µ = 110≠3 m2 s≠1,
and the rate constant is equal to 1.09 10≠17 m3 s≠1. Another parameter, which is derived from
this equation, is the aggregation rate constant k

agg
homo which describes the evolution of the object

concentration (total number of particles and aggregates). This parameter, also referred to het-
eroaggregation rate constant, is directly related to the particle removal rate constant and is equal
to k

particle
homo /2, i.e. 5.4710≠18 m3 s≠1.

5.2.2 Aggregation model

Our model is based on a Monte Carlo (MC) cluster-cluster aggregation model (CCA). MC
modelling is a common approach used to simulate the Brownian motion of small scale parti-
cles [74–76]. In this study, simulations are performed to reproduce this random displacement,
to consider the interaction between particles via a set of attachment efficiencies and to get an
insight into the primary stage of heteroaggregation. Simulations are carried out in a canonical
ensemble of volume V and temperature T fixed. NPs and NOM are described by an off-lattice
three-dimensional coarse-grained model. NPs and NOM are described by an off-lattice three-
dimensional coarse-grained model. The particles are modelled using spherical units (nanoparti-
cles and NOM monomers). Therefore, particles refer to isolated primary NPs and NOM. With
time, particles are forming aggregates with complex morphologies. The designation "objects"
refers to aggregates and particles (i.e. aggregates, isolated NPs and NOM units). NOM is mod-
elled as fulvic acids (FA) which are one of the major component of humic substances. FA are
represented at the coarse grained level with a radius of 1 nm [41] whereas NP radius is arbitrar-
ily set to 10 nm. Of course, the model allows adjustment of different sizes of nanoparticles, as
far as particles are in the Brownian motion range. An infinitely diluted aqueous solution with
a continuum representation of the solvent and a fixed temperature of 298K is considered. The
modelling cell is cubic and the minimum image convention is used to keep the periodicity of
the system. The size of the simulation box can vary and be adjusted, depending on the particle
volume occupied. To create the initial system configuration, particles are inserted randomly
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inside the simulation cell and an excluded volume test is made to avoid any direct contact.
For each simulation step, all particles are randomly moved one by one according to their sizes
(equivalent volume), based on the assumption that smaller particle will move faster, and all the
resulting contacts are tested after each displacement. If the center-to-center distance between
two particles is lower than the sum of the respective particle radii, then a MC attachment test is
performed by comparing a random number chosen between 0 and 1 to the attachment efficiency
corresponding to the type of contact. Then, the movement is accepted or not according to the
initial set of attachment values.

To consider realistic displacements all the particles (NPs and NOM) and aggregates are not
moving at the same velocity. All the movements as well as the physical time are based on the
displacement of the NPs. This displacement is arbitrarily fixed to 1 nm (10%) of the nanoparti-
cle radius. The displacement of the rest of the objects is based on the cubic root of the volume
ratio, rdis = 3

Ú
VF reeNP
Vobject

. This formula allows taking into account the equivalent volume of each
objects. When this ratio is higher than 1, the object is translated x times where x represents
the integer of rdis. Otherwise, in the case of rdis < 1, the object is moved once by the factor
rdis ◊ 1nm.

Finally, at each MC step of the simulation, all the positions and status are recorded and
stored so as to perform post data treatment and calculation of mean values and variables such
as the number of particles and objects variation with time on which calculations of kinetic rate
constants are based. For each system studied, ten replicates are considered to improve data
interpretation from a statistical point of view.

5.2.3 Physical time versus Monte Carlo time

All our simulations are performed using a Monte Carlo procedure [77,78] which allows the
formation of aggregates as a function of the MC time (MC steps). One of the most important
parameter in our model analysis is the physical time t. To establish a link between the particle
displacement and physical time, we have developed and validated a procedure which calculate
the correspondence between MC steps and physical time. This model is based on the mean
free path calculation due to Brownian motion and on the Einstein-Stokes equation for spherical
particles. In three dimensions, the mean square displacement of a Brownian particle can be
written as:
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< r
2

>= 6Dt (5.4)

where D is the Stokes-Einstein diffusion coefficient defined as:

D = kbT

6fiµR
(5.5)

with R is the particle radius. By combining equations 5.4 and 5.5, a link is established be-
tween the particle size, displacement, temperature, solution viscosity, and physical time. In our
heteroaggregation model, displacement is based on the isolated nanoparticle displacement and
on the ratio of the equivalent volumes. To further validate our procedure, one thousand NPs,
with a radius R equal to 10 nm, were introduced in an infinite simulation box and randomly
moved by a radius of 1 nm during 106 MC steps. Each 10 MC steps, the average mean free path
of all the nanoparticles was calculated as a function of t. After performing a set of different
simulations, the correspondence between one MC step and the physical time was determined
and found equal to 7.45 ns/MC step for a temperature and a viscosity respectively equal to 293K
and 1 10≠3 m2 s≠1.

5.2.4 Attachment efficiency

Experimentally, the attachment efficiency [79] is generally defined as the ratio between the
aggregation rate and the aggregation rate when all the collisions are expected to be efficient, for
example at high ionic strength. In our model, the individual and initial attachment efficiency
is not computed but constitutes an input parameter which is representative of individual NP
and NOM surface properties, solution chemistry, and resulting interaction forces. As shown
in Figure 5.1, several attachment efficiencies can describe heteroaggregation at different time
scales of the process. At the very early stages, during the formation of dimers and trimers,
–

Õ
homo or –

Õ
hetero are usually considered, while at long stages a more system-specific, –global

must be defined. Between both extreme cases, other attachment efficiency values are defined
so as to describe intermediate situations such as –

”
hetero corresponding to secondary aggregation

from the dimer and trimer collisions and –hetero relevant to the two first type steps of aggre-
gation (primary and secondary). Since the heteroaggregate sizes and morphologies will evolve
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all along the heteroaggregation process, the effective attachment values are expected to change
from primary to secondary heteroaggregation, and heteroaggregation to global attachment ef-
ficiencies as shown in Figure 5.1. This is a crucial issue with important consequences on the
design of long time scale NP fate transport model. Indeed, in some cases, NP surfaces can be
rapidly coated with NOM because of –hetero equal to 1, resulting in surface saturation, leading
to system stabilization with an –global value close to zero.

Figure 5.1: Description of homo- and heteroaggregation processes and corresponding at-
tachment efficiencies.

To characterize NP coating process with NOM in our model, the number of NOM particles
attached on the NP surface natt is recorded and the fraction of surface saturation fs is calculated
as the ratio of the sum of NOM projected surfaces over the total NP surface according to:
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fs =
qnads

i=0 fiRi

4fiRNP
(5.6)

where Ri represents the radius of the NOM particle adsorbed.

In this study, different attachment efficiency values for homo/heteroaggregation are given
in Table 5.1 so as to explore different and contrasting conditions, from marine to fresh waters.
These individual attachment efficiency values are arbitrarily selected so as to simulate aquatic
media with low (fresh water 0.01 and 0.1) and high ionic strength (marine water). All along this
work, strong attractions between positive NP and negative NOM are considered modelling by
an –NP ≠NOM = 1.

Table 5.1: Individual attachment efficiencies representative of ultra-pure water, marine and
fresh (0.1 and 0.01) water models.

–NP ≠NOM –NOM≠NOM –NP ≠NP

Type of contact

Ultrapure 1.0 0.0 0.0

Fresh 0.01 1.0 0.01 0.0

Fresh 0.1 1.0 0.1 0.0

Marine 1.0 1.0 1.0
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5.3 Results

5.3.1 Model validation

Before investigating the influence of NP and NOM concentrations as well as the effect of
various individual attachment efficiencies on the relative importance of heteroaggregation, val-
idation of the numerical model developed here is required and, more particularly, the procedure
used for the calculation of the physical time. For that purpose, homoaggregation simulations
were carried out with 15000 MC steps with a simulation box of 4000 nm in length containing
1000 NPs and with –NP ≠NP = 1.0. The numbers of particles and objects were systematically
calculated as a function of the physical time so as to estimate aggregation rate constants via the
variation with time of the number of particles and objects according to equation 5.3.

As shown in Figure 5.2.(a), for homoaggregation, the number of objects and particles con-
tinuously decreases with the physical time t. The loss of NPs is more efficient (faster) than the
removal of objects all along the simulation time. This is due to the correlation between forma-
tion and removal of particles during the aggregation process. Indeed, when a dimer is formed,
two particles disappear in the counting of particles. Furthermore, as shown in Figure 5.2.(b),
the concentration of objects and particles is correlated to the physical time. At the very early
stages of the aggregation process, i.e., when dimers and trimers are formed, linear curves are
observed and aggregation and particle removal rate constants can be extrapolated with values
equal respectively to 5.81 10≠18 and 1.18 10≠17 m3 s≠1. These values are in good agreement
if comparison is made with the values calculated from the Smoluchowski theory (section 2.1).
The factor two is well observed between k

particle
homo and k

agg
homo (kparticle

homo /kparticle
homo = 2.03) indicating

that the physical time calculated by our diffusion model fits well.

107



Chapter 5: Heteroaggregation of Nanoparticles in Presence of NOM

Figure 5.2: Homoaggregation process with –NOM≠NOM = 1. a) Variation versus physical
time of the number of particles and objects (particles and aggregates). b) Variation of 1

[N ]
as a function of physical time where [N ] represents the particle and object concentration
allowing the calculation of the kinetic rate constants kparticle

homo and kagg
homo respectively.

5.3.2 Surface coating and heteroaggregation rates at constant natural or-
ganic matter concentration

To get an insight into the influence of the relative NP/NOM concentration ratio on NP sur-
face coating process, and impact on heteroaggregation, simulations are performed over 106 MC
steps in ultrapure water corresponding to –NP ≠NOM = 1.0 and –NP ≠NP = –NOM≠NOM = 0.0
(Table 5.1). The NP number is adjusted from 1 to 100 which, considering the size of the sim-
ulation box, is equivalent to a variation between 1.6 and 157 1016 particles.L≠1. As shown
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in Figure 5.3.(a) in which the percentage of surface saturation and the average number of ad-
sorbed NOM per NPs are plotted as a function of the physical time, two different behaviors are
observed at short and long-time scales for each NP concentration. At the early stages of the
simulation, the fraction of surface saturation and the number of absorbed NOM increase rapidly
until reaching a plateau value at long time. The number of efficient collisions is dominant at the
beginning of the simulation due to NP surface availability for the NOM particles. Fraction of
surface saturation reaches a maximum for a ratio of 1 NP and 1000 NOM and is equal to 85%,
which corresponds to 340 adsorbed particles (full surface saturation would correspond to 400
NOM adsorbed). As shown by Smith et al [80], the surface coverage of a particle is limited by
the geometry of the object studied and by the particles already attached on the surface, resulting
in a value substantially lower than 1.0. With increasing NP concentration, saturation decreases
as well as the number of NOM particles in the solution (Figure 5.3.(b)) and promotes heteroag-
gregation instead of saturation at high ratio (5% for 50/1000, 2% for 100/1000). This saturation
effect is the result of the balance between the number of NOM in the simulation box and the
accessible surface of the NP which is a function of the number of NOM already adsorbed on
the NP as shown in Figure 5.4. At high NP/NOM ratio, the number of free NOM particles in
the simulation box tends to zero quite quickly. On the other hand, at low NP ratio, free surface
decreases rapidly with increasing the number of adsorbed NOM. It should be noted that the NP
surface available is also reduced by the formation of heteroaggregates as shown in Figure 5.4.
Indeed, NOM particles, once adsorbed at the NP surface, can act as bridging units between NPs
and reduce the possibility of NOM particles to be adsorbed.
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Figure 5.3: Heteroaggregation (Surface Coating) in presence of NOM and NPs. a) Surface
saturation variation and average number of NOM attached to the NP surface as a function
of NPs and physical time. b) Variation of the number of individual NOM particles (not
attached) as a function of physical time. c) Determination of the heteroaggregation rate
constant in presence of one and two NPs based on the variation of the number of objects.
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Furthermore, saturation effects are playing a key role at different periods of the heteroag-
gregation process and in particular on the heteroaggregation rate constants. As shown in Figure
5.3.(c), the heteroaggregation rate constant can be extrapolated from the temporal evolution of
the object concentration and comparison can be made of the heteroaggregation rate progress at
short and long time at low NP/NOM ratios. At the early stages, NP free surface is available and
the heteroaggregation process takes place with a continuous decrease of the number of objects
whereas, with time, the capacity of adsorbing NOM particles becomes more and more limited.
As a result, the number of objects is slowly decreasing with time and, very interestingly, two
distinct values of k corresponding respectively to heteroaggregation (–agg

hetero) at short time and
in presence of surface saturation effect at "long" time (–agg

global) can be calculated. Saturation ef-
fects are therefore reducing the heteroaggregation rate constants and consequently the effective
attachment efficiency.

Figure 5.4: Evolution of the NP surface coating in presence of 1000 NOM units and for
three different NP concentrations (a) 1, (b) 25 and (c) 100 NPs (simulation snapshots).
Nanoparticles are in red (R = 10nm), NOM attached and non-attached are respectively in
clear blue and dark blue (R = 1nm). Adsorbed NOM is represented by bigger spheres for
a better visualization.

5.3.3 Heteroaggregation rates at variable NOM concentration

Heteroaggregation is now discussed by considering a fixed NP number and variable NOM
concentration. Different scenarios regarding the initial attachment efficiencies are investigated
and the corresponding heteroaggregation rate constants and attachment efficiencies –hetero are
determined. The heteroaggregation process is studied by considering different number ratios of
NPs and NOM (2.10≠3 to 2.10≠2), corresponding to 10 NPs and 500 to 5000 NOM particles
present in the simulation box at the initial time. Four different models of waters: marine, ul-
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trapure, and fresh waters "0.1" and "0.01" are considered. The main difference between these
different conditions is related to the importance of homoaggregation, especially between NOM
particles . The case of marine water is a favorable and "reference" case where all the collisions
are efficient (i.e. all individual attachment efficiencies are equal to 1). 30000 MC steps are
carried out for each NPs/NOM ratio and for each water model we concentrate on the very first
stages of the heteroaggregation. Our analysis is once again based on the variation with time of
the total number of objects.

Figure 5.5: Variation of the inverse of the object concentration for the different water mod-
els with –NP ≠NOM = 1 and for 1000 NOM particles.

As shown in Figure 5.5, in which the time variation of the inverse of the object concentra-
tion is given for the different water models, at a fixed ratio (10 NPs and 1000 NOM), distinct
behaviors are observed. For the marine water, homoaggregation between NOM as well as NPs
plays a key role in the overall aggregation process. Indeed, the object number is rapidly decreas-
ing as a function of time indicating a fast aggregation process. For freshwaters and ultrapure
water, the object removal rate is found to be lower and progressively shifted to low values with
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the decrease of –NOM≠NOM . The ultrapure water condition is found to be very similar to fresh
water when NOM homoaggregation is weak. To make the analysis more quantitative, aggrega-
tion rate constants have been determined by linear regression at the first stages of the simulation
(30-40 µs) at different NOM concentrations and listed in Table 5.2.

Table 5.2: Heteroaggregation rate constants, kagg
hetero (10≠18 m3 s≠1) for ultrapure, marine

and fresh water models at different NOM concentrations. NPs = 10.

Total number of
NOM units

500 1000 2000 3000 4000 5000

Ultrapure 0.65 0.30 0.16 0.10 0.08 0.06
Fresh 0.01 0.71 0.36 0.20 0.14 0.12 0.10
Fresh 0.1 1.36 0.65 0.52 0.46 0.45 0.44
Marine 3.00 3.08 3.18 3.59 3.84 4.16

In Figure 5.6, the heteroaggregation rate constants are explicitly represented as a function
of NOM concentration. It is found that for marine water, the heteroaggregation rate constant is
continuously increasing with the number of NOM. Particles rapidly disappear and form a sig-
nificant number of aggregates as shown in Figure 5.8. On the other hand, in ultrapure and fresh
water 0.1 and 0.01, heteroaggregation rate constants are slightly decreasing with the increase of
the NOM concentration to reach plateau values. k

agg
hetero becomes low at high NOM concentra-

tion compared to marine waters in which homoaggregation is the dominant mechanism. Indeed,
in the case of marine waters, the heteroaggregation rate constant is close to the theoretical value
obtained for homoaggregation especially for high NOM concentration, as expected, because
except for the slightly different size of NP and NOM, they almost behave as a homoaggregating
system due to the same individual attachment efficiencies. It should be noted that the kinetic
rate constant is smaller than the theoretical value owing to the fact that two processes are in-
volved here i.e. homoaggregation but also NOM adsorption at the NP surface which reduces
the heteroaggregation rates compared to homoaggregation.
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Figure 5.6: Evolution of the heteroaggregation rate constant for each water models as a
function of the number of NOM.

In ultrapure and fresh waters, k
agg
hetero is found to be significantly smaller and decreases with

the NOM concentration. The heteroaggregation process is controlled by the balance between
the available free space at the NP surface and the probability of collision between NPs and
NOM. At low concentration, surface saturation is less important hence promoting the heteroag-
gregation and consequently the increase of k

agg
hetero.

In Figure 5.7, the effective heteroaggregation attachment efficiencies of each water model
and different relative concentration ratio are calculated by considering marine water aggrega-
tion as the highest possible aggregation rate. –

agg
hetero values, derived from heteroaggregation rate

constant, are plotted as a function of the NP/NOM ratio and reported in Table 5.3.
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Table 5.3: Heteroaggregation attachment efficiencies for ultrapure and fresh water at dif-
ferent NOM concentrations.

Number of NOM
particles

Ultrapure
Water (0.0)

Fresh Water
(0.01)

Fresh Water
(0.1)

500 0.216 0.238 0.454
1000 0.103 0.118 0.211
2000 0.051 0.063 0.163
3000 0.029 0.040 0.129
4000 0.020 0.030 0.116
5000 0.015 0.024 0.101

–het < 0.02 0.02-0.1 0.1-0.2 > 0.2

Figure 5.7: Variation of the heteroaggregation attachment efficiencies for each water model
as a function of the NP/NOM ratios.
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At high NOM concentration, the attachment efficiencies are close to zero due to surface
saturation effects and reduced collision probability. In the case of fresh water 0.01, these val-
ues are a little bit higher due to limited homoaggregation which takes place (–agg

hetero ¥ 0.01).
At low –NOM≠NOM , the attachment efficiencies of ultrapure and fresh water 0.01 have similar
behavior due to the weak impact of homoaggregation on the heteroaggregation process. The
more available free NP surface as well as a decrease of saturation effects contribute to a better
heteroaggregation between NOM and NPs. This increase of –

agg
hetero with NOM concentration

decrease is also observed in fresh water 0.1. However, in this case, the homoaggregation has
a strong impact on the hetero attachment efficiencies with a more significant increase of het-
eroaggregation rate constant (–agg

hetero = 0.45).

As shown here a subtle change in the input parameters, or environmental conditions, such
as the individual attachment efficiencies can have a strong impact on the heteroaggregation pro-
cess and related attachment efficiency values. To help in data interpretation and observations,
simulation snapshots are given in Figure 5.8. Saturation effects are illustrated if one considers
the ultrapure water case and by increasing the NOM concentration. On the other hand, the pres-
ence of NOM homoaggregates is clearly shown for fresh water 0.1 and marine waters for which
the saturation effect on the surface is respectively reduced or absent, resulting in an increase of
–

agg
hetero values.
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Figure 5.8: Snapshots of heteroaggregates and homoaggregates at different NOM con-
centrations and in different water models. –agg

hetero values are indicated for each situation
excepted for marine water case where is equal to one (most favorable conditions).

117



Chapter 5: Heteroaggregation of Nanoparticles in Presence of NOM

5.4 Conclusions
In this study, various environmental scenarios from fresh to marine waters as well as mecha-

nisms such as coating process , homo- and heteroaggregation have been investigated via the de-
velopment of an original and novel Monte Carlo cluster-cluster aggregation approach. We have
shown that Monte Carlo calculations when linked with physical time can constitute a powerful
approach to get an insight into heteroaggregation process between NPs and NOM units and to
obtain a better description of heteroaggregation in different water models. Complex processes
such as surface saturation, homoaggregation and heteroaggregation are expected to control the
aggregation kinetics of NPs. Concentration ratios of NPs and NOM have been found to play a
key role in the heteroaggregation processes. From a mechanistic point of view, NOM can act as
bridging units or aggregates to create large heteroaggregates. Marine water represents a specific
and favorable case of aggregation where all contacts are effective. On the other hand, in ultra-
pure and fresh waters, a competition between homo- and heteroaggregation occurs depending
on the initial attachment efficiencies indicating that a subtle change in the surface properties of
the particle as well as in the water chemistry will have a significant impact on the heteroaggre-
gation process.

The simulations and results described in this paper constitute a preliminary step towards
the description of more complex processes and systems, which could involve more than two
components i.e. by including inorganic colloids or by considering NOM as small aggregates
already present in the dispersing medium. One could also think instead of using arbitrary in-
dividual attachment values to compute them via calculations of Fuchs stability ratio via DLVO
theory or to simply use experimental values.
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Conclusions and Perspectives

6.1 General conclusions

The main objective of the present thesis was to develop several models in order to bet-
ter understand and describe NP behavior and transformations in aquatic systems. The impact
of several properties such as the surface properties (density, site distributions, acid/base prop-
erties), dispersing medium ion composition (valency, concentration) and composition (NOM
presence, NP concentration) were systematically investigated. Due to the large number of pos-
sible scenarios and owing to the multiple number of adjusting parameters, a computer mod-
elling approach was chosen. For that purpose, Monte Carlo simulations (random sampling and
Metropolis methods) were adopted to answer several key and fundamental questions. As far as
possible, relevant environmental scenarios and specific situation were considered.

The surface charging behavior of a spherical nanoparticle was first considered (Chapter 3).
Simple and multiple deprotonation processes (1 ≠ pK

0
a and 2 ≠ pK

0
a models) were investigated

for three types of metal oxide nanoparticles (titanium dioxide, hematite and soft NPs) by fol-
lowing effect of pH variations on the nanoparticles. The influence of NP intrinsic properties was
individually explored in order to investigate their impact on the possible NP transformations in
environment but also in laboratory experiments regarding, for example, NP titrating processes.
The analysis of quantities such as NP total surface charge and the degree of ionization demon-
strated that surface charge density and site distributions play a significant role on the nanopar-
ticle surface charging process. The distance between charges, depending on the site density
and distribution, and consequently, the electrostatic repulsions occurring at the NP surface have
found to strongly modify the titration curves. Moreover, different surface charging behavior and
configurations were observed depending on the acid/base properties of the nanoparticles, in par-
ticular for double deprotonation processes (2 ≠ pK

0
a). Point of zero charge and isoelectric point

were found to result from different charging process (step-by-step process and sharp transition).

Then, in a second time, the ionic distribution issue around NPs was studied in presence
of explicit ions (Chapter 4). Counterion, cation and anion particle were taken into account.
Therefore, in addition to the surface properties (as studied in the previous model), the solution
properties such as salt concentration, ionic strength and valency were investigated considering
a spherical charged nanoparticle. Besides the fact that salt properties altered the NP surface, in
particular the effective surface charge, our simulations clearly indicated the fact that the pres-
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ence of charged NPs had a strong impact on an aqueous solution. Regarding the surface prop-
erties, the increase of the surface charge density was found to reduce the NP effective charge
by forming a condensation layer. Moreover, di- and trivalent cations were found to improve
the condensation state and to strongly modify the NP effective charge compared to monovalent
and free salt cases. However, both mechanisms were limited by steric effects as well as strong
cation-cation electrostatic repulsions, respectively, and no charge inversion was observed. In
very specific cases (high trivalent concentration), a neutralization of the charge on the nanopar-
ticle was observed with the formation of multiple layers (first layer composed by cations and
second layer by anions). This particular situation was strongly related to the electrostatic inter-
action balance between each compounds (NP site-NP site, NP site-cation, cation-cation).

The last model developed in this thesis work, but also within the framework of the H2020
NanoFASE project, was related to NP heteroaggregation in presence of natural organic matter
(Chapter 5). A novel Monte Carlo aggregation model was developed and validated using the
Smoluchowski theory. The heteroaggregation processes between NPs and acid fulvic units were
investigated for various relevant water models and for different NP/NOM concentration ratio. A
better understanding of the attachment efficiency values was also proposed in order to charac-
terize the different steps occurring during heteroaggregation: (i) primary attachment efficiency
(–Õ) corresponding to the formation of dimer and trimer aggregates (primary heteroaggregation,
behavior at short times), secondary or heteroaggregation attachment efficieny (–ÕÕ or –hetero)
corresponding to the heteroaggregation of dimer and trimer aggregates and (iii) alpha global
attachment efficiency (–global) corresponding to the heteroaggregation of large aggregates (be-
havior at long times). For that purpose, marine water represented a specific and favorable case
corresponding to a diffusion limited situation (all contacts are effective) and allowed the cal-
culation of attachment efficiency values for different scenario. Our results demonstrated that
surface coating effects had a strong impact on aggregation and two different behavior were ob-
tained. A rapid primary heteroaggregation at short time and a limited aggregation at long time
due to a saturation effects hence decreasing NOM attachment on the NP surface. In ultrapure
and fresh water, a subtle modification of the NP surface and solution properties was found to
strongly alter heteroaggregation process. NOM homoaggregation represented then a key pa-
rameter in heteroaggregation, promoting the formation of large heteroaggregates via bridging
mechanism.
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6.2 Perspectives
The three models developed for this thesis work constitute just a first step in the develop-

ment of methods for a better understanding of NP reactivity, transformation and transport in
environmental compartments. Our models are not restricted to the scenarios we have investi-
gated all along these work. Indeed, the different models presents the advantage of being flexible
as a function of the desired scenario via the modification of the input parameters. For instance,
the NP size and type as well as acid/base properties may be adapted to study the surface charg-
ing behavior and the ion distribution around cerium or silver nanoparticles. Furthermore, the
attachment efficiency values in the heteroaggregation model can be modified to consider low in-
teractions between NPs and NOM units so as to take into account changes in the surface charge
properties.

The complexity of our models may also be increased and a wide range of alternatives are
possible. First, simulations of a system with several NPs with explicit sites and ions would be
interesting to study the interactions between nanoparticles and then to derive attachment effi-
ciencies. Secondly, the presence of other compounds could be taken into account, for instance,
by adding a third component in our heteroaggregation process (inorganic particles) or by con-
sidering the presence of polymers during the surface charging process. The complexity of NOM
description could be improved, and instead of considering monomers, NOM may be described
by a wide range of homoaggregates with different sizes, as found in aquatic systems. Finally,
other processes occurring in water may be integrated such as sedimentation and fragmentation
only above a certain size. One of the moment more straightforward perspective, currently un-
der consideration, consists to mix the two first models and investigate the NP surface charging
process in presence of explicit counterions and salt particles.

Finally, the three different studies presented in this thesis work correspond to generic coarse-
grained systems. It would be interesting to extend or compare these models to realistic exper-
imental or environmental systems by either parametrizing our models with experimental data
or using MC simulation has a tool to get an insight into the nanoscopic behavior of a spe-
cific system simultaneously with macroscopic properties obtained from experiments. For that
purpose, future collaboration is under consideration to study the NP heteroaggregation process
with organic matter. Experimental data will be provided such as NP/NOM concentrations and
individual attachment efficiencies so as to determine heteroaggregation attachment efficiencies
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for numerical models. However, all these improvements will require to consider and evaluate
the computational limitations such as CPU times.
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Effect of Surface and Salt Properties on the Ion Distribution around Spherical Nanoparticles. 1 
Monte Carlo Simulations by Arnaud Clavier, Fabrice Carnal, and Serge Stoll, Environmental 2 
Physical Chemistry, Uni Carl Vogt, Faculty of Sciences, University of Geneva, 66, boulevard 3 
Carl-Vogt, CH-1211 Geneva 4, Switzerland 4 
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Figure S1. Radial Distribution Function  for a) NP-counterion and b) NP-cation systems 7 
for different ionic strengths and valencies. A 100 sites NP with a heterogeneous distribution 8 
and a radius of 25Å is studied. starts from the surface of the NP. With the increase of the 9 
valency, counterions are progressively excluded from the interface around the nanoparticle 10 
and replaced by cations. 11 
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Figure S2. Radial Distribution Function  for a) NP-all particles, b) NP-counterion and c) 2 
NP-cation systems for different cation concentrations and valencies. Description of the NP 3 
surrounding (100 sites). 4 
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Figure S3. Radial Distribution Function  for a) NP-anion and b) cation-anion systems for 2 
different cation concentrations and valencies. A second layer made up of anions is observed 3 
around the NP due to the presence of a positive layer made of cations. 4 
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Modelling the interaction processes between
nanoparticles and biomacromolecules of variable
hydrophobicity: Monte Carlo simulations†

Fabrice Carnal, Arnaud Clavier and Serge Stoll*

The conformational properties and formation of a complex between a weak flexible biomacromolecule

chain of variable hydrophobicity and one negatively charged nanoparticle in the presence of explicit

counterions are investigated here using Monte Carlo simulations. The influence of the charge distribution

and hydrophobicity, monomer distribution of the chain as well as the pH of the solution are systematically

investigated. It is shown that the isolated chain conformations, built with random and block distribution of

carboxylic, amino and hydrophobic groups, are the result of the subtle competition between intrachain

attractive and repulsive electrostatic interactions as well as intrachain attractive short-range interactions

due to hydrophobic properties. Extended conformations are found at low and high pH and folded confor-

mations at physiological pH when hydrophilic and block polymer chains are considered. On the other

hand, hydrophobic chain conformations do not show pH dependency and remain folded. The intrachain

attractive electrostatic interactions clearly promote the deprotonation of carboxylic groups at low pH and

the protonation of amino groups at high pH with higher efficiency for hydrophilic chains. The additional set

of electrostatic interactions due to the presence of one negatively charged nanoparticle limits the depro-

tonation of carboxylic groups at low pH. Moreover, the attractive interactions between the bio-

macromolecule and the nanoparticle allow to observe the formation of a complex considering intermedi-

ate and hydrophilic chains even close to the chain isoelectric point due to the charge inhomogeneity

distribution. Hydrophobic chain segments are not affected by the presence of the nanoparticle and remain

desorbed. In all cases, the presence of one nanoparticle influences the biomacromolecule structures and

acid/base properties, leading to more stretched conformations.

1. Introduction
Nanoparticles are widely involved in our daily life and indus-
trial processes today.1–4 They can achieve at the nanoscale
level very useful and reactive structures such as spheres,
tubes, platelets, needle-like structures, etc. Due to their large
specific surface area, nanoparticle reactivity is high which
allows specific physico-chemical properties such as adsorp-
tion, catalysis, changes in mechanical and optical properties

of materials, etc. to be achieved. Their surrounding environ-
ment in natural or biological systems is also of main impor-
tance since nanoparticles have the tendency to form aggre-
gates of larger dimensions.5 Nanoparticles with soft cores,
such as dendrimers, are known to successfully encapsulate
ligands and metal ions6,7 and multivalent salt concentration
is known to play a key role since collapsed dendrimer confor-
mations as well as effective charge inversion can be observed,
opening the way to new applications in the area of gene
delivery.8,9

Research in predicting nanoparticle fate, transport and
transformations in environmental aquatic and biological sys-
tems, reactivity and its link to toxicity remains challenging

Environ. Sci.: Nano, 2015, 2, 327–339 | 327This journal is © The Royal Society of Chemistry 2015
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Nano impact

Nowadays, research is still needed to develop conceptual models to understand the physico-chemical parameters governing the fate, interactions and trans-
formations of nanoparticles in environmental systems and living organisms, and to optimize predictive and mechanistic appreciation in the generated
nanoparticle activity. In such context, Monte Carlo simulations are used here to elucidate in detail the possible transformation and properties of nano-
particles and biomacromolecules (denaturation) in changing environments. This study constitutes a novel and original approach to predict key parameters
influencing the nanoparticle reactivity and their possible interactions with biological and environmental molecules of variable hydrophobicity.
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Abstract: Biomacromolecule activity is usually related to its ability to keep a specific structure.
However, in solution, many parameters (pH, ionic strength) and external compounds
(polyelectrolytes, nanoparticles) can modify biomacromolecule structure as well as acid/base
properties, thus resulting in a loss of activity and denaturation. In this paper, the impact of neutral
and charged nanoparticles (NPs) is investigated by Monte Carlo simulations on polypeptide (PP)
chains with primary structure based on bovine serum albumin. The influence of pH, salt valency,
and NP surface charge density is systematically studied. It is found that the PP is extended at
extreme pH, when no complex formation is observed, and folded at physiological pH. PP adsorption
around oppositely-charged NPs strongly limits chain structural changes and modifies its acid/base
properties. At physiological pH, the complex formation occurs only with positively-charged NPs.
The presence of salts, in particular those with trivalent cations, introduces additional electrostatic
interactions, resulting in a mitigation of the impact of negative NPs. Thus, the corona structure is less
dense with locally-desorbed segments. On the contrary, very limited impact of salt cation valency
is observed when NPs are positive, due to the absence of competitive effects between multivalent
cations and NP.

Keywords: Nanoparticle complexation; polypeptide adsorption; polypeptide corona; acid/base
properties; Monte Carlo simulations

1. Introduction

Serum albumins, the most abundant plasma proteins in the mammalian circulatory system
synthesized in the liver, have been a subject of interest for many years. As a result, they are now well
characterized and largely involved in fundamental research, biomedical, and industrial applications.
Typically, these proteins are involved in binding and transport of a large range of compounds, such
as fatty acids, amino acids (AAs), metals, drugs, or inorganic ions [1–4]. Human and bovine serum
albumin (HSA and BSA) display about 76% of sequence homologies with native structures known
to be heart-shaped and composed of three homologous domains [5,6]. However, the activity of
serum albumin proteins is strongly dependent on target-specific binding and thus on conformational
properties. Various physicochemical factors can affect the protein stability, inducing structure changes
that lead to denaturation and loss of biological activity.

Depending on solution pH and ionic strength, serum albumin proteins can adopt different
conformations, described as extended, fast, native (N), basic, and aged, from acidic to basic pH [7–10].
The three homologous domains of BSA/HSA have different stabilities in acidic/basic environments
and are involved in the protein denaturation process. Moreover, structural transitions have the ability
to be reversible with pH variations [11]. The ionic environment effect is an important parameter, since
repulsive electrostatic interactions are decreased with salt, thus affecting stability and diffusivity of

Polymers 2016, 8, 203; doi:10.3390/polym8060203 www.mdpi.com/journal/polymers
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