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aUniversity of Geneva, Department of Computer Science. 24G&eeral-Dufour, CH 1211, Geneva, Switzerland
bUniversity of Vigo, Signal Theory and Communications Depamtn E-36200 Vigo, Spain

Abstract—The main goal of this study consists in the devel- assumed that the host data is available either at both encode
opment of the worst case additive attack (WCAA) for |M|-ary  and decoder [2] or only at the encoder [3] and supposed that
quantization-based data-hiding methods using as design criteria neither encoder nor decoder is aware of the attacker syrateg

the error probability and the maximum achievable rate of reliable In thei iderai the ol f potentiall licthit
communications. Our analysis focuses on the practical scheme n their considerauon, the class or potentially applie =

known as a distortion compensation dither modulation (DC- IS significantly broader than in the previous study case [1]
DM). From the mathematical point of view, the problem of the and includes any conditional pdf that satisfies a certaimggne
worst case attack (WCA) design using probability of error as a constraint. Although the solution of the problem is claakyc

cost function is formulated as the maximization of the average resented in terms of the achievable rate establishing the
probability of error subject to the introduced distortion for a . .

given decoding rule. When mutual information is selected as maX|mum number of messaggs| that .can. b? re""",k?'y

a cost function, a solution of the minimization problem should Communicated, the error exponents solution is interesting
provide such an attacking noise probability density function (pdf) many practical applications where the objective is to minén
that will maxima}IIy decrease the rate of reliable .communica- the probability of error at a given communications rate.

tions for an arbitrary decoder structure. The obtained results Quantization-based data-hiding methods have attracted at

demonstrate that, within the class of additive noise attacks, the tenti in th t i itv. Th tical
developed attack leads to a stronger performance decrease for_en lon in the watermarking community. They are a practica

the considered class of embedding techniques than the additiveimplementation of a binning technique for channels whose
white Gaussian or uniform noise attacks. state is non-causally available at the encoder consideyed b

Index Terms— Quantization-based, data-hiding, additive at- Gel’fand-Pins.ker'[4]. Recently it h_a_s been also dem‘?@’rat
tacks, distortion compensation, dither modulation, probability ~[5] that quantization-based data-hiding performance aidés
of error, mutual information with the spread-spectrum (SS) data-hiding at the low-WNR by
taking into account the host statistics and by abandonieg th
assumption of an infinite image to watermark ratio.

The quantization-based methods have been widely tested

Data-hiding techniques aim at reliably communicating the ainst  fixed channel and assuming that the channel tran-
largest possible amount of information under given distort ;- pdf is available at the decoder. minimum Euclidean

constraints. Their resistance against different attaeksrchine distance (MD) decoder is implemented as a low-complexity

the possible applicati(_)n scenarios. The knowle_:d_ge of the _W%uivalent of the ML decoder under the assumption of a pdf
allows to crgate a fair bench_mark for data'h'd'”g te_ChmquEreated by the symmetric extension of a monotonically non-
and makes it possible to provide reliable communicatiorth W'increasing function [6]

the use of appropriate error correction codes. It is a common practice in the data-hiding community to

Ingeneral, the d|g|’;]al data-r?ldlng can hbe COnlf'dererﬂeasure the performance in terms of the error rate for a given
5;15 a game betwelen the data-hider ﬁnd; e attac Er' dT(Hlé%oding rule as well as the maximum achievable rate of
three-parties two-players game were already Investigaled qji51e communications. In this paper we will analyze the
O’Sullivan et al. [1] where two set-ups are analyzed. In th%CAA using both criteria

first one, the host is assumed to be available at both encodey, g paper we restrict the encoding to the quantization-

and decodher prior to the tra;]nsrrr]nsspn, thle so-g?ﬂe:date based one and the channel to the class of additive attacks onl
game. In the second one, the host is only available at thge 45sume that the attacker might be informed of the encoding

encoder as in Figure 1, i.e., tpeblic game. The performance gy aeqy and also of the decoding one for the error exponent
is analyzed with respect to the maximum achievable rate when, ojs while both encoder and decoder are uninformed of

the decoder is aware of the attacking channel and therelrf(arelthe channel. Eurthermore. the encoder is aware of the host
maximum likelihood (ML) decodi_ng is applied. image but not of the attacking strategy.
The knowledge of the attacking channel at the decoder is; g important to note that the optimality of the attack

not a realistic case for most practical applications. Sdmek. ity relies on the input alphabet even under powsitkd
Baruch and Merhav considered the data-hiding problem i cis McKellips and Verdu showed that the additive white
terms of maximum achievable rates and error exponents. Tr@é{ussian noise (AWGN) is not the WCAA for discrete input

Further information: (Send correspondence to S.Voloshskigy. E-mail: alph_abets such as PU|39 amp”tuqe mquIation [7] Simdar c
svolos@cui.unige.ch. clusion for data-hiding was obtained bgilez-Gonalezet al.

I. INTRODUCTION



[8], who demonstrated that the uniform noise attack perfornframework of data-hiding communications with side informa
worse that the AWGN attack for some watermark-to-noigen (Figure 1). The random variabl€ stands for the host
ratios (WNRs). In [9], rez-Gonalez et al. demonstrated signal, which is independent and identically distributieidd()
that the AWGN cannot indeed be the WCAA because of iemd available non-causally at the encoder.
infinite support. Vila-Forénet al. [10] and Goteti and Moulin
[11] solved independently the min-max problem for distowti X Ve
compensated dither modulation (DC-DM) [12] in terms of m ‘ w : — v —
probability of error for the fixed decoder, binary signalismgd 4) Py x (v
the subclass of additive attacks. Slmu_ltaneOUSIy’ VilecEo Fig. 1. Gel'fand-Pinsker channel coding with side inforroatiavailable at
et al. [13] and Tzoschoppet al. [14] derived the WCAA for the encoder.
the DC-DM using the mutual information as objective funatio
for the additive attacks and binary signaling. We define the encoder as a mapping M x XN — WV,

This paper aims at establishing the information-theoretisssuming thatn € M, x € XY andw € W¥.
limits of |M|-ary gquantization-based data-hiding techniques The channel giveiX is assumed to be a discrete memory-
and developing a benchmark that can be used for the flss channel (DMC) described by the corresponding tramsiti
comparison of different quantization-based methods. . _ 1 N

The selection of the distortion compensation paramet%?f' Fvwx (vIw,x) 7121 Jriwx (vilws, z0).
o/ (see Section II-B) fixes the encoder structure for the The decoder estimates the embedded message from the
quantization-based methods. Although the optimal can output of the channel : V¥ — M. Within the Gel'fand-
easily be determined when the power of the noise is availafii#hsker set-up, the decoder is aware of the channel pdf and
at the encoder prior to the transmission [15], this is ndperefore optimal decoding can be performed. A jointly ¢y
always feasible for various practical scenarios. Nevéetize decoder is used in [4] as an equivalent to the ML one for the
the availability of the attacking power and of the attackptj Simplicity of the analysis.
is a very common assumption in most data-hiding schemesFor the above channel, the capacity is:
We will demonstrate that for a specific decoder (MD decoder)
it is possible to calculate the optimal independently of the
attack variance and pdf for the block error probability as a
cost function. whereU stands for an auxiliary random variable withe U/,

The paper is organized as follows. Problem formulatio!| = min{|W|,_|y\} + X - 1
is given in Section II. The investigation of the WCAA for 2) Gel'fand-Pinsker data-hiding problem: The above
a fixed quantization-based data-hiding scenario is peddrmGelfand-Pinsker set-up describes the general framewérk o
in Section 11, where the cost function is the probability ofommunications with side-information. However, it is need
error. The information-theoretic analysis of Section I\fides {0 introduce the distortion constraints and the key managem
the information bounds where the cost function is the mutut convert it to the hidden communications scenario.
information between the input message and the channelputpu The Gel'fand-Pinsker data-hiding set-up is presented in

Notations: We use capital letters to denote scalar randoffi9Ure 2. The encoder is now a mappipg: M x XN x

variablesX, bold capital letters to denote vector random varle — W, where the keyk € K.K = {1,2,...,|K[}.
ablesX and corresponding small lettersandx to denote the The Stégo dat&’ is obtained using the embedding mapping:
realizations of scalar and vector random variables, respde ¢ ° W x XN — YN. The decoder estimates the embedded
An information message and a set of messages with carginali€Ssage ag : V¥ x K — M. According to this scheme,
M| is designated asn € M, M = {1,2,...,|M|}, @ key is available at both encoder and decodgr. Nevertheless
respectively. A host signal distributed according to thé pd€y management is outside of the scope of this paper and we
fx(x) is denoted byX ~ fx(x); Z ~ fz(z), W ~ fw(w) will not consider it further.

C= max [I(U;V)-IU;X)], (1)

pU,W\X('v"')

andV ~ fy(v) represents the attack, the watermark and the X

received signal, respectively. The step of quantizaticegisal DMC A
to A and the distortion-compensation factor is denoted’/as [ Encoders | | Embedder; }i{ Frv(vly) }L>] Decodery |
The variance of the watermark ig;, and the variance of the L P A

attack isc%. The watermark-to-noise ratio (WNR) is given
by WNR = 10 10g10§ Wheref _ @ The set of natural Fig. 2. Gel'fand-Pinsker data-hiding set-up.
’ o2 "

numbers is denoted &% andIy denotes theV x N identity

matrix. Two constraints apply to the Gel'fand-Pinsker framework
in the data-hiding scenario: the embedding and the channel
constraints [1]. Let(-,-) be a nonnegative function and;,,

0% be two positive numbers, the embedder is said to satisfy

A. Data-hiding formulation of the Gel’ fand-Pinsker problem the embedding constraint if:

1) Gel'fand-Pinsker set-up: The Gel'fand-Pinsker problem Z Z dx,y)fxy(xy) < od, (2)
[4] has been recently revealed as the appropriate theaketic xEXN yeyN

Il. PROBLEM FORMULATION



N A
whered(x,y) = ; d(zi, yi)- Q2(z) H 3 i 2 R
Analogously, the channel is said to satisfy the channel A
constraint if: Q1(@) 4—O—F—0—HR
oY Ay vy vy, v) <o 3 @)
yeyN veynN
. . . Qv (@) H—O—F—6—R
We define a cod€| M|, N) subject to the distortion con- . e e A
strainto, as the message setc M, |M| = 2%, encoding Q(z) e D— 1y
. . . . 1 =/ I =/ LIS
function ¢ and embedding function such that the embedding
constraint (2) is satisfied. (b)

The average block error probability of a codpM|, N)
subject to the embedding constrair,, a channel transition
pdf fyvy(v|y) subject to the channel constraint;, for
a given decoding rule) and assuming equiprobable input

Fig. 4. DM embedding quantizers: (a) binary signaling and Nbary
signaling.

distribution is: [17]) which should achieve host interference cancellation
™) _ this case, the auxiliary random variable is given by:
Py Z Priy(V,K)#m|M=m]. (4) ,
IM\meM U=W +dX =dQ,(X), (6)
Given a block error probability, a ratB = +- log, | M| is Vr;’]r;‘:;zg)e’;(') denotes a vector or scalar quantizer for the

said to be achievable for the given distortions faf,, 0% ) if
there exists a codg M|, N') such thatP") — 0 asN — oo.
In the following we will refer to the block error probability
simply as error probability.

Costa set-up: Costa considered the Gel'fand- Pinske$
problem for the i.i.d. Gaussian case and mean square eré

Assuming that the channel transition pdf is given by some
additive noise pdf, within the class of quantization-basedh-
ods, we focus our analysis on DC-DM and dither modulation

M) [12].
In the case of scalar DM, the stego data is obtained by the
ft coderg : M x X — Y applying a message dependent

distance [16]. Costa set-up is presented in Flgure 3. T Bantizer (or lattice) to the host data, i.e.:

embeddery performsY = W + X, X ~ N(0,0%1Iy). It
is possible to write the channel output a8:= X + W + Z, pom(m, z) =y = Qm(z),m € M, ()
whereZ ~ N (0,0%1y), and the estimate of the message as it is shown in Figure 4.

is obtained at the decoder givah Here, we use quantizers designed using subtractive dither-

x ing; i.e., each quantizer is a shifted version of the oth&8j:[
L,@ w @i Y @l’ QM(:E) = Q(l’ + dm) —dm, (8)
whered,,, represents the subtractive dither of theh message
Fig. 3. Costa data-hiding set-up. and Q(-) stands for a fixed quantizer with quantization step
A assuming high rate quantization regime. The variance of

The auxiliary random variable was choserlas= W+aX the stego data is equal to the variance of a uniform pdf
with optimization parametex. Costa has shown that an optl-u( A/2,A/2) resulting from the quantization noisey, =
2

mal value of this parameter can be chosergs = 2 s > . In this case the pdf of the stego data is assumed to be a
assuming that encoder knows in advance the noise vanaridi@ln of §-functions as the result of quantization.
In this case, the proposed set-up achieves host interferencFor the DC-DM case, the stego data is obtained as follows:

cancellation and: docom(m, z,a') =y =z + o' (Qum(z) — ), )

2
R(aopy) = CAWON — 110g2 (1 + ‘72V> (5) where0 < o/ < 1 is the analogue of the Costa optimization
2 0z parametera. If o/ = 1, the DC-DM (9) simplifies to the

that corresponds to the AWGN channel capacity without hd3f¥! (7). The embedding distortion for the DC-DM is, =

BN

interference. o/*2° In this case, the pdf of the stego image is represented
by a tram of uniform pulses of widthB = (1—a’)A centered
o o ] at the quantizer reconstruction level as a result of thedien
B. Quantization-based data-hiding techniques compensatioh An example of such a pdf corresponding to the

Aiming at reducing the Costa codebook exponential comommunications of the message = 1 is given in Figure 5
plexity, a number of practical data-hiding algorithms @ipl whereT;, = Q‘M‘ denotes the distance between two neighbor
structured codebooks instead of random ones. The most faquantizer decision and reconstruction levels.
mous discrete approximations to Costa problem are known

as DC-DM [12] and scalar C_:OSta Sc_heme (S_CS) [15]' Tral%regarding the host pdf impact. If host pdf is taken intocaict, we refer
structured codebooks are designed using quantizers ficekat readers to [5], [19] for more details.

The analysis is performed here in the framework of Eggersal.



LD D In the general case, Somekh-Baruch and Merhav [2] have
N T\ T o T\ 2 L . .
A 5B T shown the following inequalities for the above scenarios:
Fig. 5. DC-DM output pdf for the message = 1 and binary signaling. fgllilff‘na(ﬁ )PB (¢, %, fV\Y('|'))
) vyl
>min max min Pp(é, ¥, fyy(-]-)) (14)
¢ fviy () ¥

It is not always possible to know in advance the attacking . ML n
pdf needed for the optimal ML decoding. Within the class of T et Pp(@, 9™, fr (1), (19)

additive attacks, one can nevertheless assume that iftduekat here the equality (15) assumes that the decoder is aware of
pdf is created by the symmetric extension of a monotonical ' €4 y L
e attacking pdf and therefore the minimization at the deco

non-increasing function, the ML decoder reduces to the Mresults in the optimal ML decoding strateg).

decoder [6]; In many practical benchmarking approaches, the perfor-
mance of various data-hiding methods is measured in front
of fixed attacks that are known to be the worst ones in

Using the MD decoding rule, the correct decoding regio%ome communication scenarios. Nevertheless, some piartlcu

R, and the complementary error regia, associated to a applications might not necessarily use the WCA. Therefare, i

. 7. . - is interesting to bound the system performance for any lattac
messagen, are defined as it is depicted in Figure 6 [8]. this problem can be formulated as the data-hiding perfooman

— — — — for the fixed attack like the AWGN or the uniform noise attacks

Ry Ry R oy R [ with a given pdffy 1y (-|):
e, W Tk 1, T vivth)
A

~ MD . 2
= - m . 10
M0 = arg min v = Qu(v)] (10)

: ML
T min max Pp(é, 9", fvy ("))
¢ fviv ()
Fig. 6. DM and DC-DM correct decoding regidR; and error decoding : ML £ .
regionR; for the messager = 1 and binary signaling when the MD decoder Z m(;n PB(¢’ (e fV\Y( | )) (16)

is used.
where the equality holds if, and only if, the fixed attack pdf

fviv(-]-) coincides with the WCA.
Using (15) one can write:

min max Pg(¢, ", fyiy ()
When the average error probability is selected as a cost ¢ fviv(l) |

IIl. ERROR PROBABILITY AS A COST FUNCTION

function, we formulate the problem of Figure 2 as: >min max Pg(e, ", fuy (), (A7)
¢ fviv(Cl)
*(IN .
PB( )= Iglj} f‘fr‘lya(’j')PB(¢v¢va|Y('|'>)- (1) with equality if, and only if, the MD decoder coincides with

the optimal ML decoder.
The error probability depends on the particular In the analysis of the WCAA using the error probability as
encoder/decoder paif{¢,®) and the attacking channela cost function, we will further assume that the MD decoder
fviy (Vly), i.e., Pe(¢, 9, fyy (vly)) = Prlm # m|M = m]. is applied. Using (16) and assuming the MD decoding rule,
Here, we assume that the attacker knows both encodee can write:
and decoder strategies and selects its attacking strategy . MD
accordingly. Both encoder and decoder select their syateg mn f‘fﬂ’j,)PBw’w »fviy (1)
without knowing the attack in advance. Although this is annPB((b;wMDyfV\Y("')); (18)

a very conservative set-up, it is also important for various
practical scenarios. One can then compute the I’e|labl|l®lhere the equality holds if, and only if, the fixed attack pdf
Jvy (v]y) coincides with the WCAA.

function for the class of attack channels as:
) 1 «(N) In the class of additive attacks, the attacking channeltran
E(R) =limsup |—— log, Py

N—oo

(12) sition pdf is only determined by the pdf of the additive noise
fz(z). Finally, in this analysis we assume independence of the
that can be used for further error exponents analysis. error probability on the quantization bin where the recgive
The more advantageous set-up for the data-hider is baseds@hal v lies (because the error regioR,, (Figure 6) has
the assumption that the decoder selects its strategy kgowjieriodical structure and the host pfi§ () is assumed to be

the attacker choice: asymptotically constant within each quantization bin).
) ) Applying (18) to the quantization-based data-hiding (Sec-
i fﬂﬁﬁ_)n};n Pp(, 9, fvy (-]))- (13) tion 11-B), assuming an additive attacking scenario (Fé&g8},

the MD decoding rule (10) and high-rate, one has:
Here, the attacker knows only the encoding function, which . MD ) MD %
is fixed prior to the attack, and the decoder is assumed to be™>" ?;%?)‘PB(Q O f2() 2 min Pp(¢, 9", fz()),
aware of the attack pdf. (29)



®
where the encoder optimization is reduced to the selection 0
an optimal paramete’ and the channel to the selection of

I

1
G

10t

the worst additive noise pdf. N —

The problem (19) implies that the attacker might know both \ <
encoding and decoding strategy. Here, we target finding thé” 3 5o ; 5 i is s
WCAA pdf and the optimum fixed encoding strategy inde- WNR, (48] WNR, [dE]

pendently of the particular attacking case which guarantee @ ®)
reliable communications and provides an upper bound on tfig 7. Error probability analysis result for the AWGN attazdse: (a) binary
error probability signaling and (b) quaternary signaling.

Considering the previously discussed quantization-based

techniques and the MD decoder, and assuming that the Mggsression for the error probability (20) does not exist @n
sagem is con_wmunlcated, the probability of correct decoding; oyaluated numerically using (21). The error probability
Py is determined as [8]: the DM and the DC-DM under the AWGN attack is depicted

PE =Pr[|[V = QuV)|2 < ||V = Qu (V)| : in Figure 7.

vom' e M,m' #m] =Pr[V € Ry|M =m]. B. Uniform noise attack

The error probability can be obtained Bs = 1-P5. We can It was shown [8] that the uniform noise attack produces
represent the error probability as the integral of the ealait  higher error probability than the AWGN attack for some par-
noise pdffz, m = fz * foc-om Over the error regiork,,,:  ticular WNR in the binary signaling case. This fact contréslic
M the common belief that the AWGN is the WCAA for all data-
_ _ hiding methods since it has the highest differential entrop
Pp = , ea| M = m)dzeg. 20 > .
5= > pu(m) /R J2eq101 (Zeq|M = m)dzeq. (20) among all pdfs with bounded variance.

m=1

. . . . We consider the uniform noise atta¢k ~ U(—n,n) with
For the|M|-ary case, it is possible to write the probability of (.~ " ""2 - o S SO deco(de? iz)used
error as a sum of integrals as: 9z = 3 9 .

1) DM analysis. The equivalent noise pdf is given by a

M| train of uniform pulses. In the case when the power of the
Pp =2 Z pa(m) attack is not strong enough, i.e., all noise samples arermwith
m=1 the quantization bin of the sent message, the error pratyabil
&, [HDA=A/2IM] is zero. For stronger attacks the error probability is define
fZEq\M(Zeq|M = m)dzeq. (21) . . . .
= Jrarasoim| by the integral of the equivalent noise pdf (a uniform pdf)

. ] o over the error region using (21). The analytical solutiorewh
Concerning the DM, the pdf ofz,,(-) is a periodical repe- ,, _ 2IMI+1 A 1 the | M|-ary case is:

tition of the noise pdffz(-). In the case of DC-DM the pdf 7 IMI2

is given by the convolution of the attacking pdf with the self Pg(a’ = 1,9MP, fIN(.))

noise pdf (periodic uniform pdf) [8]. 0, n< oA
The following subsections are dedicated to the analysis of

SL _ \ _l oA A o o 2AMIZ1A, (23)
the error probability (21) for the fixed attacks, i.e., AWGN T R e BTN
and uniform noise. Finally, the WCAA has been derived for M M2 SN< a2
both [M]-ary DM and|M|-ary DC-DM. In the third case, the error probability decreases while the
WNR decreases as well. This effect is caused by the entrance
A. Additive white Gaussian noise attack of the noise into the nearest correct region and a smaller por

This section contains the error probability analysis of thiéon of the attack power is present in the error region. Beeau

| M|-ary DM and DC-DM techniques under the AWGN attackof this effect we have a non strictly deg‘rﬁla‘lfilng probabiity

1) DM analysis: In the DM case, the equivalent noise pderror as a function of the WNR. H > M 2 the error
is given by: probability starts increasing again since the receivedeptirs
1 ceg? again the error region. The performance of the DM in the
f7.. 1M (2eg|M = m) = e 2%, (22) uniform noise attack is presented in Figure 8.

! V2moy 2) DC-DM analysis: Under the uniform noise attack, the bit
where o2 denotes the variance of the attack. The err&"o" probability is equal to the integrgl of the gquivalanise
probability can be therefore calculated using (21). Pdf fz., 10 (2eq| M = m) (a trapezoidal function) over the

2) DC-DM analysis: In the DC-DM case the equivalent&/TOr region (21). The resultmg analytical equation/ferB <
noise pdf is given by [8]: A — Ty, in the | M|-ary case is:
1 2eq— B Zeq+ B Pp(o/,¢MP, f9M (1))
, M=m)=— 4 - 4
el =m =55 @ ()0 (7).
_ ) - 2 . . In—B|<Th, <n+B; (24)
where Q is the Q-function, Q(x) = éfo e~t"/24dt, and 8|M|2> ’

: 1 1
B is the half-width of the self-noise pdf. The analytical min{zpg, 5;} k2, Th <In—BJ,
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of the error probability for the minimum distance decodingerula) binary - - = -
signaling and (b) quaternary signaling. :520* ﬁ n :520* :520* ﬂ "20* A ;{,25*
o+ oM o o 0+—f
- 0 1 -1 0 1 1 O 1 - 0 1 -1 O 1
z z 4
Where kl — (2("7 + B) |M| _ A) (2m|M ‘ (77 + B) + (1a) o’ =0.6, 0dB. (1b) o’ =0.6, 5dB. (1c) o’ =0. 6 10dB. (1d) o’ =0.6, 15dB. (1e) o’ =0.! 6 20dB.
(77_._3) ‘77 Bl 40 40 40 40 40
M| + mb), ks = S 20 AN N W I (oW AR (O A O]
N N N N XN
m = e and n = —m(n+B) fn+B > = / /\ =l N S,
A—=Ty, t%e error probability decreases as in the DM case. The™ 1o 2 1 2 Lo 01 10
corresponding performance of the DC-DM under the umforn(?a)a <08, 0dB.  (2b) o’ =05, 50B. (20) o’ =08, 100B. (20) o’ =05, 150B. (2¢) o 0.5, 2008,
noise attack is presented in Figure 8. Since we are assumm@* 40 40 40 40
fixed decoder, the error probability for the binary case can Q(]zo* 20— 20— 20— vzo*
-~ -~ -~
higher than 0.5. R D | ol 'ﬂl o .ﬂ. ol ﬂ
The experimental results presented in Figure 9 allow to * ¢ t* 1t ¢ & 1 0 1 -1 0 1 1 0 1

z z z
conclude that the AWGN attack is not the WCAA for the ©2~=* 0B @)=L SR (30 o<1 100 (30) =1 1508, (3e) o' =1, 2008,
as;umed fixed deCOdelr structu_re in WJ'arY case. Thus, the Fig. 11. WCAA optimization resulting pdfs for different’ and WNR,
main goal of the following section consists in the developtmequaternary signaling.
of the WCAA for the considered embedding scenarios.

where0 < o/ < 1, subject to the constraints:
C. The worst case additive attack

The problem of the WCAA for digital communications / fz(2)dz =1, / 2fz(2)dz < 0%, (27)
based on binary pulse amplitude modulation (PAM) was -
considered in [7] using the error probability under attackhere the first constraint follows from the pdf definition and
power constraint. In this paper, the problem of the WCAA?Z constrains the attack power.
is addressed for the quantization-based data-hiding mstho We will derive the WCAA based on (26) for the fixed
The problem (18) for the DM with the fixed MD decoderand use it for the solution of (25) accordingly. The distanti

(10) can be reformulated as: compensation parameter’ leading to the minimum error
probability will be the solution to (25).
min max Pg(a’, 9™, f£(4)), (25)  Unfortunately, no close analytical solution has been found
a Jjz(

The resulting attacking pdfs obtained using numerical-opti
where the encoder is optimized over all’ such that mization are presented in Figure 10 and Figure 11 for differe
0<a' <1, and the attacker selects the attack p@f(-) WNRs anda’ values assuming\ = 2.

maximizing the error probability’s. Since the encoder must The obtained pdfs are non-monotonic functions. Thus, the
be fixed in advance in the practical set-ups, we will fird¥D decoder is not equivalent to the ML decoder. The obtained
solve the above min-max problem as an internal maximizati@nror probabilities are depicted in Figure 12, where the imax

problem for a given encoder/decoder pair: mum is equal to 1 since we are assuming that the decoder is
fixed (MD decoder) and it is completely known to the attacker.
max Pg(a’, YMP, f4(-) = max/ fv (v|M = m)dv In a different decoding case when it is possible to invert the
fz() bit values, the maximum error probability will be equal t6.0.

(26) Motivated by the obtained pdfs and in order to receive
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1 ~ 1
SN — 34,0 =1 .
- . ™. N - -Opt.o =
mathematically tractable results, we approximate the WCAA N oo o =03 A
by a so-called3 — ¢ attack whose pdf is presented in Fig= ' o T Lot —saw ==
ure 13. The3 — ¢ attack provides a simple and powerful RND el TS
attacking strategy, which approximates the WCAA and might* t—— &% % 3T % 5 1 5 b b
be used for testing different data-hiding algorithms. Idesr WNR, [dB] WNR, [dB]
to demonstrate how accurate this approximation is, onesneed @ (®)
to compare the average error probability caused by thislattarig. 15. Error probability comparison between the numerigainoization
versus the numerically obtained results. results and thed — ¢ attack case: (a) binary signaling and (b) quaternary
signaling
1—2A4

AT . |

4 i found for the minimum possiblg” = T,,,, = T}, + B, and

- 0 T the error probability is:
Fig. 13. 3 — ¢ attack,0 < A < 0.5. 2 2 .12

0<AL oy|M|*a
Pg = Z| ‘ (32)

.02 (1 1—a )2’
For this purpose, the optimization of the — § attack _3 ow (1 + M| —a)
parameters has been performed for the DC-DM conmdenn%rhe corresponding performance for the DM and the DC-
the DM as a particular case for = 1. WhenT — B < T, under the 3§ attack is presented in Figure 14. The
the error probability is equal to the integral of the equival comparison presented in Figure 15 demonstrates that the 3-

noise pdffz. i (zeq| M = m) over the error regiorR,,: 4] attacl_< p_rod_uces asymptotically the same error probf’;\bitity
) the optimization results presented in Figure 10 and Figdre 1
A . . . . . _
Py =2(T+B-Tp), (28) The optimization results (Figure 10 and Figure 11) demon

strate that for very low-WNR the WCAA structure does not
necessarily corresponds to the) &ttack. Nevertheless, the 3-

A
where 2B = (1 — ')A, Tj, = 2[M] and A = 7. Itis 0 attack is one of the possible choices, which achieves the
maximized for the following selection f = To, : maximal error probability and therefore can be used as the
A(l = [M|(1-a)) WCAA as it is shown in Figure 15. The previously analyzed
Topt, = M| : (29)  AWGN and the uniform noise attacks are compared with the

WCAA in Figure 16, demonstrating that the gap between the
The VﬂuelofToptl should be always positive, implying thatawGN attack and the real worst case attack can be larger than
> | M|/t| It can be demonstrated th@t,;, — 0 asa’ — 5dB in terms of the WNR.
IMI ! For a given attack variance? = 2724 > 0 and The error probability as a function of the distortion com-
Topt; — 0, one hasA — 0.5 (its maximum value to satisfy pensation parameter for a given WNR demonstrates that the
the technical requ"‘ement to pdf in F|gure 13) S|mp||fy|ngr§ -0 attacklng scheme is worse than either the uniform or
(28) for o/ — \Jw ‘1 implies thatPs — 1. the Gaussian ones (Figure 17). If the noise attack is known,
\M\ 1 it is possible to select such am that minimizes the error
byIf o > ™M andT = T,,.,, the error probability is given probability for the given WNR in Figure 17. For example,
' 5 2 if WNR = 0dB and Gaussian noise is applied, the optimal
oz Ml . (30) distortion compensation factor i&’ = 0.53, resulting in
24-op,(1—a/)(1 — [M|(1 - o)) Pg = 0.23. Nevertheless, the encoder and the decoder are
This result is valid |fTopt1 B < T,, and this constraint IN general uninformed of the attacking strategy in advance
implies thata’ < 1 For this case, the minimum of the@nd @ mismatch in the attacking scheme may cause a bit error

Pp =

error probability is aﬂh,g\,ed at: prokt))agl:lty2 ofPl wrg)llggfora = (0.66 the maximum bit error
probability is Pg = 0.33.
o oo = 2(M[-1) (31)  Inorder to find the optimal compensation parameter value
T o2M| -1 that will allow the data-hider to upper bound the error

In the case _Whe_n the previous condition does m_)t hOIC_i* they, general the maximum bit error probability is equal to 1 foe fixed
error probability is calculated a$lz = 2A. The maximum is MD decoder.
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Fig. 16. Error probability analysis result for differentaatking strategies: (a) .
DM performance, binary signaling, (b) DM performance, quadey signaling, C =max min [I(U; V) - I(U§ X)} , (34)
(c) DC-DM for o/ = 0.8 performance, binary signaling and (d) DC-DM for ¢ Sviv(l)

= 0.8 perf , quat ignaling. . o
o periormance, quaternary signaiing for a blockwise memoryless attack, the embedder distortion

, constraintod, and the attacker distortion constrairg .

— | In the case of practical quantization-based methods the
i S mutual information is measured between the communicated
""""""" messagel/ and the channel outptt [9]: Iy 7.\, () (M; V),
where the subscript means that the mutual information dépen
e ~on both encoder design and attack pdf.

(b) It was shown in [9] that modulo operation does not reduce
the mutual information betweef and M if the host is
assumed to be flat within the quantization bins. Consequentl

Lo oy (1Y MGV) = 1y 5y () (M V), (35)

where V' = QA(V) — V, and the above problem can be
() (d) reformulated as:

Fig. 17. Error probability comparison as a function of thetaligon max min [¢ f (,‘,)(M' V/). (36)
compensation parameter for tle— ¢, Gaussian and uniform attacks and IVIY ’

binary signaling: (a) WNR= 0dB, (b) WNR= 5dB, (c) WNR= 10dB and
(d) WNR = 15dB. Rewriting the inequalities (14)—(16) for the mutual infor-

mation as a cost function, we have:

fviv (1)

probability introduced by the WCAA, we analyzed (30) andmax min Ty r ) (M; V') SmaxTy s o (M; V),

(32). Surprisingly, it was found that, independently of the vivih) ¢

operational WNR,a’ = o’op guarantees the lowest errorwith equality if, and only if, the fixed attaclyy (|-) coin-
probability of the analyzed data-hiding techniques undier tcides with the WCAA. Thus, the decoder in Figure 3 is not
WCAA (Figure 18). Having this bound on the error probabilfixed and we assume that the channel attack fadf-(-|-) is

ity, it is possible to guarantee reliable communicationsigis available at the decoder (informed decoder) and, conséguen
proper error correction codes. Therefore, one can selett S\ decoding is performed. Under previous assumptions of

a fixed distortion compensation parametér= oo at the quantization-based embedding and additive attack, it $sipo
uninformed encoder and the MD decoder, which guarantesis to rewrite (36) as:

a bounded error probability. Substituting (31) into (30heo

obtains the upper bound on the error probability: max ;TZH(H) Lo () (MG V). (37)
Pp(c/opt) = é\/\/{m/\/ﬂ — )¢t (33) As for the error probability analysis case, we address the

problem of the WCAA and the optimal encoding strategy for
the WCAA. It is known [20] that the mutual information can
IV. MUTUAL INFORMATION AS A COST FUNCTION be expressed as a Kullback-Leibler distance (KLD):

The an_alys_is of t_he WCA wi_th mutua_l informatiop as a Ia/,fz(i)(M;V’) = D(farv (m, )] fvr (V) par(m))
cost function is crucial for the fair evaluation of quantiaa- Foriar(V'[M = m)
based data-hiding techniques. It provides the information :/fM,V/(m,U/)IOgQ ' -
theoretic performance limit (in terms of achievable rate of acy
reliable communications) that can be used for benchmarkindere f; v+ (m, v’) is the joint pdf of the input message and
of different practical robust data-hiding techniques. the modulo of the channel output, (m) denotes the marginal

',  (38)
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Fig. 19. Mutual information analysis result for the AWGN altaxase and Fig. 20. Mutual information analysis result for the uniformise attack case:

different o’ and WNR values: (a) and (b) binary signaling and (c) and (dja) global performance analysis and (b) magnification of tae\NR regime

quaternary signaling. with binary signaling; (c) global performance analysis adyirhagnification
of the low-WNR with quaternary signaling.

pdf of the input messages arfig (v') the marginal pdf of the
modulo of the channel output. quaternary signaling is depicted in Figure 20. It demonestra
In fact, (38) can be written as the KLD between the receivatat the efficiency of the attack strongly depends on the
pdf when one of the symbols has been sent, and the averggkie of the distortion compensation parameter, and shiogvs t
of the pdfs of all possible symbols. Assuming equiprobablsscillating behaviour at the low-WNR detailed in Figure 20(b
symbols in thel M|-ary signaling case, one obtains [9]: and Figure 20(d).
M| The uniform noise attack guarantees that it is not possible

. . 12
Tor py 0 (M; V) ZD Frpa (' [M = m)|| fur (o)) to communicate using the DC-DM at< o7, and therefore
| m=1 distortion compensation parametef has a strong influence
—D(foruloIM=1 (), 39) on the performance at the low-WNR. As a consequence,
(fv (V] v () (39) ¢ = % represents the WNR corresponding to zero rate
where D (fym(v'|M = ”?)Hf\/’(’U')) = isfd
D (fynu (@W'|M =1)||fv- () since fyu(v'[M = 1)
and fy/ (v ’|M = m) are the same pdf shifted for all -
C. The worst case additive attack
m € M and fv (v') = g P frnr (v [M = m).

M
The next sectlon is & A|cated to the analysis of the DM andThe problem of the WCAA using the mutual information

the DC-DM under the AWGN attack, the uniform noise attacRS @ cost function can be formulated using (37). Since the
and the WCAA. encoder must be fixed in advance as for the probability oferro

analysis case, we solve the max-min problem as a constrained

A. Additive white Gaussian noise attack minimization problem:

When the DM and the DC-DM undergo the AWGN, nomin I,/ 1, (M; V') = mmD (fy (' |M = 1| fv: (")),
closed analytical solution to the mutual information mirdes f2() fz( (40)
tion problem exists; the minimization was therefore perfed
using numerical computations. The results of this analfgis
the binary and quaternary cases are shown in Figure 19.

where0 < o’ < 1. The constraints in (40) are the same as with
the error probability oriented analysis case (27). Unfoately,
this problem has no closed form solution and it was solved
i i numerically.
B. Uniform noise attack The obtained results are presented for differgntalues in

It was shown [8] that the uniform noise attack is strongd¥igure 21. In comparison with the AWGN and the uniform
than the AWGN attack for some WNRs when the errafoise attacks, they demonstrate that the developed attack
probability is used as a cost function. One of the propertigsoduces the maximum possible loss in terms of the mutual
of the KLD measure states that it is equal to zero if, and onigformation for all WNRs (Figure 22).
if, the two pdfs are equal. In case the uniform noise attackin the analysis of the WCAA using the error probability
is applied, this condition holds for some particular valeés as a cost function, the optimal’ parameter was found.
WNR for the mutual information given by ,£39)- It can beUnfortunately, it is not the case in the mutual information
demonstrated thaft(M; V') = 0 when{ = 95,k € N for oriented analysis, and its value varies with the WNR. In
the | M|-ary signaling. This particular behaviour allows théd-igure 23 the optimum/’ values as a function of the WNR are
attacker to achieve zero rate of communication with smallpresented for different input distributions in compariseith
attacking power than was predicted by the data-hider. thee optimum SCS parameter [15]. It demonstrates that SCS
mutual information of quantization-based data-hidinghtecoptimum distortion compensation parameter designed fer th
niques for the uniform noise attacking case with binary amdVGN is also a good approximation for the WCAA case.
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Fig. 22. Comparison of different attacks using mutual infoiotats a cost experiments, the bin width was chosen/as-= 2.

function: (@)a” = 0.95, binary signaling, (b’ = 0.5, binary signaling, (<) The support of the presented WCAA pdfs does not vary

o/ = 0.95, quaternary signaling and (d)" = 0.5, quaternary signaling. significantly. The optimum distortion compensation pareane

o’ increments with the WNR and so the power of the embed-

%ed signal while the self-noise support decrements. Thnes, t

n ;

support of the attack remains nearly the same for all WNRs.
rger variations can be observed for the high-WNR and high

Recalling (37), we can conclude that it is not possible to fi
a unique optimumy’ for the mutual information analysis case
contrarily to the error probability one when the decoder w , . . L2
fixed to the suboptimum MD decoder. The data-hider cann llmensmnallty, where the optimumy’ variation is smaller.

select a value of the distortion compensation blindly, \Wwhic, It 'St p(;s;?blsng(;\b_serve |n_F|_g|;ur?s 24:(a) ar;dd2(53 that_the
guarantees reliable communications at any given rate. impact of the IS very similar 10 a fruncated t>aussian

It is possible to observe a saturation of the optimur%nd that the difference in terms of the mutual information

value of o’ in Figure 23 for small dimensionality and IargeIS negligible. Although the AWGN is not the WCAA, its

WNR. Therefore, it is possible to select an optimurh if performance is an accurate and practical approximation to

! ; L . the WCAA in the asymptotic case whei| — oo. For
the WNR. range is known, Ipcateq n t'he high-WNR reglme| < oo, the difference might be important for some WNRs
and requirements of small dimensionality apply. For exaimpland it is needed to consider the real WCAA as it is presented
working in the high-WNR with WNR> 5dB and| M| = 2,

optimum«’ can be chosen as’ = 0.71. in Figure 24(b).
Using the optimum’ for each WNR, the resulting mutual
information (40) is presented in Figure 24(a) for different V. CONCLUSIONS
cardinality of the input alphabet compared to the perfortean In this paper we addressed the problem of the WCAA for the
of the AWGN using the optimized = «,,; parameter [1].The quantization-based data-hiding techniques from the ititya
obtained performance demonstrates that the developed WC8ferror and mutual information perspectives. The comparis
is worser than the AWGN whenever the optimum distortiobetween the analyzed cost functions demonstrated that in a
compensation parameter is selected. rigid scenario with a fixed decoder, the attacker can deereas
The pdfs of the WCAA for different cardinality of the the rate of reliable communication more severely than biygisi
input alphabet and WNRs are presented in Figure 25. Thesi¢gher the AWGN or the uniform noise attacks. We showed
is a strong impact of the optimization precision on the pdhat the AWGN attack is not the WCAA in general, and we
shape although the mutual information value remains cahsteobtained an accurate and practical analytical approxonat
and therefore high precision has been used to generate tthee WCAA, the so-called — ¢ attack, when the cost function
presented results (optimization tolerance uplfb!? was is the probability of error for the fixed MD decoder. For the
used). Nevertheless, the presented pdfs are not unique and§ attack,o’ = % was found to be the optimal
different shapes might achieve the same performance. value for the MD decoder that allows to communicate with
Previous results [9] have already proven that the optimah upper bounded probability of error for a given WNR. This
WCAA pdf must be strictly inside the bin (and followingvalue could be fixed without prior knowledge of the attacking
the AWGN cannot be the WCAA). However, it is possible tedf.
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The analysis results obtained by means of numerical op-
timization showed that there exists a worse attack than thél
AWGN when the mutual information was used as a cost

function. Contrarily to the error probability analysis eas
the optimal distortion compensation parametef) (depends

on the operational WNR for the mutual information anaIysiEL“]
case. The particular behaviour of the mutual information
under uniform noise attack was considered, achieving zero-

rate communication for attacking variance$, such that

Dy

o

2
oy >

<. The presented results should serve as a basis

o7

the development of fair benchmarks for various data-hiding

technologies.
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