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Abstract

In this paper, a novel approach for simulating Oscillating Water Column (OWC) using lattice Boltzmann method (LBM) is presented. A direct comparison between a real wave flume and a 3D-Large Eddy Simulation (LES) numerical lattice Boltzmann (LB) wave flume is developed through the analysis of an OWC energy converter in order to validate the LBM approach for simulating OWCs. The numerical model uses a Volume-of-Fluid (VOF) approach and handles the water-air coupling into the OWC air chamber. The experimental and numerical setup are described. Comparisons for water level during free oscillation test, water level and air pressure under regular wave attacks are given and show that the LB model is accurate. We also discuss the efficiency of the simulated OWC. The 3D numerical model offers a powerful tool in order to study the 3D phenomena occurring into OWCs.
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1. Introduction

In oceans and seas, surface waves due to wind represent a considerable amount of energy \([1]\), as shown for example in \([2]\) for the italian offshore and
for the case of the Mediterranean sea. To take advantage of this available energy, several types of wave energy converters (WEC), including OWC, can be considered (see [4, 5] for a detailed review of the available WEC technologies).

OWC devices comprise a partly submerged structure, containing an air chamber whose bottom is open below the water surface. The incident waves trigger the oscillating motion of the internal free surface, causing the air inside the chamber flow through a turbine that drives an electrical generator. Note that due to the oscillating motion of the water surface, the air flow is bidirectional and one needs to use a self-rectifying turbine or a turbine with rectifying valves in order to capture maximum energy [6, 7]. A common choice for the Power-Take-Off (PTO) system is the Wells turbine [8].

Although some full size power plants have already been tested as for instance in Mutriku in Spain [9] or LIMPET project in Scotland [10], OWCs remain mainly experimental devices for the moment and multiple experiments are performed to investigate air turbines, high-pressure hydraulics, linear electrical generators and mooring systems [11].

Many efforts on numerical modeling of OWC have been done so far, such as time and frequency-domain [12], 2D Reynolds-Averaged Navier-Stokes (RANS) approach [13], 3D RANS approach [14], or 3D CFD simulation using FLUENT with a Volume-of-Fluid (VOF) method [15] or OpenFOAM with a multiphase, VOF model [16]. To the best of our knowledge, LBM has never been applied to the simulation of an OWC; we propose here a fully 3D-LES approach based on LBM.

The aim of this study is to build a LBM model for simulating an OWC test into a virtual flume and to compare the simulation results with experiments in order to evaluate the model’s capability and accuracy to simulate the interaction of water waves with OWC. Thanks to its exceptional capacity to parallelize on many cores [17], LBM is a good choice when large computational effort is needed. For instance, if the entire system constituted of many OWCs on a very large floating structure is to be simulated, or for simulating OWC with complex shapes, LBM is potentially a candidate, and the study of its capability is of particular interest. While the outcome of this study is to validate the model for fixed OWC with given PTO, the long term objective is to develop a LBM wave-flume and use it as a virtual laboratory for the studies of the OWC devices.

2. Laboratory experiments

The experiments on the OWC physical model were performed in the wave-current flume of the Laboratory of Maritime Engineering at Florence University (LABIMA). The flume is 37 m long, 0.8 m wide, 0.8 m high and has no lid. It can accommodate water depths up to 0.6 m and it is equipped with a piston type wave maker that can generate regular and irregular waves up to \( H = 0.3 \) m for \( T = 1.2 \) s, with \( H \) the wave height and \( T \) the wave period.

The tested OWC model is depicted in Figure 1. It was built according to the Froude similarity, with a representative scale factor 1:50\(^{th}\). Methacrylate
was used in order to allow the observation of the phenomena occurring inside the OWC chamber. The OWC is fixed and has no degree of freedom.

The specific OWC characteristics, the adopted scale for the experimental model and the tested wave conditions have been selected according to previous studies [2, 18] conducted at LABIMA within the MARINET [19] project Laboratory that has served as testing infrastructures. The lateral wall thicknesses were 0.008 m while the back and frontal wall thickness were 0.01 m. The length of the OWC chamber (Ld) was 0.08 m (internal net value) and its width (W) was 0.186 m (internal net value). The back wall length (B) was 0.45 m and the lip draught (D) was 0.22 m. The freeboard (Fc) was 0.12 m. To impose a pressure drop that allow to make comparisons with the simulation, a hole on the OWC roof connected to a 0.08 m length pipe was used. The case of 0.008 m pipe diameter (Td) was tested, which represents 0.33% of the total area of the device’s top part. The OWC model was located 22 m far from the wave maker and 15 m from the end of the flume. The flume bottom was horizontal and the water depth was 0.51 m, as illustrated in Figure 2.

The OWC model was equipped with an ultrasonic distance sensor to measure the internal free surface motion, a differential pressure sensor to measure the internal pressure oscillation and a hot wire anemometer to measure the air flow trough the vent. The ultrasonic distance sensor (Series 943-M18 F4V-2D-1C0-330E by HONEYWELL) has a declared accuracy of $10^{-3}$ m while the pressure transducer is a capacitive transmitter (Series 46X, by KELLER) with a full scale (FS) of $10^4$ Pa and an accuracy of $\pm 0.1\%$ FS. The hot wire anemometer was calibrated ad hoc in the range 0 to 10 m/s.

To measure the incident, reflected and transmitted waves, five ultrasonic distance sensors were used as Wave Gauges (WG) and were deployed along the wave-current flume as depicted in Figure 2. Table 1 summarizes the location of the wave gauges. The incident wave was measured during experiments where the OWC model was not in the flume and the data analysis was performed by using a time window during which the reflected waves coming from the end of the flume were not present. WG1, WG2 and WG3 were positioned in front of the OWC in order to obtain reflected waves by using reflection analysis algorithms as in [20]. WG4 was used to measure the free Surface oscillations of the water column inside the OWC model. WG5 was positioned behind the model.
in order to measure the transmitted wave.

![Diagram](image)

Figure 2: Position of the OWC model in the wave flume of Florence University. The OWC model is located 22 m far from the wave maker and 15 m far from the end of the flume.

<table>
<thead>
<tr>
<th>Wave Gauge</th>
<th>Distance [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>WG1</td>
<td>21.40</td>
</tr>
<tr>
<td>WG2</td>
<td>21.59</td>
</tr>
<tr>
<td>WG3</td>
<td>21.70</td>
</tr>
<tr>
<td>WG4</td>
<td>22.00</td>
</tr>
<tr>
<td>WG5</td>
<td>22.25</td>
</tr>
</tbody>
</table>

Table 1: Distances of the wave gauges from the wavemaker.

Stokes 2\textsuperscript{nd} order deep and intermediate water waves were tested. The wave parameters of the wave that will serve as a basis for comparison between laboratory experiments and numerical simulation is measured at WG3 (see Figure 2) in absence of the OWC model. The period $T = 1.4$ s and height $H = 0.042$ m.

3. Numerical model

3.1. Lattice Boltzmann Method

LBM solvers (see [21, 22, 23] for a detailed presentation of the model) are a popular alternative to traditional Navier-Stokes solvers such as finite-element and finite-volume methods. In particular, the method allows to handle complex geometries and physical ingredients (see [24] for instance) with a relative ease. No mesh-treatment of geometries is required: while mesh generation can be a critical process of other CFD methods, this step is usually quasi instantaneous in the lattice Boltzmann method. Indeed, the method is Cartesian mesh based and avoids building a body-fitted mesh around the provided geometry. Finally, the local nature of LBM makes it intrinsically parallelizable and suitable for massively parallel computing due to its excellent scalability [17].
LBM consists in solving the Boltzmann equation, a statistical equation for the kinetics of gas molecules \[25\], instead of solving directly the Navier-Stokes equations. Thus, the primitive variables solved for in the LBM represent the statistical particle distribution function, to which the usual macroscopic variables pressure and velocity relate as velocity moments, or “observables” in the sense of statistical mechanics.

The lattice Boltzmann equation can be derived by truncating the continuum Boltzmann equation in velocity space \[26, 27\]. At each lattice site, the LBM uses \( q \) particle distributions, also called populations, that are the discrete counterpart of the particle distribution function in the continuous case. We note \( f_i(r, t) \) the population that enters the lattice site \( r \) at time \( t \) with velocity \( c_i \). The \( q \) velocities \( c_i \) of the lattice are the quadrature points used for the Gaussian quadrature performed while discretizing the Boltzmann equation in the velocity space. It is common to characterize the lattice by noting \( DdQ^q \) its topology, with \( d \) the number of dimensions and \( q \) the number of velocities. A \( D3Q19 \) lattice has been used for this study.

The Bhatnagar-Gross-Krook (BGK) collision model \[28\] is a common way to approximates the collision term of the Boltzmann equation; the single relaxation time lattice Boltzmann BGK equation reads:

\[
f_i(r + \Delta t c_i, t + \Delta t) - f_i(r, t) = -\frac{1}{\tau} (f_i(r, t) - f_i^{eq}(r, t)),
\]

where \( f_i^{eq} \) is the equilibrium population, \( \Delta x \) and \( \Delta t \) are space and time steps of the lattice respectively, and \( \tau \) the relaxation parameter. \( f_i^{eq} \) is obtained by expanding the Maxwell Boltzmann equilibrium distribution to second order in Mach number.

The macroscopic density and velocity can be computed from the populations as:

\[
\rho = \sum f_i, \quad \rho u = \sum c_i f_i.
\]

One can show that the scheme above is equivalent to the incompressible Navier-Stokes equations in the limits of small Mach number through a Chapman-Enskog analysis \[27\].

The water surface is modeled as a free-surface with the VOF approach. In this approach, the mass of fluid in each cell is tracked and streamed along the lattice, and is used to compute the VOF value of the cell as the ratio between the mass and the density of the cell; interface cells are cells with \( 0 < \text{VOF} < 1 \). When the VOF value of a cell is greater than 1 (respectively lower than 0), then the cell is converted to a fluid cell (respectively an empty cell), and the surrounding appropriate cells become the new interfaces. More details about free-surface flow and an efficient LBM implementation of the free-surface model is proposed in \[29, 30\]. Because of the turbulent nature of the water flow, LES Smagorinsky correction \[31\] was used. The LB implementation of the Smagorinsky model can be found in \[32, 33, 22\].
3.2. Water-air coupling model

A crucial point is to model the influence water has on air as well as the influence air has on water due to pressure change into the chamber. Such a two-way coupling could be simulated using a 2-phase simulation. However, one can justify to not simulate the air dynamics by assuming that it does not affect the water behaviour significantly, although the presence of the air does, through the pressure exerted on the water surface. Hence, volume, pressure and mass are the only parameters of the air used in the model presented below. Air compressibility is not taken into account in this model, although further investigations should include these effects.

It should be emphasized that for sake of simplicity the PTO is modeled as a pipe in both the experiment and the simulation, in order to allow comparisons. However, the simulation models the PTO system in a general way by using a flow function \( j \), whose form depends on the specific type of PTO used and typically is a function of the pressure gap between inside and outside the OWC chamber; in our case (pipe), one can assume that \( j \) corresponds to a Poiseuille flow, as it will be discussed below.

In order to implement the coupling, the mass of air into the virtual chamber is updated at each time step:

\[
m(t + \Delta t) = m(t) + j(t) \cdot \Delta t,
\]

with \( m \) the mass of air, \( \Delta t \) the time step and \( j \) the mass flow rate through the OWC exhaust system.

The water into the flume is surrounded by air at a constant atmospheric pressure \( p_0 \), while the pressure into the converter chamber is free to take a different value \( p(t) \). From the Newton-Laplace equation \( c_s^2 = \gamma p/\rho \), with \( c_s \) the speed of sound in the air, \( \gamma \approx 1.4 \) the adiabatic index of the air, and \( p \) and \( \rho \) the pressure and the density respectively, one can write the pressure as:

\[
p(t) = \frac{c_s^2 \cdot m(t)}{\gamma \cdot V(t)},
\]

where \( \rho = m/V \) has been used, with \( V(t) \) and \( m(t) \) the volume of air and the mass of air into the OWC chamber respectively. The air is assumed to be an ideal gas on the conditions that are of interest, and the mass flow rate through the turbine \( j = -dm/dt \) is supposed to be a function of the difference \( \Delta p \) between \( p \) and \( p_0 \) : \( j = F(\Delta p) \).

The precise form of \( j \) depends on the type of turbine used on the OWC. Thus, in absence of turbine-specific relation for function \( j \), and since the experimental device exhaust is a pipe, we chose to roughly model the flow through the numerical pipe using Poiseuille law: \( j = \Delta p \cdot \pi R^4/(8\mu L) \), where \( \mu \) is the kinematic viscosity of the air, and \( L \) and \( R \) are respectively the length and the radius of the pipe. The pressure \( p(t) \), which is updated each iteration \( (\Delta t = 5 \cdot 10^{-5} \text{ s}) \), adapts very fast to the chamber conditions in comparison with the rate of change of \( V(t) \), which has an amplitude of approximately \( 10^{-3} \text{ m}^3 \) and a period of approximately 1 s. Thus, during a given iteration, one can consider \( V(t) \) to be constant. Writing \( \Delta h \) the change of surface elevation into the chamber during one semiperiod \( T/2 \), the change of surface elevation during one iteration
is therefore \( \delta = 2\Delta t \Delta h/T \). A necessary condition for considering \( V(t) \) as a constant during one lattice iteration then reads \( \delta \ll \Delta x \). For the parameters used in this study, \( \delta/\Delta x \approx 0.001 \).

The differential equation for \( m(t) \) defined by the previously cited Poiseuille law used in conjunction with formulation given in Equation 3 for \( p(t) \) leads to the following formula for mass incrementation:

\[
\Delta m = \Delta p \left( 1 - e^{-\alpha \beta \Delta t} \right) / \alpha,
\]

defining \( \alpha = c_s^2 / (\gamma V(t)) \) and \( \beta = \pi R^4 / (8 \mu L) \).

The following steps are performed at each iteration of the simulation:

1. Iteration of the lattice Boltzmann fluid.
2. Computation of the volume of air into the chamber by counting non-water cells into the volume defined by the converter.
4. Computation of the mass of air using the flow Equation 4 with the new pressure.
5. Impose the pressure to the free-surface below the converter, and go back to step 1.

Note that the above coupling scheme does not influence significantly the performances of the code. Indeed, its computational cost is of the order of the volume of air into the chamber (due to step 2 and 5); this is negligible compared to the computational cost of the LBM scheme for the fluid, which is of the order of the whole system volume (step 1 in the above scheme).

### 3.3. Simulation setup

All the simulations were based on the LB method, using the Palabos open-source library [34, 24] and a D3Q19 lattice. The 3D model for simulating water uses the BGK collision model in conjunction with a VOF approach, and simulates a viscous, incompressible fluid. The OWC geometry was implemented as a bounce-back boundary condition [35] as well as the walls of the flume. This corresponds to a no-slip macroscopic condition. The initial fluid condition was a fluid at rest everywhere on the domain, with a water depth of 0.51 m.

The real flume and OWC used in laboratory have been simulated numerically; their dimensions are the same, except for the virtual flume length that has been cut to 5 m only in order to save computational resources. Also, the virtual wave-maker is only 2 m away from the OWC, and it has been calibrated in order to produce waves that are similar to laboratory ones at the OWC location. The virtual waves are generated by applying a vertical force with variable amplitude on each cell of the fluid within a certain domain at the beginning of the flume. The period and amplitude of this force are used to tune the wave parameters. Any function can be considered for describing the intensity of the
force, and thus any combination of sin functions. However, we restrict here to simple sinusoidal waves, which correspond to a force on the form:

$$F(t) = A \cdot \sin \left( \frac{2\pi t}{T} \right), \quad (5)$$

where \( t \) is the time, \( T \) is the desired wave period in seconds and \( A \) is a constant amplitude. A calibration is necessary in order to link the wave height \( H \) to \( A \). The calibration is done without OWC in the numerical flume. It consists in generating waves with the above described method for multiple values of \( A \), and then to observe for each value of \( A \) the corresponding generated wave height at the OWC’s center location. In this way, the curve \( H(A) \) can be used for generating waves of desired amplitude. The force is applied on all fluid cells over an area of same width as the flume and on a length of 0.02 m just after the beginning of the flume, so that wave reflections occurring on the wall near the wave generator have a negligible delay in comparison with the wavelength of the produced wave (approx. 1 m). The boundary condition at the end of the flume allows the partial absorption of waves by imposing a maximum VOF value of 0.5 to all the interface cells just before the end of the flume. Nevertheless, some wave reflection can occur; however, due to their small amplitude and in conjunction with the numerical dissipation (see subsection 4.2), these waves quickly disappear and do not reach the OWC location. Figure 3 depicts the configuration of the system and shows the velocity norm everywhere in the domain.

Figure 3: Velocity norm in the domain. The waves, propagating to the right, are produced on the left side of the flume, while the converter device is schematized in black. In this image, the OWC was located near from the wavemaker and does not correspond to the simulations. The flume is 5 m length, 1 m height and 0.8 m width.

The grid spacing used for the simulations was \( \Delta x = 5 \cdot 10^{-3} \) m and the time step was \( \Delta t = 5 \cdot 10^{-5} \) s. Consequently, the number of cells, given the real domain size, is approximately \( 3 \cdot 10^7 \). For incompressible LBM flow, the value of \( \Delta t \) is chosen so as to keep the Mach number low. A ratio \( \Delta x/\Delta t \approx 0.01 \) has been shown to be an adequate value for the type of flow studied [21]. Computations were done by a distributed memory parallel machine. Each processing node is constituted of 12 cores sharing 24 Go RAM memory. The data presented here was processed by 96 cores distributed on 8 nodes. The computation time for one simulation of 10 seconds takes approximately 15 hours. Defining the speedup
value $S(n) = \frac{T_{\text{seq}}}{T_n}$ as the ratio between the time required by a sequential run of the simulation $T_{\text{seq}}$ and the time required by a parallel run $T_n$ using $n$ cores, the speedup corresponding to simulations with 96 cores is approximately 60. Simulations using up to 144 cores have been run, giving a speedup of about 80, showing the good scalability of the computation. Figure 4 shows the speedup as a function of the number of cores.

To parallelize the code, the domain is divided into several parallelepipedic subdomains, each one running on a different processor. The number of cells per processor is distributed as homogeneously as possible. The values of the new populations and the macroscopic variables can be computed locally for each cell of any subdomain and are consequently updated in parallel. During the so-called streaming step, the populations are streamed along the lattice, and border cells of each subdomain have to be updated, requiring communications and data transfer between processors of adjacent subdomains. Thus, the amount of processor communications is proportional to the surface of the subdomains, while the amount of parallel computations is proportional to the volume of the subdomains.

![Figure 4: Speedup as a function of the number of cores.](image)

Figure 4: Speedup as a function of the number of cores. The linear behavior indicates that the simulation can be scaled to more than 144 cores without wasting computational resources.

4. Validation of numerical waves

4.1. Dispersion

The virtual waves phase velocity and wavelength can be measured from the simulations and compared to the predictions from linear wave theory. According
to the dispersion relation (derivation can be found in [36] for instance), the phase velocity obeys the relation:

\[ c = \sqrt{\frac{gL}{2\pi}} \tanh \left( \frac{2\pi h}{L} \right), \]  

(6)

with \( L \) the wavelength, \( g \) the gravity acceleration and \( h \) the water depth. Figure 5 compares data obtained from different simulations to the theoretical value obtained from the dispersion relation. All the tests were performed using the same simulation setup as presented in subsection 3.3 except that the virtual OWC device was removed and the flume length was extended to 10 m, so that the measurements can be done before reflected waves interfere with the measured waves. The tested waves height were comprised between \( 3.5 \cdot 10^{-2} \) m and \( 5 \cdot 10^{-2} \) m. To obtain phase velocity of a numerical wave, its crest is tracked each 0.5 m along a distance of 4 m, beginning 1 m far from the wavemaker. The phase velocity is the average value of the computed velocity on each step. The mean error of the numerical phase velocity compared to the theory is 0.03 m/s.

![Figure 5: Phase velocity of the waves as a function of the wavelength. Theoretical value (dashed line) and data points from several simulations are compared. The mean error of the numerical phase velocity compared to the theory is 0.03 m/s.](image)

4.2. Numerical dissipation

A numerical dissipation affects the simulated waves: typical wave \((H = 0.042 \text{ m}, T = 1.4 \text{ s})\) completely dissipates after approximately 10 m. A possible reason for that lies in the way excess mass from cells turning from interface to fluid and from interface to empty is managed in the LBM free-surface model.
Indeed, when the VOF value of a cell exceeds 1, the cell becomes a fluid cell, and the surplus of mass is redistributed on the adjacent interface cells. The same applies for interface cells with VOF values less than 0, thus turning to empty, and the excess mass is negative. While this approach ensure mass conservation, it does not preserve momentum, which may be one reason for the dissipation observed. A way to improve it in the future would be to construct a mass redistribution scheme which explicitly imposes momentum conservation.

As a consequence of the dissipation, the wave height at the OWC location has to be calibrated with a simulation in absence of OWC device. The wave is calibrated on the location of the OWC’s center, on the basis of the data from experiment done without the OWC. It is worth noticing that the grid is uniform, which means that although the lattice spacing $\Delta x = 5 \cdot 10^{-3}$ m appears small in comparison with the wavelength of the waves ($L/\Delta x \approx 10^3$), it still underresolves waves with height of the order of the centimeter: $H/\Delta x \approx 10$ in our case. However, to investigate water dynamics inside the OWC, the wave energy dissipation can be neglected in our case, since the typical size of the OWC is 0.1 m, while typical waves simulated dissipate in approximately 10 m.

5. Experimental and numerical models comparison

5.1. Water elevation comparison

Free oscillation test consist of measuring the oscillation frequency of the water into the converter as a response to an initial perturbation, which is in our case an initial water elevation of 0.05 m into the chamber. This test is done without waves attacks. We define as natural frequency the oscillation frequency of the water into the OWC for the conditions described above. Figure 6 shows the numerical and laboratory results. The laboratory experiment was performed by sucking the air from the pipe connecting the OWC vent with the outside, the internal free surface level was elevated up to +0.05 m with respect to the outside value. The air suction process was performed in about 2 s then the vent was closed, the system was set at rest and finally the vent was opened thus letting the internal water column oscillate while restoring the equilibrium state. The natural frequency is computed as the mean frequency obtained from the five first seconds of data shown in Figure 6. The values found are $0.91 \pm 0.03$ s$^{-1}$ for the experimental case and $0.91 \pm 0.04$ s$^{-1}$ for the numerical test. The difference between laboratory and simulation is mainly due to the turbine model used, which has a strong impact on the simulation. In our simulations, the Poiseuille law, applied to the pipe on the roof of the OWC, is a rough approximation that introduces a non-negligible bias in the way the air flow can discharge through the pipe. In addition to the above reason, the discrepancies arising at $t \approx 6$ s are due to the underresolution resulting from the fact that the amplitude of the oscillation becomes of the same order as the lattice space resolution $\Delta x$.

Figure 7 compares the water elevation into the converter for experimental and numerical cases at WG1, WG3, WG4 and WG5. The frequency of numerical wave inside the converter (WG4) is $f_{\text{num}} = 0.72 \pm 0.08$ s$^{-1}$, while the
Figure 6: Water elevation into the converter (wave gauge 4) for free oscillation test. Natural frequency found are $0.91 \pm 0.03 \text{ s}^{-1}$ for laboratory test (plain line) and $0.91 \pm 0.04 \text{ s}^{-1}$ for simulation (dashed line).

The experimental one is $f_{\text{exp}} = 0.72 \pm 0.02 \text{ s}^{-1}$. The height of numerical wave inside the converter is $H_{\text{num}} = (3.77 \pm 0.45) \cdot 10^{-2} \text{ m}$, while the experimental value is $H_{\text{exp}} = (4.40 \pm 0.11) \cdot 10^{-2} \text{ m}$. The possible reasons for the observed discrepancies are given in section 5.2 below. The time here corresponds to the simulation time, since the wave generation process and the length of the real flume do not allow a direct data superimposition.

5.2. Pressure comparison

Figure 8 compares the relative pressure into the converter for experimental and numerical cases. As in Figure 7, the time indicated is the simulation time. The differences are mainly caused by the turbine model (as said above for free oscillation test), in conjunction with the numerical wave generation that produces waves slightly less smoothed than real ones. Indeed, since the pressure depends on the mass flow (i.e. the time derivative of the water elevation) through the pipe, abrupt changes in the water elevation results in a strong noise of the pressure data. For this reason, the data for the mass of air contained into the converter along time has been used in order to reconstruct the pressure curve as seen in Figure 8 using the relationship established in section 3.2 between the mass of air and the pressure. The coupling model used has to be improved in order to smooth pressure changes that occurs at time scale of the order of $\Delta t << T$. Therefore, an average of the last few pressure values could for instance be considered in order to reduce the sensitivity of the pressure into the chamber to slight water motion. In addition, the function $j$ used
to model the PTO system should include more accurate physics. As seen in section 3.2, we assume a Poiseuille flow into the pipe in the present case, which could certainly be improved by taking into account the fact that the pipe has a finite length; indeed, the length of the so-called entrance region [38], in which the velocity profile develops until it reaches the expected parabolic one, exceeds the pipe length. Non-laminarity of the flow into the pipe may also be taken into account. Finally, remind that the air dynamics is not simulated due to the choice of a free-surface simulation, and compressibility effects are not taken into account, although they potentially influence the results [39].

6. Primary conversion efficiency of the numerical OWC

We give here the primary conversion efficiency of the numerical OWC, that we define (as done in [40] for instance) as the ratio between the energy of the air flowing through the pipe and the incoming water wave energy, both during one wave period: $\eta = \frac{E_{\text{air}}}{E_{\text{wave}}}$. Note that this definition totally excludes efficiency loss due to the turbine, as well as aerodynamic losses, since the air dynamics is not simulated in our model. Thus, the primary conversion efficiency does not reflect the actual efficiency of a real, turbine working OWC, but rather describes the loss of energy due to the conversion of wave motion into air motion induced by OWC geometry into the water.

The total power that the converter receives from water waves [36, 40] reads:
Figure 8: Relative pressure into the converter (wave gauge 4) for experimental (plain line) and numeric (dashed line) data under wave attack.

\[ P_{\text{wave}} = \frac{\rho_{\text{water}} \cdot g^2 H^2 \cdot T \cdot W}{8\pi f(kh)}, \]  

(7)

with \( k = 2\pi/L \) and \( f(kh) = 2\cosh(kh)^2/(2kh + \sinh(2kh)) \).

The actual energy that a PTO system would receive can be seen as the kinetic energy of the air crossing the pipe of the converter, with constant section \( S_p \). The air flows through the pipe with a mass flow rate \( j(t) \). If the air velocity is \( v(t) \) and \( \rho_{\text{air}} \) is the air density, one has the relation \( j(t) = S_p \cdot \rho_{\text{air}} \cdot v(t) \), assuming the flow to be uniform and only along the pipe axis. The power of the air flow around the instant \( t \) is then the kinetic energy of the flow into the pipe by time unit, and can therefore be expressed as:

\[ P_{\text{air}}(t) = \frac{1}{2} |j(t)| v^2 = \frac{1}{2} \frac{|j(t)|^3}{\rho_{\text{air}} \cdot S_p}. \]  

(8)

The above relation was used to deduce the conversion power of the numerical OWC at each iteration of the numerical scheme.

Figure 9 shows the primary conversion efficiency of the numerical OWC for different wave periods. For each case, the measurements have been done over four periods. The height of the incoming wave was measured in absence of the OWC device and was comprised between \( 4.4 \cdot 10^{-2} \) m and \( 5.1 \cdot 10^{-2} \) m. One can observe an efficiency peak of approximately 0.4 for period corresponding to the natural frequency experimentally and numerically found at \( T \approx 1.1 \) s, which is also consistent with value found by [16] for similar OWC design.
7. Conclusion

We have developed a novel approach for numerical simulation of OWCs that can serve as a basis for future works using LBM to the study of OWC devices. The model presented is sufficiently general to be applied on any arbitrary OWC shape, and any PTO as long as the function $j$, that relates the flow discharge to the pressure drop, is known. The OWC-LBM coupling algorithm has a negligible computational cost compared to the LBM numerical scheme. Although the simulations described in this article were intended to mimic experiments at 1:50 scale, the model can be immediately transposed to full-scale problems with no change, except adapting the lattice constants $\Delta x$ and $\Delta t$ to the new domain size and OWC size. The numerical model of the authors demonstrates the capability of the fully 3D LES free-surface model to investigate not only physical parameters into the converter but also full water dynamics outside the OWC. With this approach, the interaction between many OWCs, as it would be the case in a Large Floating Structure, is permitted. Moreover, as no assumption is done on the water waves nor the OWC geometry, this model allows the use of any complex OWC geometry, or any type of waves, as well as any arbitrary sea bed or obstacle in the domain.

The model can be improved in respect of the following points in order to achieve a better accuracy:

- The main weakness of the model is the numerical dissipation of waves, affecting their propagation. Investigations to find a more accurate model for LBM free-surface VOF model with respect to wave dissipation is needed.
Also, improvements can be achieved by using a refined grid near from the air-water interface [30]. Moreover, in cases where the water depth is much smaller than the wavelength, a coupling with a shallow-water model [37] could be envisaged before and after the OWC location, using the 3D free-surface model only at the OWC location.

- As described in subsection [5.2] the use of a flow discharge function \( j \) including more accurate physics, as well as the inclusion of compressibility effects, could result in a more accurate model and have to be investigated.

8. Acknowledgments

The research leading to these results has received support from MARINET [19], a European Community - Research Infrastructure Action under the FP7 'Capacities' Specific Program.

The computations were performed at University of Geneva on Scylla and Baobab clusters.

References


[27] P. J. Dellar, Bulk and shear viscosities in lattice boltzmann equations, Phys. Rev. E 64.


URL http://dl.acm.org/citation.cfm?id=1218064.1218086

