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We investigate a general class of quantum key distribution (QKD) protocols using one-way classical
communication. We show that full security can be proven by considering only collective attacks. We
derive computable lower and upper bounds on the secret-key rate of those QKD protocols involving only
entropies of two-qubit density operators. As an illustration of our results, we determine new bounds for the
Bennett-Brassard 1984, the 6-state, and the Bennett 1992 protocols. We show that in all these cases the
first classical processing that the legitimate partners should apply consists in adding noise.
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Quantum cryptography, the art of exploiting quantum
physics to defeat any possible eavesdropper, has rapidly
grown over the past decade from the level of a nice idea
into an entire branch of physics [1]. Indeed, the first
commercial equipment are already offered [2].

A generic quantum key distribution (QKD) protocol can
be divided into two parts: (I) distribution of quantum
information and measurement, and (II) a classical part
consisting in parameter estimation (PE) and classical post-
processing (CPP). To implement the quantum part of the
protocol, the two legitimate persons, Alice (A) and Bob
(B), agree on some encoding or decoding procedure [3].
We denote by S0 � fj�

0
j igj2J and S1 � fj�

1
j igj2J, where

J � f1; . . . ; mg, the sets of states used to encode the bit
values 0 and 1, respectively. First, A sends n qubits pre-
pared at random in the state j�i1

j1
i � � � � � j�in

jn
i 	 j�i

ji to
B [4]. The adversary, Eve (E), interacts now with all the
qubits sent by A. She applies a unitary transformation
(since she is restricted to the laws of quantum mechanics)
to all those qubits and an ancilla in the state j0i. The state of
E and B is then given by j�i

jiBE 	UBEj�
i
jiBj0iE. Next, B

applies some filtering operation, which might be unitary as
in the case of the Bennett-Brassard 1984 (BB84) or the 6-
state protocol, and measures his qubits in the z basis. A and
B compare publicly which encoding or decoding operation
they used and keep only those pairs of qubits where they
were compatible (sifting). The state describing E’s system
is j�i;k

j iE 	 hkjBjUBEj�
i
jiBj0iE, where we denoted by B

the filtering operation used by B and by k his
z-measurement outcome [5]. A and B now compare pub-
licly some of their measurement outcomes to estimate the
quantum bit error rate (QBER).

The security of the protocol relies on the fact that E,
trying to gain information about the bit values, introduces
some errors due to the laws of quantum mechanics.
However, any realistic channel used by A and B is noisy,
i.e., QBER> 0. In order to ensure that the protocol is
secure, one must assume that all the noise (estimated by
A and B) is due to an unlimited eavesdropping attack, a

coherent attack [6,7]. A and B know how to counter such an
adversary: they apply a CPP, consisting in error correction
(EC) and privacy amplification (PA). This general principle
leaves a central question open: How much error can be
tolerated in order to be able to distill a secret key? This is
precisely what we concentrate on in this Letter.

Many security proofs are based on the following obser-
vations [8–11]. Instead of preparing a system and then
sending it to B, A can equivalently prepare B’s system at
a distance by using an entangled state (entanglement-based
scheme [12]) [13]. If A and B could distill their state to
singlets, their systems cannot be entangled to E. The
essential feature of the distillation can be carried out
processing only classical data, leading to perfectly corre-
lated data.

We present here a different kind of security proof, which
is not based on entanglement distillation and that applies to
a general class of QKD protocols including the BB84, the
6-state, and the Bennett 1992 (B92) protocols [14–16].
First of all, we determine the state shared by A and B
(using the entanglement-based scheme) after a general
eavesdropping attack. Then we analyze the classical part
of the protocol, i.e., PE and CPP, for the case of one-way
communication. We present a new formula for the secret-
key length. Then we derive a lower bound on the secret-key
rate involving only entropies of two-qubit density opera-
tors. We also present an upper bound on the secret-key rate.
At the end we illustrate our results by determining new
values for the lower bounds on the secret-key rate for the
protocols mentioned above. These new bounds are gener-
ally stronger than those achievable with entanglement-
based security proofs.

To study the entanglement-based scheme, we use the
same notation as before and define the encoding operators
Aj � j0ih��

0
j �

j � j1ih��1

j �

j and the decoding operators

Bj � j0ih�̂
1
j j � j1ih�̂

0
j j, where j�̂i

ji denotes the orthogo-
nal state to j�i

ji and j��i
j�

i denotes the complex conjugate

of j�i
ji in the computational basis for i � 0; 1 and j 2 J.

Note that those operators are not necessarily unitary, e.g.,
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for the B92 protocol. After applying one of those encoding
or decoding operations, A and B measure in the z basis,
associating with the outcome the bit values 0 or 1. Using
the facts that AT � 1j��i � 1 � Aj��i for any operator A
and j��i � 1=

���
2
p
�j00i � j11i� and that the operators ap-

plied on A’s systems commute with the operator applied by
E, it is easy to verify that j�i;k

j iE�AhijBhkj�jiABE, where
j�jiABE � Aj � BjUBEj�

�i�nABj0iE.
To account for all the different realizations (j), we

introduce a new system R1 and define the state j�0iABER �

�j
1����
pj
p j�jiABEjjiR1

, with pj determined by the probability

with which A and B decide to keep the systems in case they
used the operators Aj, Bj. Now, first of all, R1 measures and
obtains the outcome j. The state shared by A, B, and E is
then j�jiABE.

Let us now introduce an equivalent protocol where A and
B additionally apply the following operations [17]: (I) A
and B both apply the same unitary transformation U10

chosen for each qubit at random among U1 � 1, U2 �
�z, with the Pauli operator �z. The state describing E’s
system is then, up to a global phase, equivalent to j�i;k

j iE.
(II) A and B can decide to flip their bit values (both at the
same time). We combine the first two possible operations.
The operator Oli denotes a unitary operator of the form
Ul0i
Vl00i , for l0i; l

00
i 2 f1; 2g, and V1 � 1, V2 � �x. Since we

assume that both apply the same operation, they need to
coordinate their actions via classical communication. This
exchanged classical information is denoted by l. (III) A and
B are also free to permute their bits, i.e., qubits before the
measurement in the z basis. Obviously, they have to use the
same permutation operator, Pm. The classical information
that has to be exchanged is denoted by m.

We introduce now two random number generators, R2

and R3, which account, respectively, for the operators, Ol

and Pm. The state describing all the systems is
j�iABER1R2R3

� �j;l;m
1����pj
p j�j;l;miABEjjiR1

jliR2
jmiR3

, with

j�j;l;miABE�PmOlAj�PmOlBjUBEj�
�i�nABj0iE, the

state shared by A, B, and E for the particular realization
�j; l;m�.

Let us now relax the assumptions about E. We provide E
with all the systems R1, R2, R3. Since she can measure the
R systems ending up in the same situation as before [E
knows the classical information �j; l;m�], we clearly pro-
vide her with at least as much power as she had before. The
state A and B share is given by the partial trace of the state
j�iABER1R2R3

over E;R1; R2; R3. We find �nAB �
P SfD

�n
2 �D

�n
1 ��

0
AB��g, where the normalized state �0

AB �

trE�Pj 0i
� with j 0i � UBEj�

�i�nABj0iE. Here, and in the
following, we use the notation Pj�i � j�ih�j for any state
j�i. P S denotes the completely positive map (CPM) sym-
metrizing the state with respect to all qubit pairs. The CPM
D1 is entirely defined by the protocol and is given by
D1��� � �j

1
pj
Aj � Bj���A

y
j � B

y
j . D2 is independent of

the protocol, and is defined as D2��� � �lOl �

Ol���O
y
l �O

y
l , i.e., the depolarization map transforming

any two-qubit state into a Bell-diagonal state. This implies
that the density operator A and B share, before their
measurement in the z basis, has for any protocol the simple
form

�nAB�
X
�n1;n2;n3;n4P S�P

�n1
j�1i
�P�n2

j�2i
�P�n3

j�3i
�P�n4

j�4i
�: (1)

Here, the sum is performed such that n4 � n� n1 � n2 �
n3, with ni � 0. The states j�1=2i � 1=

���
2
p
�j00i � j11i�

and j�3=4i � 1=
���
2
p
�j10i � j01i� denote the Bell basis.

Note that this state is separable with respect to the different
qubit pairs. Note further that this result Eq. (1) is indepen-
dent of the CPP; thus, it can also be used in order to
investigate any protocol employing two-way CPP.

Let us summarize this part of the Letter. Let �AB be a
density operator, which is measured by A and B in a certain
basis (say, the z basis). Assume that E has a purification of
�AB; i.e., the state describing A’s, B’s, and E’s system is
j�iABE such that �AB � trE�Pj�ABEi

�, for some state
j�ABEi. We call an operator �0AB in the measurement basis
reducible to �AB if (1) �0AB leads to the same measurement
statistics for the measurement of A and B as �AB, and
(2) providing E with a purification of the state �0AB can
only increase her power (compared to the case where A and
B share the state �AB and E has a purification of this state).
Any state of the form �0AB � �ipiOi � 1�ABO

y
i � 1, with

pi � 0;�ipi � 1 and unitary operators Oi diagonal in the
measurement basis, i.e., Oijji � �ji jji, with j�ji j

2 � 1,
leads to the same measurement statistics, i.e., ji; ji�
hi; jj�0ABji; jihi; jj � ji; jihi; jj�ABji; jihi; jj; 8 i; j. Obvi-
ously, the same holds for operators acting on B’s system
[see, for instance, the unitary operators presented in (I)].
We have shown above that these operators are reducible to
�AB. Thus, if the measurement basis is known, we can
choose any of those reducible operators. If, furthermore,
A and B symmetrize their qubit pairs by the operations that
commute with the measurement, like the ones described in
(II) and (III), then the state describing their qubits has the
form of Eq. (1). Providing E then with a purification of this
state might only increase her power.

In order to analyze the classical part of the protocol, we
partially use some of the information-theoretic arguments
[18,19], which have first been proposed in [20] in order to
analyze the security of a large class of QKD protocols [21].
We assume that A (B) hold strings Xn (Yn), obtained by
measuring a given state �nAB, Eq. (1).

Let us consider the CPP consisting of three steps. The
protocol is one-way, i.e., only communication from, say A
to B, is needed. (I) Preprocessing: Using her bit string Xn,
A computes two strings Un and Vn, according to given
conditional probability distributions PUjX and PVjU, re-
spectively. She keeps Un and sends Vn to B.
(II) Information reconciliation: A computes error correct-
ing information W from Un and sends W to B. Using his
information, Yn and W, B computes a guess Ûn for Un.

PRL 95, 080501 (2005) P H Y S I C A L R E V I E W L E T T E R S week ending
19 AUGUST 2005

080501-2



(III) Privacy amplification: A randomly chooses a function
F from a family of two-universal hash functions and sends
a description of F to B. Then A and B compute their keys,
SA � F�Un� and SB � F�Ûn�, respectively.

Let us introduce some notation before analyzing this
protocol. We describe the classical information of A and
B as well as the quantum information of E by a tripartite
density operator �XYE of the form �nXYE �
�x;yPXnYn�x; y�Pjxi � Pjyi � �

x;y
E where fjxigx and fjyigy

are families of orthonormal vectors and where �x;yE is the
quantum state of E given that A’s and B’s values are x and
y, respectively. Similarly, �SASBE0 describes the classical
key pair �SA; SB� together with the adversary’s information
�E0 after the protocol execution. We say that �SA; SB� is "
secure if trj�SASBE0 � �s2Pjsi � Pjsi � �E0 j � ". Note that
this definition leads to the so-called universally compos-
able security, which implies that the key can safely be used
in any arbitrary context [18].

To determine the number ‘"n of "-secure key bits that can
be generated by the above protocol, we use the following
recent results: (I) The amount of key that can be extracted
from a string Un is given by the uncertainty of the adver-
sary about Un, measured in terms of the so-called smooth
Rényi entropy, S"

0

2 ; S
"0
0 [18], as introduced in [22]. (II) The

amount of information B needs to correct his errors, using
optimal error correction, is given by his uncertainty about
A’s string (again measured in terms of the smooth Rényi
entropy). Combining those results we find for the number
of "-secure bits [23],

‘"n � sup
Vn Un Xn

�S"
0

2 ��
n
UEV� � S

"0
0 ��

n
EV� �H

"0
0 �U

njYnVn��;

where ‘‘�’’ means that equality holds up to some small
term independent of n and "0 is a function of " that
vanishes as " tends to zero. In this formula, �nUEV is the
density operator describing the string Un together with the
adversary’s knowledge [24]. The supremum is taken over
all preprocessing applied by A.

We show now how a lower bound on the secret rate, r: �
limn!1�‘"n=n�, can be determined considering only two-
qubit density operators. To this aim, we first of all fix some
preprocessing by A. We assume that it is bitwise; i.e., for
each bit value Xi she computes Ui and Vi [25]. At the end
we take the supremum with respect to all those
preprocessings.

Because of the symmetry (with respect to the qubit
pairs) of the state �nAB we can assume, without loss of
generality, that the first np:e: qubits are used for the PE
and the rest, ndata, are used to generate the key. Choosing
np:e sufficiently large guarantees that the data qubits con-
tain the same amount of error as estimated in the PE phase.
Since the only free parameters of �nAB are its eigenvalues
�n1;n2;n3;n4 the outcome of the PE implies very strong con-
ditions on them [Eq. (1)]. In fact, conditioned on this
outcome, the data qubits can be described by some state
�n
jQ, where Q � �n1; n2; n3; n4�=n is the frequency distri-

bution (depending on the PE outcome) of a Bell measure-
ment. The state �n

jQ has similar properties as the product
state ��nQ , where �Q is a two-qubit Bell-diagonal state with
eigenvalues Q. Because of this similarity, one can show
that the smooth Rényi entropies of those states are the
same. Finally, using the fact that the smooth Rényi entropy
of a product state is asymptotically equal to the
von Neumann entropy [22], we obtain the following lower
bound on the secret rate [23]:

r � sup
U X
V U

inf
�AB2�QBER

�S�UjVE� �H�UjYV��: (2)

In this formula, S�UjVE� denotes the von Neumann en-
tropy of U conditioned on V and E, i.e., S�UjVE� :�
S��UVE� � S��VE�. The state �UVE is obtained from �AB
by taking a purification �ABE of the Bell-diagonal state
D2�D1��AB��, i.e., Eq. (1) for n � 1, and applying the
measurement of A followed by the classical channels U  
X and V  U. Similarly, Y is the outcome of B’s mea-
surement applied to the second subsystem of �ABE. The set
�QBER contains all two-qubit states, �, for which the pro-
tocol computes a secret key when starting with the state
��n, where � is any state that A and B might share after a
collective attack by E. Thus, in order to prove full security
for this class of QKD protocols one has to consider only
collective attacks. Note that, in order to compute a lower
bound, V can be discarded. A priori, one might think that
also the preprocessing X ! U could not be of any help,
since the only choice A has is to flip each bit value with
some probability, i.e., to introduce noise. However, this
noise differs clearly from the channel’s noise. Although it
diminishes A’s mutual information with B, it may more
severely penalize E.

In order to derive this bound, we assume that Eve has a
purification of the state �, which is always possible as long
as the encoding or decoding operators (Aj; Bj) are unitary.
This implies that, for instance, for the BB84 and the 6-state
protocols, coherent attacks are not more powerful than
collective attacks [26].

Because of the fact that the states D2�D1��QBER�� are
measured in the z basis, we have �1 � 1�Q� �2; �4 �
Q� �3, where Q � QBER, denotes the averaged error
(with respect to the errors occurring in the different bases).
The considered protocol, i.e., the map D1, implies then
additional conditions on the �’s. Using similar ideas, one
can derive the same bound as in Eq. (2), but with �ABE
being the purification D2��AB�. �QBER could then be de-
fined as the set of two-qubit density operators leading to
the same error in the different bases [23].

Using techniques from quantum information theory, one
can show that if the supremum on the right-hand side of
Eq. (2) is also taken over any quantum state �UV computed
from X, then it is also an upper bound for the rate r, i.e.,
r � min� supV U X�S��UEV� � S��EV� � H�UjVY��,
where the minimum is taken over all states � � �ABE that
can be generated by an attack of E [27].
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Let us now illustrate our result for several protocols. For
the BB84 protocol the encoding or decoding operators are
A1 � B1 � Vx and A2 � B2 � 1, where Vx is the
Hadamard transformation. It is easy to verify that
D2�D1��0�� � �1�Q��1�Pj��i ��1Pj��i ��1Pj��i �
�Q��1�Pj��i with 0 � �1 � Q for any state �0. We find
for the optimal values �1 � Q�Q2 and q! 0:5, the
probability for A to flip the bit value, that the secret-key
rate is positive for all Q � 0:124. Without the preprocess-
ing by A, we would obtain the well-known bound 0.110
[8,20]. For the upper bound we obtain the known result that
the protocol is not secure if the QBER is higher than 0.146
[28]. For the 6-state protocol we find that the secret-key
rate is positive as long as Q< 0:141 (known result 0.127
[9]). On the other hand, the protocol is insecure for allQ �
0:162. For the B92 protocol we find a positive rate as long
as + � 0:027 (known result + � 0:024 [10,20]), where +
characterizes the depolarization of a channel introducing
the same amount of noise.

Before we conclude, let us note that if we would restrict
E to individual attacks [6], Eq. (2) would be, apart from the
preprocessing, equivalent to the bound widely studied and
sometimes called Csiszár and Körner bound. Also in this
simplified case the preprocessing turns out to be important.
For instance, for the 6-state protocol numerical optimiza-
tion shows that for all nonzero QBERs it is always advanta-
geous for A to first add some noise to her data, before the
EC and PA.

To conclude, we studied the security of a class of QKD
protocols, including BB84, 6-state, and B92 protocols,
among many others. We presented a new security proof
not based on entanglement distillation for all those proto-
cols using one-way CPP. We show that in order to prove
full security one has only to consider collective attacks. We
derived a computable lower bound on the secret-key rate
involving only entropies of two-qubit density operators. It
is shown that A should add noise before the EC and PA
phases. The state A and B share before the EC and PA is
then separable, which might prevent an entanglement-
based proof of security to work there. We illustrated our
results by presenting new bounds on all the protocols
mentioned above.
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