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d>?2
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Abstract

We study the discrete massless Gaussian Free Field on Z?, d > 2, in presence of two types
of random environments : (1) d-pinning at height 0 of inhomogenous i.i.d. Bernoulli strengths;
(2) square-well potential supported on a finite strip with i.i.d. Bernoulli reward/penalty coeffi-
cients e. We prove that the quenched free energy associated to these models exists in RY, is
self-averaging, and strictly smaller than the annealed free energy (whenever the latter is strictly
positive). Moreover, for model(2), we prove that in the plane (Var(e),E(e)), the quenched critical
line (separating the phases of positive and zero free energy) lies strictly below the line E(e) = 0,
showing in particular that there exists a non trivial region where the field is localized though
repulsed on average by the environment.
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1 Introduction

1.1 The models

We study two models belonging to the so-called effective interface class. For A being a finite subset of
Z® (denoted by A € Z%), let ¢ = (¢x)zea represent the heights of the interface above or below sites in
A. The interface is thus living in Z4+1,

Figure 1: A 2-dimensional interface.

The variables ¢, can also be seen as continuous unbounded (spin) variables, we will refer to ¢ as “the
interface” or “the field”. The models are defined in terms of a Gaussian pair potential and a random
potential term at interface height zero (or close to zero).

In the first model, we consider only attractive potential. The so-called §-pinning measure is given by :

p§(dp) = e exp (—5 (0 = m?) [T (dew + V/Beadolder)) TT doldeey). (1)

(<}
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where 8 > 0 is the inverse temperature, A € Z%, z ~ y denotes nearest neighbour relation in A U OA
and dy is the Dirac mass at height 0. e := (e;)zen is given by positive i.i.d. Bernoulli random variables
on Z% standing for the quenched disorder, which thus represents a random attraction strength at height
0. Z§% is the partition function, i.e. it normalizes u§ so it is a probability measure.



In the second model, we consider attractive/repulsive potential, and define the following measure :

exp <_4/8d (90:(: — QOy)2 + ,3 Z exl[wze[a,a}}> H d(px H 6O(d90y)v (2)

T~y TEA TzEA yeA®

where 1 denotes the indicator function, a > 0 and e is again a Bernoulli product random field on 74,
which is now allowed to take negative values, thus repulsing the interface.

Note that both models contain two levels of randomness. The first one is e which we will refer to as
"the environment". The second one is the actual interface model, depending on e. By performing a
standard scaling we can eliminate the inverse temperature 3, thus henceforth we assume g = 1; cf.
Remark 2.1

The dimensions 1 and 2 are physically relevant as interface models. In this paper we focus on d > 2
since 1-dimensional models have been well-studied in the last decade (see Section below).

The questions we are addressing in this framework are the usual ones concerning statistical mechanics
models in random environment : Is the quenched free energy non-random ? Does it differ from the
annealed one 7 Can we give a physical meaning to the strict positivity (resp. vanishing) of the free
energy 7 What can be said concerning the quenched and annealed critical lines (surfaces) in the space
of the relevant parameters of the system 7

For models defined by and , we prove that the quenched free energy exists and is non-random.
It is always strictly positive in case of model , and strictly smaller than the annealed free energy for
both models.

For model (2), we also investigate the corresponding phase diagram : in the plane (Vare(e),E(e)) (i.e.
the variance and expectation of e), we prove that the quenched critical line (separating the phases of
positive and zero free energy) lies strictly below the line E(e) = 0. Thus there exists a non trivial
region where the field is localized though repulsed on average by the environment.

We do not treat here the questions concerning critical exponents of the system, nor the order of
the phase transition, in presence (absence) of disorder. This has been done for a certain class of
1-dimensional systems (see below), and is a much more difficult problem in dimension 2 and above.

1.2 Known results about homogenous models

Our work relies on [5],[9]. They focus on the case e, = const which we will refer to as the homogenous
pinning model. A review article about localization and delocalization of random interfaces (in a non-
random environment) can be found in [23]. We briefly describe some important results here.

Let us now consider the model With ey = ¢ with e > 0 for all z € Zd, and denote the associated
measure by uf\’o, the superscript 0 standing for 0 boundary condition. The so-called free measure is

iy = (23°) " exp (—fd (2 — wy)2> L1 de: 1] dolden).

T~y zEA yEeAC

is centered Gaussian, and thus characterized by its covariance matrix. There exists a useful represen-
tation of the latter in terms of the Green function of the simple symmetric random walk on Z¢

TA—1
> ﬂ[xny]] : (3)
n=0

!Similar results hold for the homogenous version of model with e, = € > 0 for all z € Z¢, see [A].

0,0
M (‘Pz@y) =E;




where, ((X,,)n, P;) is a simple symmetric random walk on Z?, starting at z, and 7 is its exit time
from A. As the simple random walk is recurrent in d = 2 and transient in d > 3, the variances diverge
in d = 2, and stay bounded for d > 3 as A 1 Z¢. We refer to [21] for random walks estimates.

To analyze the properties of the model with pinning (¢ > 0), it is convenient to map it onto a model of
a random walk in an annealed random environment of killing obstacles. To achieve that, we can expand
the product [] . doe + do(dps), as in a high temperature expansion. Let A = {z € A : ¢, = 0}
be the random variable describing the set of pinned sites. By simple calculations (see for more
general case), for any measurable function f : R* — R, we have :

B =D NI A=A) - p (A= A) =D L) - i (A = A). (4)
ACA ACA

For simplicity we denote v/} (A4) := uf\’o(.A = A). Conditionally on A, Mf\’o is a Gaussian measure with
covariances described by the random walk representation above.

Important results concerning the pinned sites distribution were obtained in [5]. First of all, the measure
vy is strong FKG in the sense of [10]. Moreover, it can be compared with i.i.d. Bernoulli distributions.
Let B} be the Bernoulli product measure (or site percolation) of parameter o € [0,1] in the box A,
namely the measure on subsets of A given by :

BY (A = A) = al(1 — o) A=A

By [5, Theorem 2.4] there exist constants 0 < ¢_(d) < c4(d) < oo such that for any A, any B C A,
and ¢ sufficiently small in d = 2, we have

B (AN B =2) <15(ANB =02)<BY O (4AnB =2), (5)
where elloge|~1/? d=2
9(e) = { e d> 3?
For d > 3, an even stronger statement is true : v§ is strongly stochastically dominated by IB%ZJ“(d)E and
strongly stochastically dominates IB%(/:( (d)e, i.e. for any C' C A:
c_(d)e <vi(xe A| A\{z} =C) < cq(d)e. (6)

Concerning the behavior of the interface, it is known that an arbitrarily weak pinning ¢ is sufficient
to localize the interface. Indeed, in [9], Deuschel and Velenik proved, for a class of models including
ours, that the infinite volume Gibbs measure ;5° exists in all d > 1 and that for any e small enough
and all K large enough EL

K d=1,
—log u%(po > K) <q { K?/logK d=2, (7)
K? d> 3.

The so-called mass, or rate of exponential decay of the two-point function, associated to the infinite
volume Gibbs measure (£ is defined, for any = € S*~1, by

1
m(x) i= = lim —log Cove (@0 jka)-

2 4 =<4 b means that there exist two constants 0 < ¢; < ¢z < 00, depending only on d, such that ¢1b < a < ¢gb.



where [z] is the vector of integer parts of x’s coordinates. In [I7] Ioffe and Velenik showed that for any
d>1,

inf m®(x) > 0. 8
it () ®)
The localization of the interface becomes weaker as ¢ — 0, we can quantify this by studying the
behavior of the variance and the mass of the field in this limit. The most precise results were proved
by Bolthausen and Velenik in [5], and can be stated as follows:

For d = 2 and ¢ small enough,

1
1=0(ph) = —|loge| + O(log |loge]) (9)
For € small enough,
e [ Velloge| 73/t d=2

1.3 Known results about disordered models
1.3.1 Models on Z

In [2], Alexander and Sidoravicius studied the 1-dimensional (attractive/ repulsive) model. They
consider a polymer, with monomer locations modeled by the trajectory of a Markov chain (X;);cz, in
the presence of a potential (usually called a “defect line”) that interacts with the polymer when it visits
0. Formally, let V; be an i.i.d. sequence of O-mean random variables, the model is given by weighting
the realisation of the chain with the Boltzmann term

exp (5 Z(U + V;')]l[XZ:O]> :

i=1

Their purpose was to study the localization transition in this model. If a positive fraction of monomers
is at 0, we say that the polymer is pinned. In the plane S vs. w, critical lines are defined : for
B fixed, let ug(B3) (resp. u2(8)) the quenched (resp. annealed) critical value of u above which the
polymer is pinned with probability 1 (for the quenched (resp. annealed) measure). They show that the
quenched free energy and critical point are nonrandom, calculated the critical point for a deterministic
interaction (i.e. V; = 0) and proved that the critical point in the quenched case is strictly smaller.
Note that when the underlying chain is a symmetric simple random walk on Z, the deterministic critical
point is known to be 0, so having the quenched critical point (u.(/3)) strictly negative means that, even
when the disorder is repulsive on average, the chain is pinned. This result was obtained by Galluccio
and Graber in [11] for a periodic potential, which is frequently used in the physics literature as a “toy
model” for random environment.

In [16], Giacomin and Toninelli investigated the order of the localization transition in general models
of directed polymers pinned on a defect line.

They prove that for quite a general class of models, as soon as disorder is present, the transition is
at least of the second order, i.e. the free energy is differentiable at the critical line and the order
parameter (which is the density of pinned sites) vanishes continuously at the transition.

This is particularly interesting as there are examples of non-disordered systems with first order transi-
tion (cf. for example [13], Proposition 1.6, for (1 4 d)-dimensional directed polymers and d > 5). The
result thus implies that the introduction of a disorder may have a smoothening effect on the transition.



For 1-dimensional models, the renewal structure of the return times to 0 plays important role, in par-
ticular it simplifies a lot of calculations. In [I], Alexander emphasized this fact by assuming that the
tails of the excursion length between consecutive returns of X to 0 are as n=“¢(n) (for some 1 < ¢ < 2
and slowly varying ¢). He analysed the quenched and annealed critical curves in the plane (u,3) for
different values of ¢, showing that for ¢ > 3/2 at high temperature the quenched and annealed curves
differ significantly only in a very small neighborhood of the critical point, whereas for ¢ < 3/2 the
quenched and annealed critical points are equal. This was a prediction made by theoretical physicists
on the basis of the so-called Harris criterion (see [13], Section 5.5, for more informations). The relevant
case in the framework of this paper is the case of the Markov chain given by a simple symetric random
walk on Z, which corresponds to ¢ = 3/2 and ¢(n) ~ K for K > 0, which is borderline. The author
is unable to say whether the critical behavior is altered by the disorder in this case, but progress on
this question has been made recently by Giacomin, Lacoin and Toninelli in [14] and [I5]. They prove
that in the borderline case ¢ = 3/2, the disorder is relevant in the sense that the quenched critical
point in shifted with respect to the annealed one. They consider i.i.d. Gaussian disorder in the first
paper and extend the result to more general i.i.d. laws, as well as refine the lower bound on the shift,
in the second paper. Note that this case includes pinning of a directed polymer in dimension (1+1)
as already mentionnedﬂ but also the classical models of two-dimensional wetting of a rough substrate,
pinning of directed polymers on a defect line in dimension (3 + 1) and pinning of an heteropolymer
by a point potential in three-dimensional space.

1.3.2 Models on Z¢, d > 2

The only result about random pinning models we are aware of is [I8]. In this paper, Janvresse, De La
Rue and Velenik considered the model in dimension 1 and 2 where e € {O,U}Zd, which models a
interface interacting with an attractive diluted potential. They show that the interface is localized in
a sufficiently large but finite box (in the sense that there is a density of pinned sites) if and only if
the sites at which the pinning potential is non-zero have positive density. Note that in this paper they
characterize the set of realizations of the environment for which pinning holds (the disorder is fixed,
not sampled from some given distribution), which is stronger than an almost sure result.

We also mention a series of papers by Kiilske et al. ([19], [22], [20] which study a model with disordered
magnetic field (instead of disordered pinning potential ). For example, Kiilske and Orlandi studied the
following model in dimension 2

€ 1 1
M/\,O,(ﬂ)(dgp) = 20 exp <4d Z V(pz — py) + Z nxgog;> H (dpy + €bo(dps)) H do(dey), (11)

A T~y zEA TeA yeAC

where (7;)zen is an arbitrary fixed configuration of external fields and V' is not growing too slowly at
infinity. Without disorder (n = 0), the interface is localized for any £ > 0 [5]. One could expect that
in presence of disorder and at least for very large ¢ the interface is pinned. However, the authors show
that this is not the case : the interface diverges regardless of the pinning strength. This implies that
an infinite-volume Gibbs measure for this model does not exist. One could hope for the existence of
the so-called gradient Gibbs measure (Gibbs distributions of the increments of the interface). In [22]
Van Enter and Kiilske proved that such (infinite volume) measures do not exist in the random field
model in dimension 2. Note that gradient Gibbs measures may exist, even when the corresponding
Gibbs measure does not. This happens when the interface is locally smooth, although at large scales
its fluctuations diverge. This is the case for the two-dimensional Gaussian free field.

3We speak about “polymer in dimension (d 4 1)” when the state space of the Markov chain X is of dimension d.



1.4 Open problems

The model studied in this paper lends itself to number of extensions. We list here a selection, with
brief comments.

e Path-wise description of the interface. In the positive free energy region, for both of

our models, one expects localization, i.e. the finite variance of , and exponential decay of
correlations. A much more difficult question concerns the behavior of the interface near the
critical line. Does it behave the same as in the homogenous case (i.e. second order transition
with the density of pinned sites decreasing linearly for d > 3, and with a logarithmic correction
for d = 2) 7 Or does the presence of disorder have a smoothening effect on the transition (as it
was proven for certain 1-dimensional models) ?
In the zero free energy region (in the attractive/repulsive setting), we expect the behavior similar
to the entropic repulsion for the GFF : in a box of size n the interface should be repelled at height
+logn in d = 2 and ++/logn in d > 3 (see |§] and references therein for details). The + stems
from the fact that our model is symmetric with respect to reflection at zero height, hence with
probability 1/2 it either goes upwards or downwards.

e Description for non Gaussian case. A natural conjecture is that the behavior of the model
is the same if we change the Gaussian term (¢, — <py)2 to any other uniformly convex potential
V(e — ¢y). Let us note that Griffiths inequality is not proven even in the homogenous case,
which can make the problem difficult to handle.

e Non-local interactions. We restricted our work to the case of the nearest neighbors inter-
actions. We suspect that the results holds true for fast decaying interactions, at least with
condition like in [5 (2.1)] (which ensures a control of the random walk’s behavior in the random
walk representations). As the behavior of the homogenous pinning model beyond this regime is
not known, we are unable to pose any further conjectures.

e Non i.i.d. pinning laws. Going beyond the i.i.d. case is a very interesting direction. Two
natural cases would be the stationary Bernoulli field or the chessboard like configuration. These
questions may be closely connected to convexity /concavity properties of the free energy function
in the homogenous case. The understanding of this case is still limited. It would be interesting
to know if finite range environment laws change the picture, as it is sometimes the case in models
with bulk disorder but it seems difficult to answer to this question rigorously.

¢ Geometry of pinned sites. The geometry of the pinned sites is still not fully understood in
the homogenous case. For the d > 3 the law of pinned sites resemble a Bernoulli point process. It
is conjectured that once the pinning tends to zero, under suitable re-scaling, this field converges
to Poisson point process. For d = 2 the situation is not clear at all, though it is expected that
the dependency between the points will be preserved in the limit (implying the limit being non-
Poissonian).
Not only these questions propagate to the non-homogenous case but also new ones arise. E.g. for
the attracting/repulsive model it would be interesting to study the joint geometry of attractive
and repulsive sites.

e Models with wetting transition. The effects of introducing a disorder in other models with
pinning might be interesting, for example in models exibiting a wetting phenomenon. In the case
of the massless Gaussian model in d = 2, it is known [0] that the wetting transition takes place
at a non-trivial point. A natural question to ask is, if adding disorder shifts the transitions point.



2 Attractive environment

2.1 Introduction
2.1.1 Description of the results

We denote by Q := RZ? the set of configurations of the model. Let A be a finite subset of Z¢. The
finite volume Gibbs measure in A for the discrete Gaussian Free Field with random J-pinning e, with
0 boundary condition, is the probability measure on {2 defined by :

e L
§20(dg) = e P I <dg0$+\/Bex(50(dg0m)> IT do(dey). (12)
Zy TEA yEA®
where A¢ := Z?\A and & is the point mass at 0. The normalization constant Z§ is the so-called

partition function of the model. The Hamiltonian in A is given by

o) =3 O (e (13)

{zy}nA#£o
T~y

where  ~ y means that x and y are neighbouring vertices in Z¢. The non-homogenous pinning
environment is denoted by e := (e;)zen. We consider the law of e given by a Bernoulli product
measure. Namely, independently on each site z € A :

e with probabilit

with probability (1 — p),

for some fixed triplet (e,€,p) such that 0 < e < € and p € (0,1). In this section we consider only
positive values of the environment, meaning purely attractive environment. Let

e :=pe+(1—p)e, and o”:=pe’+ (1 —p)e* — (")’ (15)
be the average and variance of e, respectively.

Remark 2.1. 1. The measure is the weak limit of the measures M‘;"(;E{, given by , once we

choose (a™),>1, (€"),>1 such that a™ — 0 and 2a" (e — 1) = e,.

2. The temperature parameter enters only in a trivial way. If we replace the field (¢z)zen by
(VBbz)zen, and (ex)zen by (v/Bex)zen we have transformed the model to temperature parameter
B8 =1. Thus in the sequel, we will assume = 1.

By definition the annealed model is obtained by averaging the Gibbs weights over the disorder; the
annealed model corresponding to environment e is thus the same as the homogenous model with
pinning strength e*.

We define the quenched (resp. annealed) free energy per site in A, := {0,...,n — 1}¢ by f;’n (e) (resp.

13,(e)) 0 0
IR (@) :=n""log (ZA’” ) - 13 (€)= n o (EeZA; ) |

0, 0,0
Zy, Zy,

where ZR’O denotes the partition function of the model with no pinning (i.e. e = € = 0). This
normalization is chosen such that the free energy of the free model is zero.



In the next section we show that (fy (e)), converges to a non-random quantity: the infinite volume
quenched free energy, denoted by f9(e), i.e.

fle) = fi(e) =Ee(f%(e)) as. and in L? as A 1 Z¢ provided |9A|/|A| — 0.

The same proof can be used to show that f2(e) — f2(e) as A 1 Z4 provided [9A|/|A| — O (see [16]
for the proof in d = 1). Comparing the free energy for the quenched and annealed models is useful
for studying the effect of the environment on the system. The case when they are different indicates
that the disorder of the environment has some macroscopic effect. By the Jensen inequality (applied
to log) and L' convergence of fy(e), it is easy to present that

fi(e) < f(e).

We recall that in this section we consider purely attracting environment. Thus we have f9(e) > 0 for
all (e,,p) such that 0 < e < e and p € (0,1), as we prove in Fact[2.5] Moreover, the density of pinned
sites in the box A,, is strictly positive as n tends to infinity, as we prove in Fact In Theorem [2.8]
we show the main result of this section, namely that f9(e) < f2(e) for all (e, €,p) such that 0 < e <e
and p € (0,1). We provide also some estimates on the difference f2(e) — f4(e) in terms of 02 = Var(e).

2.1.2 Extension of pinned sites representation to inhomogenous pinning

In this section we extend the decomposition to our inhomogenous model. We write

p3(de) = —ge O T (dew + endo(dea)) T do(deey)
ZA TEA yeAC
1 _
= o¢ M3 | Tl eadoden) T dey | T dolde2)
A ACA \z€A yeA\A zEAC
ZOO
- Z (Hex) 729 F‘A\A(d@) (16)
ACA \z€A
—3(4)

In other words v/§ is the marginal of the measure ,ui’o(dcp) giving the distribution of pinned points. We
can obtain a formula for the ratio of partition functions appearing in the free energy :

P 700

A Ma

Ao- 3 () 2 o
A A

ACA \z€A

2.2 Existence of quenched free energy
Theorem 2.2. For d > 2, let fl(e) := ]A]illog(Zi’O/ZX’o) be the quenched free energy per site in
A € Z%. Then, the limit

fA(e) := lim fi(e),

A1z

exists almost surely and in L?, and does not depend on the sequence A 1 Z% provided it satisfies
|OA|/|A] — 0. Moreover, f9(e) is non-random, i.e.

fi(e) = Ee(fi(e)) as.



Proof. We prove the existence of the limit along the sequence of boxes By, := Asn_1. The generalization
to all sequences A 1 Z% such that |OA|/|A| — 0 is rather standard (cf. for example [24]).

Let us write aeo(dp) := [, (dps + €xd0(dps)) [1,¢p, do(dey). We recall also notation for the
Hamiltonian. We will cut B,, in 2¢ sub-boxes denoted by BT(QI. Let X := (U?il 8BS21)\8B” be the
interface between the sub-boxes. In order to prove the existence of the limit along (B,,),, we ﬁrst derive

a "decoupling property". Namely there exist ¢,, > 0 such that >, ¢, < oo and ]Ze 0 HQd Z;n 1| <c
i)

for any realisation of e, where e is the restriction of e to the box B1(171' This allows us to prove that
expectation of fn B, (e) converges, and its variance tends to zero, i.e. fgn(e) — ¢ € R almost surely, in
L' and in L2

Lower bound on Zf—);g
We have,

ZE’B :/ N e_H(¢)ae70(d<p) > eX/| e H¥q, o(de) > elXl HZe( 2.0 = ¢t dzn(@-) HZe(: ?,
pERBn ¥

XEO i=1

where e(?) denotes e restricted to BT(QI. Hence,

e,0
n

78
/5, (e )_2_ndlog< O) - QdZ 5+ Cuin2 ™"

n

for some constant Cp;n > 0.

Upper bound on ZE’B
We will first prove that with high probability |¢;| < 2™ for all i € X and some small § > 0. This will
allow us to “force” ¢ to be zero on X for small energetic cost.

Lemma 2.3. There exists Cy,Cy > 0 such that for alli € Ay and for all n sufficiently large,
10| > T) < Cre~C2T?/Togn,
Proof. Using (16,

0,0
i el >T) = Y v(A) - g ol > T)
ACA,

Now, ”%S\A is Gaussian, therefore, p; ~ N(0,04) with
oq = Var?\’g\A(goi) < Var(/)\’S(cpo) < C’logn
for some C' > 0 and n large (cf. [7]). We can use the Gaussian tail estimate :
Hymalliil > T) < Crem @ s, O

In the sequel, the notation C, C’,C" will be used for positive constants that may change from line to
line. Let us define X := X U (0X N By,), which is a thickening of X consisting of 3 “layers”. Then,
Lemma allow us to control the height of the field on X C B,

ug(Fi € X i ol > 27) <37 (i] > 207) < QAN < O (18)
ieX

10



Hence,

ZE’S = (1+C'6_026n)/ e_H(SO)ae,o(dgp)
elgel-26m 291

(14 Cle=C2m) o222y / / e @ ago(de)
¢l x=0 30|3Xm}3n€[*26"725n]

/ 702671 /1 220ngn(d—1) J snon(d—1) - H
< (1+C )C"e 20m e (W‘B"\X)O‘e,O(d(MBn\X)
<P|Bn\x
9d
_9én n(26+d—1) n(d—1) (%)
(1 + Cle C?2 )0”62 25?7,2 Zgn:(l)

IN

i=1

This leads to

J5.(e) = = 5 ZfB AC2n0=d) 4 oron20-1) 4 g,

n

Combining our two bounds, we obtain :

C’m1r12_n < fB 2d Z an 1 ~ max2n(2§_1) (19)
for some constants Chain, Cmax > 0.

Expectation of fB (e) converges and its variance tends to zero
By ., it is easy to see that :

2d
[Ee(f5, () — Ee(f5,_, (e))] < [Ee(f5, (e) — Ee(;j D fE (@) < o2 (20)
=1

The right hand side is summable for § < 1/2 hence Ee(fg (e)) converges as n — oo. Using indepen-
i)

dence of environment among the boxes Bé_l, we can deal with the variance. Let us write

fp,(e) =27 deBn . &n
where &, is the above error term, |5n| < '2™29=1)  Then,
2d
Vare(f3, (e) = Vare(2™ Z 13,1 (e1)) + Vare(€n) +2Cove(27 Y _ 13, (e1), &n)
i=1

= dVare(an_l(e)) + Vare (&, )+2C0Ve(f§ L(e),&n)
< 2 Ware(f3, , (e) + Vare(&n) + C'2"*VE(f3 _ (e))

Now, since (Ee(fg, _,(e)))n converges, we get the following upper bound on the variance:
Vare(fgn (e)) < 2_dVare(f§n_l(e))+C22"(25_1) + ¢'g20-1) (21)

We deduce Vare(fg (e)) — 0, and conclude f3 (e) = ¢ € Rin L?. The sequence converges also almost
surely, since all error terms are summable. O

11



Exactly the same proof until yields

Theorem 2.4. For d > 2, let f(e) := |A|7} log(EeZX’O/ZX’O) be the annealed free energy per site in
A € Z%. Then, the limit
f*(e) := lim fi(e)

Atz

exists and does not depend on the sequence A 1T Z¢ provided it satisfies |OA|/|A| — 0.

2.3 Bounds on the quenched free energy
2.3.1 Strict positivity of the quenched free energy

In this section we prove that the free energy of the model is strictly positive for all environments
(e,e,p) such that 0 < e <€ and p € (0,1). That implies the localization of the field, namely the strict
positivity of the limiting density of pinned sites. Our results are valid for all d > 2.

Fact 2.5. For all (e,e,p) such that 0 < e <€ and p € (0,1), we have f%(e) > 0.
Proof. Using , and the fact that 0 < e < €, we can write
70,0
Alp) — T —d A\A S T —d Al ZANA ) ra
f4(e) = lim n~"log ( > Ile ) > lim nflog | Y e —po | =@
ACA, z€A A ACA, An

Moreover, it follows from [5] Theorem 2.4, that the asymptotic density of pinned points under ,ui’: is
stictly positive uniformly in A,, for n large enough. This immediately implies by definition of the free
energy that f2(e) > 0. O

Fact 2.6. Let 0 < e <€ and p € (0,1) then there exists ¢ > 0 such that for almost every realization e

we have
. e,0 —d _
nh_)Igo Ky (n Z Lip,—0] > c) =1.
IEEAn

Remark 2.7. More is known for d = 1. By [2] there exists p = p(e*, o) such that

fng Jin 15, (dZ .o € ( —ep+e>> =1

TEA

Proof. Let 6 >0, and As := {>_ cx Ljo,—g < dn?}. Let us fix some e > 0. By definition we have

€,0 0,0
uSO(Ay) = S Zhn 700y~ / Liage 7@ T (de + eado(dpn)).
ZA’n ZA’n

TEA
Using the pinned sites decomposition we get :

0,0 0,0

Ze,O 7 A 7
An ATANA € JAITANA A
70_29’ 0 _Z A€ %0 _Vn('y)’ (22)
Zy,  ach. LN, dcw, el 2%
where e := =[lsca e ¥ = (Vz)zer, and v, := e, /e. Similarly,
(207 [ 1age 9 [T o+ eaduldon)) = v (+74514) < n%5) < (60"

TEA

12



We thus have

Z@D Zeﬁ

_ _ — An — An
n~%log ui’S(A(;) < dlog(e/e) +n log ~06 " 4log 00"
An An

By Fact_ 2.5|the last term converges to a strictly positive quantity. Moreover, it is not difficult to show
that Z§ ZXO 1+ Ce)” for some C' > 0 uniformly in n, hence the second term tends to 0 uniformly
inn ase— 0. Choosing € > 0 and § > 0 small enough we get

limsupn~4log ,uf\’S(Ag) <0

n—-+00

and the result follows. O

2.3.2 Strict inequality between quenched and annealed free energies

Theorem 2.8. Take (p,e,€) such that p € (0,1) and 0 < e < €. Let e be an i.i.d. Bernoulli envi-

ronment of parameters (p,e,€) as described in . We recall the notations e* = pe + (1 — p)e and

(a) Let d > 3. Then,
f(e) < f(e).

Moreover, there exists cs(d,p) > 0 such that,
f2(e) — f4(e) > c3(d, p)o + O(c®) as o — 0.
(b) Let d = 2. There exists € > 0 uniform in p,e,e such that if e* < €, then
fi(e) < f2(e).
Moreover, under the same hypothesis on e*, there exist ca(p,e*) > 0 such that,
f2(e) — fi(e) > ca(p,e)o +O(c?) as o —0.

Proof. By Theorem [2.2] we have

780
q __ ra _ —d An
f4(e) = f3(e) = lim n™Eelog < 7¢ >

By we conclude that our goal is to prove

lim sup n~%Ee log (uﬁ* ('yA)) <0,
n—o0

where v, 1= ez /e*.

We will now outline the proof strategy. We notice that if Uf;* was a Bernoulli product measure with

some intensity A € (0, 1) then the theorem would follow easily. Indeed, in such a case, we can calculate

directly the expectation under log and the expression in question is equal to

n"E, log ( H (Ve +1— p)) = Eelog(pyo +1—p) <0.

xEAN,
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The last inequality follows by the strict concavity of the logarithm and the Jensen inequality. Our aim
is to use @ in order to make this argument rigorous.

Let us now introduce an additional randomization. We will use the uniformly distributed permutations
of A, writing the corresponding expectation by E. It is easy to check that for any i.i.d. pinning law
EE() = Ee(+). Let 7 be a permutation of the n? vertices of A, chosen uniformly at random. By the
Jensen inequality, we have

n"Ee log (I/Z* ('yA)> = n 9E.Elog l/fL* (H ’Yﬂz’))

ieA

n~9Ee log Eve (H %r(z’)) = n"9Eq log Eve” (,fr(A)) 7

ieA

IN

where 7(A) := {n(i) : i € A}. Intuitively, Ev¢" is the expectation of the distribution of pinned sites
"scattered” by a random permutation. Thanks to this we can work with a uniformly distributed set
of pinned points, provided we know its cardinality. More precisely,

_ ! nd\ 7! «
By (v =X () | X )=,

k=0 ACA:|Al=F

Our aim is now to use stochastic majoration/minoration by Bernoulli measures to obtain an upper-
bound for v¢ (|A| = k). Difficulties will follow from the fact that {|.4] = k} is not an increasing
event.

Case d > 3. We recall the notation and the stochastic dominance results introduced in @ Ind > 3,
we know that v stochastically dominates a Bernoulli product measure B} with A := c¢_(d)e* > 0.
For any set A C A, we have

BMA = A) = AAl(1 — 314

Let by x(N) == (f))\k(l — )™~k As the event {|A| < k} is decreasing, we have the following upper-
bound :

v, (Al =k) < v (JA[<k) <B),(JAl <k) (23)
k k—1 b )\(]) k—1k—1
= j;obn,)\o):bn,)\(k) 1+]§0bn:)\(k}) :bn/\ 1+Jzo;l_gbn)\ Z+1

Now, for i < [ An?],
bual)) _ itl1-X_
bor(i+1) ni—i A -

This gives an upper bound for k& < | An?|, namely
v, (Al =k) <en? By (Al = k).

For k € [[An?],n9], define \j, := kn~%. As by the Stirling formula b, 5, (k) > can™%? > 0 uniformly in
k, we can use the bound:

vi (JAl = k) < cn®/? - By (JA| = k).

14



This leads to :

nd
B () < cn® BY (A =k) + [ 3 con® BY (A4 = k)
ACA, |A| k J=[An]
-1 nt
n Aj
< On dz k) BY(Al=k)+ Y B (Al=k)
ACA,, \A\ k j=[xnd]
< Cn?? max < > Z ‘YA B (JA] = k)
aeM 5 k ACAn:|Al=k
< C 2d Ba A
< O mn B ()
= On®? max By (’Yil[xEA]> .
ae[)\’l]xeAn

Hence,

n~%log Eve’ (7”(“4)) ( max Z log(avy, + (1 — a))) +o(1) asn— oo.

€[, 1]

Let us call op®* € [\, 1] C (0, 1] the (random) parameter which maximizes the expression above. Then,
taking the expectation with respect to the environment, and the limit n — co we get

lim n~Elog Ev¢ ( ”(A)> < lim n 9E, [Z log (o™ (72 — 1) +1) (24)

n—o0 n—oo
Q?GATL

For Bernoulli pinning law, we have to study the function :

mia) = (2 Y togtateser — 1)+ 1)+ (2 ) gtate/er ~ 1)+ )

where N, = #{z € A, : e, = e} and N,, = #{x € A,, : e, = €}. It is easy to check that

*gn

W(a) <0 and g,(0)=0.

Moreover, the maximum is attained for & = % ((N ) e+ ( ) e—e ) — 0 almost surely

as n — oo by the law of large numbers. Hence there exists almost surely ng sufficiently large such that
for n > ng, o = \. Noticing that for o € R, g,(a) < log(A(e/e* — 1) + 1) < oo almost surely,
uniformly in n 2 ng, we deduce that

gn() "= plog(l+Ae/e* = 1)) + (1 - p)log(1 + A(e/e" — 1))
=  Eelog(Aeg/e* —1)+1) as. and in L.

Observe that the r.h.s. is independent of n, so that we can pass to the limit n — oo and obtain

(24) < Eelog(A(ez/e* —1)+1)
< logEe(M(ey/e* —1)+1)
= log(1l) =0.

15



Let us now do a Taylor expansion of the upperbound around ¢ = 0, recalling that 02 = Vare(e,),
and that A = c_(d)e*. We obtain:

fi(e) — f2(e) < plog(l+ A(e/e” —1))) + (1 —p)log(l + A(e/e” —1)))
c_(d)K(p)o +0(c)> aso —0

where K(p) = /7% + (1/ 1pp> > 0 for p € [0, 1]. This concludes the proof for d > 3.

O

Case d = 2. The case d = 2 requires some slight modification as v¢~ can be stochastically estimated
by Bernoulli product measures only in a weaker sense. Consequently, we cannot use the same argument

as in .

By [5, Theorem 2.4, (2.13)] there exists ¢ > 0 such that for all e* sufficiently small, and any set B C A,

we have ¢ (AN B = @) < (1 — \)/Bl where X\ = \(e*) := ée*/+/|log(e*)] € (0,1].
Then,
v (Al =k) < vC (A <k)=vS(3BBCA,:|Bl=n’—kand ANB=02)
* nd d
< “(ANB=2) < DY
< ¥ wuns-o=(})a-y

BCAy:|Bl=ni—k

We will show that there exists A = A(A) > 0 such that,

@d) 1 - A"k <BN|Al=k), fork < |In?]

Indeed, let k = an?, we must find ap > 0 and A(a) such that :

1= A< A3 (1= A) = fa(N) (25)

for all o < «. It is easy to check that f,()\) has a unique maximum in [0,1] at A = a. Now, observing
that fo(a) = aTa (1 —a) = 1asa— 0, we deduce that for all A > 0 there exists ag(A) € (0,1] such
that fo(a) = mMax; (o ] fa(A) > 1 =\, so that is satisfied. Note that this is sufficient to prove

f9(e) < f*(e) for any environment e such that e* > 0 : we have v, "(JAl = k) < B (JA] = k) with
A>0, for k < L)\n | and we can proceed analogously as for d > 3.

But we need to control how ag varies as a function of A to obtain an estimate on the gap f9(e)— f2(e).
As the value A = ée*/+/|log e*| is known only for small values of e*, we will only study the case A < 1,
and find an approximation of the solution to the equation fu(a) = a®/1=%(1 —a) = 1 — X around
a = 0. Developping the left hand side, we get:

—a+aloga+0(a?) = -\

One can check that the behavior of the solution of —a 4+ alog v = — A close to o = 0 is the following :

A log |log Al ‘
ao()\)_|log)\| (1—!—0( Tog \ as A — 0

A natural guess for the solution of is then o* = (a*(X)) is a function of A which
is concave on [0, 1] (i.e. j—;f(a*(/\)) < 0) and such that & f(a*(\))|[x=o = —C. Moreover, for C < 1
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the solution to the equation f(a*(\)) =1 — X tends to 1 as C tends to 0. We deduce the following
result :
For all Ag € (0,1) there exists some § > 0 sufficiently small such that f,() with a(A) = — 22 satisfies

log A
for all A € [0, Ao]. o
We thus obtain the following upper bound, with A = A(\,d) = —% and some fixed e* > 0 sufficiently

small such that A = A(e*) = ¢e*/4/|log(e*)| < 1:

fie) = f2(e) < plog(l+A(e",6,8)(e/e" — 1)) + (1 - p)log(L + A", 6,¢)(e/e” — 1))
0K (p)o

\/|log e*|log (Ee*/\/ | log e*\)

with K(p) = /1% +p (, / 1%;; - ﬁ). Note that the term log (66*/\/|10g e*\) is negative. This
finishes the proof for d = 2. O

+0(c?) aso—0,

3 Attractive/Repulsive environment

3.1 Introduction
3.1.1 Description of the results

In this section, we study a model in which the values of the potential can be negative, so the field
is penalized if it enters a (small) strip of width 2a around 0. As before, we denote by Q := RZ*
the set of configurations of the model. Let A € Z¢. The finite volume Gibbs measure in A for the
discrete Gaussian Free Field with random “strip”-potential, and 0 boundary condition, is the probability
measure on {2 defined by :

. 1
p o (de) = o0 &P (ﬁHA(tp) +8> 6x11[<pxe[_a,an> [T dex T do(dey). (26)

Aa TEA TEA yeAC

where a, 3 € RT, and Ha(¢p) is given by (13).The non-homogenous environment is written e := (ez)zea.
We consider again the law of e given by a Bernoulli product measure. Namely, independently on each
site z € A :

o — { e with probability p
xr — —
€

with probability (1 — p), (27)

for some fixed triplet (e,€,p). This time e and € can be negative, i.e. e <€ € R and p € (0,1). We
write again e* and o2 the average and variance of e,, respectively (c.f. )

The temperature parameter enters again only in a trivial way. If we replace the field (¢g)zen by
(VBoz)zen, a by v/Ba, and (ez)zer by (Ber)zea we have transformed the model to temperature
parameter 8 = 1. In the sequel, we will therefore work with 5 = 1.

We define the quenched (resp. annealed) free energy per site in A, := {0,...,n — 1}¢ by fX‘n (e) (resp.

I (e): 0 0
fi.(e) :=n""log (ZA"’Q> , 2 (e):=n""log (EeZA”a> .

0,0 0,0
ZA ZAn

n

We first prove in Theorem that (fy(e)), converges to a non-random quantity, denoted by f4(e),
as A 1 Z% provided |OA|/|A| — 0. Again, the same proof shows that (f2(e))a converges in R (towards
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f2(e)) as A 1+ Z< provided |OA|/|A] — 0.
The annealed model is the homogenous one with pinning ¢(e) given by

{(e) = log(pexp(e) + (1 — p) exp(e)))

(which is different from e* in the d-pinning case). In Lemma we prove that regardless of e both
the quenched and annealed free energies are non-negative. This motivates the following notions. We
introduce the quenched (resp. annealed) critical lines, which are delimiting the region where f%(e) =0
(resp. f2(e) = 0) from the region f9(e) > 0 (resp. f®(e) > 0). We are interested in describing the
behaviour of these quantities in the phase diagram described by the plane (o,e*) = (y/Var(e),E(e)).
We hence introduce the so-called quenched and annealed critical lines:

ex(o) :=sup{e* € R: f9(e) = fYo,e*) =0} and e (o) :=sup{e* € R: f2(e) = f*(0,e") =0}

Knowing the behavior of the homogenous model for positive pinning [5], we easily deduce that the
annealed critical line is given by the equation

1-p

((e) == log(pexp(e) + (1 —p)exp(@) =0 & ¢2(0) = —log | (1 - p)e’V 7 4 eV

Note that f4(e) < f2(e) implies that e’(c) > e*2(0). We present three results concerning the study of
the quenched free energy. First of all, in Theorem 3.8 we prove that f9(e) < f?(e) whenever ¢(e) > 0.
Secondly in Theorem we prove that if the environment is inside {(e,e,p) : f4(e) > 0}, then the
density of pinned sites in a box of size n is lower bounded by a positive number as n — oo, while in
the interior of {(e,€,p) : f9(e) = 0}, this density tends to 0. Finally in Theorem [3.9| we show that the
quenched critical line lies strictly below the axis e* = 0 in the neighborhood of ¢ = 0 for all d > 2. Our
result shows in particular that there exists a non trivial region where e* < 0, ¢ > 0 and f9(e) > 0,
i.e. where the field is localized though it is repulsed on average by the environment. Unfortunately,
we don’t have any estimate on the behaviour of e}(o) — e*2(0). Moreover, our theorems do not say

C
anything about the existence or absence of smoothing of the transition due to the presence of disorder.

3.1.2 Extension of pinned sites representation for inhomogenous “strip”-potential

Following the same lines as Section [2.1.2] for the attractive model, we can perform a high temperature
expansion of the pinning term :

W0(dp) = —eoexp <—5HA(80)+BZ%JI[%€[a,an> I1 de- T bo(dey) (25)

ZA,a zeA zEA yEA®

— v exp (-3HA) [T (€ = Diepaay+1) [L e [] doldoy)

Aa TEA zEA yEeA®
. ZY(pp € [~a,a] ,Vz € A)
= > (H (e —1) = oo 13%(de | ¢ € [~a,a] Yz € A)
ACA \z€A ZA,a
::V/'{;(A)

Observe that the weights can be negative if e, < 0. For this reason we will only use the measure v5 ,
corresponding to a homogenous pinning potential of strength ¢ > 0. 7

For the homogenous case with ¢ > 0, it is known [5] that v , is strong FKG in the sense of [10].
Moreover, it can be compared to Bernoulli product measures in the same fashion as in the d-pinning
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case, namely () is still true in this setting. These will be very useful futher. However, let us stress
that unlike d-pinning case this measure is not a marginal of u% A giving the "pinned sites". We will
define it in a next step.

For some reasons that will be explained later, we will need another representation

1
pR(de) = — exp( BHA(®) + B exlip,cl-aa] ) [ e T do(dey) (29)

ZA a TEA TEA yeAC

1 .
= oo exp (—BHA(9) || ((666’“’]l[%e[—a,an)A(ﬂ[%e[—a,an)A ) T dex T doldey)

Aa TEA TEA yeAC
. zZ% A x|z <a
- Z((H “) e }))u%(dg@m:{x:mw@})
ACA \ \zcA Aa
=g o (4)

In particular, we obtain a formula for the following ratio of the partition functions :

=3 [T P @) = 5 (7).

ZA ,a ACAzeA

where /(e) stands for a homogenous environment for which e, = ¢(e) for all z € A, and ¥ = (32)zen,
3y i= ePle—t(€))  Observe that, contrary to , we do not obtain a mixture of Gaussian measures in

(29)-

3.2 Existence of the quenched free energy
Theorem 3.1. For d > 2, let fi(e) := |A\_1log(Zi’g/Z2’O) be the quenched free energy per site in
A € Z%. Then, the limit

fA(e) := lim fi(e)

Atz

exists almost surely and in L?, and does not depend on the sequence A 1 Z2 provided |OA|/|A| — 0.
Moreover, f4(e) is non-random, i.e.

fi(e) =Ee(f(e)) ass.

Proof. The idea of the proof is the same as for Theorem 2.2} so we only write the part that must be
adapted, namely the upper-bound on the height of the field under ,un a- We keep the same notations
as previously.

Lemma 3.2. There exist Cy,Cq,C5 > 0 such that for all x € Ay, and for all n sufficiently large,

'uje\,O (|90x’ > T) < Cle—Cg(T—C’g logn)z/logn'
n,a@ -
Proof. We first use to get
~ 0,0
U o(lal >T) =Y 08 (A) - iy (ul > T | A= {x: || < a}).

ACA

As it was mentioned before M?\’S(dtp | A= {z:|pz| < a})is not Gaussian making the proof considerably
harder. We will use the results listed in survey [12]. We are going to show that

1S0(dp | A= {a: o] < a}) < 13(de |V € A, 00 > a),
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where < denotes the stochastic domination. To this end we define, for £ > 0 :

Ub(py) = k(pe + a)* Ly elma0) + k(02 — a) Ly 0, for z € A,
s k(po — a) g, 50 + K00 +0) L < for € A°.
UQk((Pl”) = k@i]l[tpxga}’

Further we define also measures puf(¢) oc exp(—Hyp(p) — > cp UF(ps)) for i € {1,2}. One checks
that condition [T2] (B.3)] is fulfilled hence u} < pb. Passing with k — 400 we get the aforementioned
domination and as a consequence

0,0 0,0
pp, (P =TI A={y |yl <a}) < py (0z =T |Vy € An, @y > a).

For d > 3 we use [12, Theorem 3.1|, which in our notation implies

A, = ,u?\’g(gpm |Vy € Ay, @y > a) < Cy/logn,
for some C' > 0. By the Brascamp—Lieb inequality [12, Section B.2| we obtain

Wy (e 2 TV € Any oy 2 0) < gy (0o = An 2T = An|Vy € Ans 9y > )
< exp(—Cy(T — Ay)?/logn)

for another constant Cy > 0.

The case d = 2 is slightly more involved. Our first aim is to prove that 4,, < C'logn, for some constant
C > 0. Let us assume on contrary that A, > C'logn. By [12, (B.14)] we have M?{S(‘P?) <logn + A2.
Using the Paley-Zygmund inequality we get

2

1 A
[ a—— |
4 logn—+ A2 — /8,

v

132 (pi > An/2)

for n large enough. Now choosing C' large enough we get a contradiction of |3 Theorem 4|. The rest
of the reasoning follows now the same line as before.
O

Again, exactly the same proof suffices to show the following

Theorem 3.3. For d > 2, let f2(e) := |A|™! log(EeZK’g/ZX’O) be the annealed free energy per site in
A € Z%. Then, the limit
f2(e) == lim fR(e)

Atz

exists in R and does not depend on the sequence A 1 Z¢ provided |OA|/|A| — 0.

3.3 Bounds on the quenched free energy
3.3.1 Positivity of the quenched free energy
Fact 3.4. Ford > 2,

o Z51
f9e) := lim n~%log ( ZOT?E) > >0

n—oo
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Remark 3.5. This proves also that f2(e) > 0 since by the Jensen inequality f9(e) < f2(e).
Proof. For 0 < e <€ (and any d > 1) the proof is easy, since by the Jensen inequality
— ] —d 070 : d 0 0
file) = nhﬁrr;Qn log A (exp (ZA: ex]l[|<pz|§a]>> > nhanolon Ky (ZA: ex]l[|<pz|§a]> >0
rENy, TENR

The non-trivial part of the claim concerns e < 0 (no restriction on € which is by convention bigger
than e). We will prove that f2(e) > en for all n > 0, with different strategies for d = 2 and d > 3.

Proof for d = 2. In this case,
Ntz gl < a}) 2a
< > ) < < _—
iy (e losl < a) > ) < ot =t 2 el <o) < T

reA,

The last inequality comes from the fact that ¢, is a Gaussian variable under M?\’S with variance

2 = u?{g(cp%) > C'logn — oo as n — oo. The right hand side is then less than 1/2 for n sufficiently
large, hence

d
0 ( ( > [|]>> > 90 ( ( > nmlga])) > eemt g,
zEA, €A,

from which we deduce f2(e) > en. Finally we set n — 0.

Proof for d > 3. In dimension 3 and above, the variance of the free field is bounded, so the previous
argument does not work. But for a cost of surface order we can shift the boundary condition to a
constant M > 0, and from this height the probability of having a density of sites where \gpzl < a which
is bigger than 7 is less than a half for M sufficiently large. Indeed, recalling that we write ,u A M for the
measure with boundary condition M, for some C' > 0 we have

(exp( 3 1. <)) > CeM M (exp (6 > 1[|¢z|<a]>> :
TEA, z€A,

Now,
M
o Tt el <a)
i (e el S o} > a-1)) < et = s 3 (el < @)
z€A,
1 0,0
= —— g sy, (e > M —a)
n(n—1) xeAAn o
S (Al d j{: ﬂAn 1 @x
x€EA,_1
C(d
< W())Z < 1/2 for M sufficiently large.
n(M —a
Hence,
80 (o0 (= 3 B ) 2 0ot
€A,
which implies as before that f2(e) > en for all n > 0. O
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3.3.2 Density of pinned points
Theorem 3.6. Let e be the environment as described in , the following holds :

1. If, additionally, e is such that f9(e) > 0. Then there exists some ¢ > 0 such that for almost
every realisation of e we have

3 70 _d —
i p e (” > Lpicl-aa) > C) =1

1€A,

2. Let Z := {e € {¢,e}2" : fa(e) = 0}. Ife € Z, then for any ¢ > 0 and for almost every realisation
of e we have

. 0 —d _

nl;rgo 1Y, (n Z Lig,el—a,a)] > c) =0. (30)
1€Ap

where Z denotes the interior of the set Z.

Proof. The proof of the first claim goes similar lines of the proof of Fact and hence is skipped.
For the second claim note that f (e) is a function of ¢ and €. Let us write

- . —d
Pn =N Z ]l[ez:g]]l[¢ze[—a,a]}'
CEEAn

It is easy to prove that

O oo o g PILE
aé - MAn’a Pn), 862

Hence (fy (e))n is a sequence of convex functions in the variable €. We know by Theorem [3.1] that it

= Varf\’gva(ﬁn) > 0.

converges to f9(e). Therefore, for e € Z we have

q
lim 180 () = lim (@) _ 21%(e)

n—00 ) n—00 oe oe

=0.

The same reasoning holds for p := n=? > wen, Lea—e) Ljpoe[—a,a)- The second claim is now a straight-
forward consequence of the Chebychev inequality. O

Remark 3.7. The question of the behaviour on the boundary of the 0-phase is intimately connected
with the question of the degree of the phase transition which stays unresolved for the moment.

3.3.3 Strict inequality between quenched and annealed free energies

Theorem 3.8. Tuke (p,e,€) such that p € (0,1) and e < € (no restriction on the sign of ). Let e
be an i.i.d. Bernoulli environment of parameters (p,e,€) as described in . We recall the notations
e* =pe+ (1 —p)é and 02 = *p+ (1 — p) — *2.

(a) Let d > 3. Then,
fi(e) < f(e).

Moreover, there exists c3(d, a,e*) > 0 such that,

fa(e) — fi(e) > e3(d,a,e")o* + 0(c®) as o — 0.
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(b) Let d =2. There exists € > 0 uniform in p,e,€ such that if ¢/® — 1 < €, then

f(e) < f(e).
Moreover, under the same hypothesis on £(e), there exist co(a,e*) > 0 such that,

f2(e) — fi(e) > ca(a,e*)o* + O(c®) as o — 0.

Proof. The same idea as the proof for the attractive é-pinning case can be As in Section [2.3.2] we have

Ze,O
_ ra s —d An,a 1 —d ~l(e)xA
fi(e) = f3(e) = lim n™Eelog 7090 = lim n~Eelog(7,¢' (7))

with ¢(e) = log(pexp(e) + (1 — p) exp(€))) is the annealed environment corresponding to e, and 7, =
eez—é(e).
The following simple estimation is crucial for our proof. We are able to upperbound ﬂﬁ(e)(\A| =k)

using l/ﬁ(e)(\A\ = k) and consequently, using results of [5], by a Bernoulli measure

A <k) = w{A<k) = Y A (Al < Kllos| < a,Va € A)
ACA,
= > A (A < kllge] <avzeAd) < > UNQ(4)
ACAR,|AI<E ACAn,|AI<k
= VDAl < k) <BMA < k)

with A := ¢_(a)(e“®) —1). Let us notice that the above much resembles (23). The proof follows further
unchanged up to where we have to analyse the function

gn(a) = <Z§> log (a ceemHe) (1 - a)) + <]7\;’;) log (a cefHe) (1 - a)) .

We can easily check that §2g,(a) < 0 and g,(0) = 0. Moreover, the maximum is attained for

a = %(—%ﬁ (1—p)+ %p) — 0 almost surely as n — oo by the law of large numbers. The

same reasoning holds then, and we end up with

n—oo

gnl@) " Eelog(A(e4®) —1) +1) as. and in L'.

leading to the upper bound on the difference of free energies

fi(e) = f2e) < Eelog(A(e™ 1 —1)+1) (31)
< logEe(A(e®~4®) — 1) +1)
= log(1)=0

using the strict convexity of the logarithm and the definition of ¢(e). The Taylor expansion of the
upperbound around o = 0 gives the following estimate. (We recall that 0> = Vare(e,), and that
A= c_(a)(e(e) = 1).)

-0 2 (3(e 1) @) +0) oo
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This concludes the proof for d > 3.
The generalization for d = 2 follows the same lines, with A = ¢_(a)(e"® —1)//]log(ef® — 1)
obtain :

c_(a)® (e — 1)2
2log (e — 1)

f(e) — fie) > ( >02+O(03) as o — 0

This concludes the proof for d = 2. O

3.4 Attraction by a repulsive on average environment

Theorem 3.9. Take (p,e,€) such that p € (0,1) and e < 0 < €. Let e be an i.i.d. Bernoulli envi-
ronment of parameters (p,e,€) as described in . We recall the notations e* = pe + (1 — p)e and
ol =¢e’p+e*(1—p)— e*?.

For d > 2, the quenched critical line is located in the quadrant {(c,e*) : 0 > 0,e* < 0}.

More precisely, for d > 3, there exists some C,C" > 0 depending on d,a,p only and € € (0,1) such that
for any environment e which fulfillse > 0, —e < e <0 and

* 0,62
(& >@ fO?”dZQ
e*>—-C-e2 ford>3,

we have f9(e) > 0.

Remark 3.10. 1. Both of this bounds can be seen on Figures @ in the plane (o,e*). Moreover,
the bound for d > 3 can be rewritten as e* > —C"(d, a,p) - 02.

2. Jensen’s inequality gives us an upper bound on C,C’. Indeed, as f*(e) > fd(e), if f2(e) =0
then f9(e) = 0. In particular, we must have —C < g—;ezlgzo < 0. OQur result gives thus an

upper-bound on the behavior of the quenched critical line near o = 0.

\
\

Figure 2: Phase diagram of the model. The red curve is the annealed critical line; the two other curves
are the bounds we get on the position of the quenched critical line for d > 3 (blue curve) and d = 2
(green curve). They are both valid for small o. (Note that the green curve could be above the blue
one, depending on the constants C' and C’, which we do not control. )
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3.4.1 Proof for d >3

Proof. The idea is to tilt the measure such that the field ¢ is shifted up of an amount A on the sites z
for which e, < 0. In this way the shift of the field follows the environment. For some technical reasons,
we need to work with the measure with boundary condition a, so perform two changes of measure (first
one changing boundary condition and the second one to following the environment). Let h > 0 (to be

fixed later).
d O,CL d/,LO 0
—d An
fA ( ) loguA'rue}l (d Oa d Oa Xp Z ex]l[@me[—a,a]] )
KA, e QHA, €A

where (¢z),cp, under u?\’: o Is distributed as (¢5 + h]l[ez<0}) under p% Ar. More formally, intro-

zEA,

. 07
ducing Te p : ((Pz)pen,) = (pz + h]l[ex<0])xeAn’ we define ,LLA:7e7h as “An o Teﬁ.
Using Jensen’s inequality, we get

. . dy dyy!
fi(e) = ndlog !M%7L,e,h exp (Z €oliprelaa) +108 g +log — 50

2€An HA,, eh HA,,
dMO,a dMO,O
—d 0,a An An
> n 'uAn,e,h Z e$]]-[4p$6[—a,a]] —|—logd 0,a +10gd 0,a
€A, An.e,h HA,
—_——

(1) ()

As ZXf oh = ZR’S (which follows by change of variables in the Gaussian integral), the first term can
be written as

M= X (G0~ (B,

{ﬂv,y}ﬂl\n#@
T~y

where @y := ¢z + hl, o). Hence, using the definition of /’L?\’:,e,h’
—d, 0,a n_d 0,a ~ A2 2
W e n (D) = =y > (@ —@y)? — (02— 0y)
Ty

hZn—d
= T Z (Lje,<0] — Lie,<0))”
{xﬂ}xrlgn?éz

The second term contains only boundary contribution of order n%~!. Indeed,

ZOa
(2) = | 2a Z @z — a?|OA,] | + log (ZO )2 2a Z ©p — a%|0A,| | — Cnd?

€A, A €A,

where we used the same methods as in Section to estimate the ratio Z% A, ¢/ ZKO Hence,

n_du?\’aeh(@) >2a-n"4 Z M —Cnt'>h Z Lie,<0) — Cn~'>-Cn™!
xEOA, x€OA,
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We get

_ h2n—d _
@) = Y enpyl(Pe € [maal) = == >0 (Leuco = Lpeyo))® — Cn 7!

d
€A, {z,y}NAn#£D
T~y

Now we use the fact that the marginal laws of all ¢, z € A,, under ,u?"Z are Gaussian variables centered
at a, i.e. p; ~ N(a,or) where o = Var?\’:(goz) < Var%?(p,) < ¢(d) < oo for d > 3. Therefore,

pat(pr € [—a,a)) — iy (pu + h € [—a,a]) = py( —2a,0]) =ty (¢ € [~2a — h, —h])
= —y? /2057
</ /2a h> dy
= as n — oo, (32)

for ¢(d) >> h. In particular we will use that :
s (po € [—aa]) = (g + € [—aa]) > Ci(da) b,

for some C1(d,a) > 0.

> 13 e (W (e € [-a.a]) — Co(d, )b <o)

€A,
h*n~4 2 -1
Y Z (Ljep<0] = Le,<0))” — Cn
{z,y}NAn#2
z~y
Observe that M?\’:(@x € [~a,a]) = MA Or € [-2a,0) > pd(pz € [~2a,0]) > Cy(d,a) for some

Cy(d,a) > 0. By taking the expectation with respect to the environment, using the bounded conver-
gence theorem and Theorem [3.1] we get :

fi(e) = lim Eoff () > ¢*Co(d,a) — hCr(d,a)pe — hp(1 — p)/4 (33)

We may optimize over h as the left hand side does not depend on it. Doing this one checks that
f9(e) > 0 as soon as
*>_Cl(d7a)' p 2

= —K(d e
Colda) 1T-p ¢ (d,a,p) - e

This gives the implicit equation in terms of the variance o2 of e, :

- _ 27 1 el S A
2K D +2 K2 Kp? D

The annealed critical curve as well as this bound are drawn on Figure [2| We recall that is valid
under assumption that A is small. The maximum of is realized at hpax = —% - e, thus it is
enough to assume that e is small.

O
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3.4.2 Proof for d =2

In the case d = 2, the variance of the Gaussian free field diverges with the size of the box, so we cannot
use the previous estimates. To circumvent this problem we introduce the so-called massive free field.
Let m > 0,

. 1 1
gy () = Jos P | g5 Yo (=)’ =m? ) (ea—9)"| [] dee [ dolden),

Ap,m {z,y}NAp#£D €A, €A, €A,
T~y

(34)
Known facts about this model can be found in |7, Section 3.3]. In particular, the random walk
representation introducted for the massless GFF is still true, but for a random walk Y; that is killed
with rate £(m) = %7 namely at each time /, if the walker has not already been killed, the process
is killed with probability £(m), where the killing is independent of the walk.

Lemma 3.11. Let d = 2. Then,
1. There exists some C1 > 0 such that for n large enough, m > 0 small enough and all x € Ay,
0,0
py m(93) < Cillog(m)].

2. There exists some Cy > 0 such that for n large enough and m > 0 small enough, we have

00
An

n"2log ™ > —Cym?|log(m)|.

0
An

Proof. These bounds are rather standard. We give here the main steps of the proofs with some
references. For the first claim, we use the random walk representation [7] to write

o oo
=Y P(Yi=x, 74, AR>0) = (1=&m))' Pu(Ye =2, 7, > 1)
=0 =0

where 75, is the first exit time of A, and N is the killing time of the random walk Y;. Hence,
o
0,0
bl W (02) < L (ef) < (1 - Py(X¢ =0) (35)
=1

where X is a simple random walk (without killing). The projections of X, onto the two coordinate
axis are two independant 1—dimensional random walks X Zl and X g, then by Stirling formula,

2
Pt =0) = (A =02 = () 27%) = 0401wt

The asymptotics of for small m gives the desired upperbound.
To prove the second claim we use the representation of the partition functio~n described in [4, p.542| (it
applies to the massive GFF with an obvious modification). We denote by P the coupling of a random
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walk X, and a killed random walk Y, such that Y,, = X,, up to its killing time RN,

700 1 1 /. -
_ An, _
[An] ™ log g O = A (2 DI (Px(ng = 2,75, > 20) — By(Yop = 2,75, AN > 24))

AN

N | =
WE
R+~

(PO(X% = 0,70, > 20) — Py(Yor = 0,70, AR > 2@))

~
Il
—

0(Xop = 0,7, > 20, < 2/)

I
N | =
M8
R+~

~
Il
—

S P = 0) (1= (1 = m)¥) (36)

WE

1
< =
-2

)
I

Using the same estimate as in , the asymptotics of for small m gives the desired upperbound.
O

The idea is to tilt the measure, as in the proof for d > 3, first to work with the massive measure, and
second to follow the environment such that the field ¢ is shifted up of an amount h on the sites x for
which e, < 0. For some technical reason, we need to work with the measure with boundary condition
a, so we perform three changes of measure (first one for changing boundary condition, a second one
for adding mass, and a third one for following the environment).

Let h > 0 and m > 0 to be fixed later.

len (e) = n2log “%S (exp Z ex]l[¢z€[a7a}]>

Z‘EAn

d'LLO,O dILLO,S d,U/([);S

— 0, A Ay )y

= n QIOgMAj,m,e,h (eXp<Z ezlig, cl—a,a)] +1°gd 0, +logd 0,5 +10gd o,sim ))
zEN, Ha, KA, m KA, m.eh

where (¢z),cy, under u%j o is distributed as (o, + h]l[ez<0])x€ A under M?\’j ., 3 more formally,

introducing Tep, : ((92)pen,) — (0o + h]l[ew<0]):ceAn’ we define M?\i,m,e,h as u?\’im o Tejé Using
Jensen’s inequality we get

0,0 0, 0,s

q > 2,08 1 log ka4 dpsy, 1 Hnm

fx, (@) = n7opy e Z exlip,e[~aa]] T 08 1 0 tlog —55—+ 08 0%
€A, 'uAn 'LLAnam lu'An,m,e,h

(1) (2) ®3)

As in the proof for d > 3, we have

— O7 B
n 2’u’/\j,m,e,h((1)) > —Cn 1,

0,s 0,s 0,0 0,0
) Z ) ) k)

By Lemma 3.11] we have g = —g —g™ g > —Cn — Con®m?|logm|, and then
An,0 Anp,m An,0 An,0

ZO,s
(2) = log ( AS’;”) + m? Z @2 > —Cn — Con?m?|logm| 4+ m? Z ©2
ZA’n CCEAn Z‘eAn
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hence,
02y o n((2) = =Cnt = Com?|logml.

Finally, noticing that Z[(i’j meh = z° A’n ., (just perform a change of variables in the Gaussian integral),
we can compute the third term.

e (R S e LI R

{z,y}NAn#2 €A,
T~y

where g?)x = ¢z + hlg, <o Now we will use the fact that the marginal laws of all o, x € A,

under ,uA are Gaussian variables, i.e. @, ~ N(uZ,022) where uZ =~ s except for = close to the
boundary of the box. Indeed, by the random walk representatlon of the mean, there is C' > 0 such
that |MA m(cpx) — 5] < C(1 + m?)~Il#=95l Moreover, (6%)* = VarAnm(cpi) < Ci|logm|. Using the

definition of ,u An m.eh and computing the terms as in the proof for d > 3,

9 0s h*n =2 _ _
n2 Uy men((3) > — 5 > (Qeco) = Teyeo)® =0 2m?h* > Lj o+ Cn7!
{xrygl/?\jﬁég TEA,

We get, for n large enough and m small enough

_ h?n =2
M) = Y eapy” (¢ € [Fa.a)) g > (<o) = Lpey<0)?
zEA, {z,y}NAn#2
z~y
—n"?m?h? Z Lie, <o) — C'm?|logm| — Cn~ 1,
TEA,

for some C and C’ > 0. Note that for O(n?) sites x, we have

M?\im(@m € [—a,a]) — u?{im(gow +h€[-a,a]) = ;70_2(0,) -h asn — oo, (37)
for h << a < s = Ci|logm|, and o = Cj|logm|. Above ®,, stands for the p.d.f. of the above
Gaussian distribution with mean s and variance 2. In particular, for a positive fraction of z (close to
1) and m sufficiently small, we have the upper bound :

0, 0, Ci(a)
uAi,m(SQT € [_a’a]) - /J'Aj,m((pﬂ? +he [_a7a]) > Hogm| - h,

for some C1(a) > 0. Now we can compute :

_ C1(a)

2 1

fA = r%\: €z MA m (¢z € [~a,a]) — m [em<0])
h?n~? 2 2272 12 1
-3 Z (Ljey<0) — ﬂ[ey<0]) —n"*m°h Z Lie, <0 — C'm*[logm| — Cn~
zy

Observe that ,uA Cm(pz € [-a,a]) > 2a- @) ,(—a) = I%g(irzl uniformly in € A,. Let us take the

expectation with respect to the environment, and use the bounded convergence theorem and Theorem

BI] we get :
fae) = lim Eoff (o) >

* Cl(a) . Cl( ) h2m2p _ h2 . M _ O/m2| log m’(38)
| log m| |log m| 4
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Our aim now is to show that the right hand side can be positive even when e* is negative. In the
above expression h,m are free parameters which we may vary. However, we have to remember that
both h and m need to be small enough, which makes standard optimisation analysis cumbersome. We
are going to show that there exists C' > 0 and e, < 0 such that for any e € (ey,0) and

2

e
* . L
© 7 M log(—e)’
there exist small h and m such that the rhs of is positive. Notice that the result will imply that
for any e* > C% the free energy is positive. Let us choose the value of h which maximizes
for fixed m, i.e. -
C
B i{a)e (39)

(2m?p + (1 = p)/2)|log(m)|
and for m let us take 3
m? = —k/(logk)?, where k := —e*C1(a)/C". (40)

One can verify that with the above choice of parameters both h and m are as small as we want. Let
us first put into the rhs of and obtain

o Ci(a) C1(a)*pe?

— CO'm?|1 .
fTogm| * @m?p+ (1—p))(logm)? _ C ™ s

f(e)

For k and consequently m small enough we have

o C1(a) C1(a)?pe?

/2
— 1 .
Togm| ~ 2(1 - p)(ogmy? _ C "™ 118!

fd(e)

2

Further let us multiply both sides by (logm)? and insert (40).

Ci(a)?pe?

+ C'm?(log m)?
21— p) oz m)

fa(e)(logm)? > —e*Cy(a)logm +

__e*Ci(a) B Ci(a)’pe® B 3
= 5 (logk — 3log(|logk|)) + 21— p) Sllog k)7 (log k — 3log(]log k|))
o *él (a’) * / Cl(a)2p§2 *él (CL) * *

= —e Tlog(—e Ci(a)/C") + 21— p) +e 3 +o(e*) as |ef] =0

From the last claim it is straightforward to conclude existence of C' (sufficiently small) and e, with the
properties described above. O
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