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Abstract 

 
At present, more than 2000 local small- and medium-sized banks in China are facing fierce 

competition in terms of retail loans between online internet company and offline homogeneous banks. 

However, these small and medium-sized banks are not lack of opportunities, but lack of capacity. 

With the rapid development of Internet technology, small and medium-sized banks can gain 

competitive advantage by using the local big data resources which are relatively easy to obtain.  

 

Through the application of an online ‘Citizen loan’ personal credit product of Baotou rural 

commercial bank (BTB), this paper deeply studies and analyzes all kinds of data fusion and 

modeling available to small and medium-sized banks, and establishes a localized ‘Citizen loan’ risk 

control model by using XGBoost and "Knowledge Graph" tools. In this practice process, this paper 

deeply compares and analyzes the advantages and disadvantages of the models based on public data 

sets and local data sets (superimposing the former), and concludes that the optimization local model 

based on local data sets has better performance. This ‘Citizen loan’ risk control model based on local 

data set was actually deployed and applied in BTB in 2019, and has greatly improved both customer 

benefits and bank benefits.  

 

This result fully shows that the research results of this paper can help small and medium-sized 

banks to find a feasible way to realize the transformation of retail strategy through financial 

technology empowerment. 

 

 

Key words: Citizen Loan; Credit Risk Modeling; Data Feature Engineering; XGBoost; Knowledge 

Graph 
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Can Small Banks Compete on Local Data in Online Retail Loans? 

The Example of Baotou Rural Commercial Bank 

 

 
1. Introduction 

 

1.1.  The Difficulties and Problems Solved in Baotou Rural Commercial Bank 

 

In China, there are more than 2000 local small- and medium-sized banks similar to Baotou Rural 

Commercial Bank (BTB) (Li, Sun and Zhu 2018). These banks are facing fierce competition both 

online and offline in terms of retail loans (Sun 2019). 

 

On the one hand, the retail loan products launched by the Internet financial institution, such as ‘Jiebei 

loan’ by Alibaba and ‘Weili loan’ by Tencent, based on their very large amount of transaction data 

(Nicoletti 2018), have the characteristics of fast loan application (generally completed in 20-30 

minutes), small amount (average 5000 yuan per loan), simple procedures, good experience and so 

on. These online platforms cause continuous loss of traditional customers, especially young 

customers, for small and medium sized banks. 

On the other hand, the pressure of homogenization competition among local banks is also increasing 

(Bian 2017). Because there is no better risk control based on big data analysis, small and medium-

sized banks can only focus on high-quality people based on identity (such as high-salary people in 

enterprises and institutions). This traditional way cannot form unique competitive advantages. Due 

to the price war of retail loans, these small and medium banks cannot develop quickly. Their asset 

quality cannot be guaranteed as well. 

However, small and medium banks could still gain predominance in the competition by applying 

financial technology. With the rapid development of Internet technology, small and medium-sized 

banks have the advantages in aspects of quicker decision process, easier effective data gathering and 

higher customer loyalty, which could bring opportunities for them and achieve new development. In 

more detail, 

1. local banks could gather a large number of local public data in local public enterprises and 

institutions (such as social insurance, individual income tax, accumulation housing fund, 

communication operators, etc.); 

2. Customers, especially young customers, generally use various mobile phone smart applications. 

These applications generate a large number of personal data that can also be fused with local data 

to generate new financial value; 

3. There are a large number of local Internet applications, such as a hospital app, community app 

and local e-Business to Customers, which can provide cooperation opportunities for small and 

medium-sized banks, on the one hand, and also provide a large number of local data, on the 

other hand; 

4. The actual survey shows that even if Internet finance is rapidly popularized, the penetration rate 

of personal credit of local customers is still less than 40%1, local banks still have a chance to 

gain market share. 
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Therefore, this research is interested in how local small- and medium-sized banks could face the 

fierce online and offline competition, and how to seize opportunities to be used in the local market. 

The research question of this paper is ‘Can local banks innovate and establish a localized ‘Citizen 

loan’ risk control model to achieve new development in the FinTech industry?’ The BTB is used as 

a case study to answer this question. 

This paper discusses the application of an online ‘Citizen loan’ personal credit product launched by 

BTB in 2019, deeply studies and analyzes various data fusion and modeling available to small and 

medium-sized banks, and establishes a localized ‘Citizen loan’ risk control model by using XGBoost 

and Knowledge Graph tools. 

In the process of research and practice, this paper deeply compares and analyzes the advantages and 

disadvantages of the models based on public data sets and local data sets (superimposing the former), 

and draws an exciting conclusion that the optimization local model based on local data sets has 

better performance. This ‘Citizen loan’ risk control model based on local data set was actually 

deployed and applied in BTB in 2019, and has greatly improved both customer benefits and Bank 

benefits. 

This result fully shows that the research results of this paper can help small and medium-sized banks 

to find a feasible way to realize the successful transformation of retail strategy through financial 

technology empowerment. 

1.2.  Literature Review 

 

1.2.1. Research on the Credit Risk Feature of Citizen Loan 

 

Loan features are very important to this study. The first step of modeling is to select and optimize 

the features. This paper has noticed that there have been some studies on different features (Dai, 

2018). Normally, the loan features can be classified into basic features, internal features and external 

features. The basic features of loans refer to loan amount, term, interest rates, usage of loan 

repayment method and so on. Internal features refer to the age, gender, housing, occupation and work 

of citizens. External features refer to other external factors such as external records, lending 

institutions, guarantees, policies and so on. Through the division of different features, the 

assessment of credit risk feature of Citizen loans can be more intuitive and easier to understand. 

 

1.2.1.1. Research on Basic Features 

 

Baptista, Ramalho and da Silva (2006) concluded that the credit risk impact indicators of farmers' 

loans are as follows: loan amount, loan terms, loan usage, legal records, business philosophy, and 

business level. Through the analysis of microfinance in Bangladesh, Rubana Mahjabeen (2008) 

believes that the loan risk will be affected by the total loan amount, loan cycle, and the value of 

durable goods owned by the lender. 

Lv and Lv (2011) concluded that the loans limit significantly affected the repayment behavior of 

farmers' loans, and played a positive role. Zhang, Du, Jing et al. (2017) found that the correlation. 

 
1 According to the investigation report of BTB in local. 
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between credit level indicators and farmers' real default is not significant, which means that the 

internal credit rating of local credit institutions for loan farmers cannot effectively predict the credit 

risk of farmers. Micro indicators such as interest rates, gender, marital status, occupation, education 

has a greater impact on credit risk. 

 

1.2.1.2. Research on Internal Features 

 

Compared with basic features, the internal factors of citizens basically reflected some features of 

citizens. From the research level, it will be slightly less than the basic features. The research all over 

the world basically conforms to the general structure. 

In the 1930s, Durand constructed a Consumer Credit Scoring System including age, gender, 

residential stability, occupation and job stability (Chi 2010, Cui, 2005). James Copestake (2007) 

conducted a questionnaire survey on financial institutions, and found that the main influencing 

factors of farmers' loan risk were the lender's profile, gender, age, the number of family workers, 

and the family's net assets. Jha and Bawa (2007) studied the case of small loans in India, and 

concluded that education level, family income, legal constraints, fixed assets and so on affect the 

loan risk. 

Lianwei Chen (2008) used the decision tree algorithm to select 15 indicators, including age, gender, 

family income, loan history, judicial records and so on, from the natural situation, family situation 

and credit situation to establish the evaluation system of farmers' loans. Junyang Cui (2011) 

extracted 6000 samples of farmers from rural credit cooperatives in Jilin Province, and 

conducted binary regression analysis on the influencing factors of farmers' loan default. The results 

showed that gender, age, education level, family income and expenditure of household played 

significant roles in farmers' default behavior. Lanxiang Zheng and Xue Wan (2014) did Logit 

analysis by selecting 13 indicators such as labor force, age and education levels from the credit 

rating table of rural microfinance companies in Feixi County, Anhui Province. Before determining 

the optimal variable index, normal hypothesis test, heteroscedasticity test and multicollinearity test 

are used to determine the available indicators of the model. Meng Xia, Banghong Zhao, Junqin 

Wang (2015) conducted a correlation analysis study. The results showed that the education level of 

farmers, the number of family labor force, business status, credit status and so on have a great 

impact on the possibility of farmers defaults on loans. 

 

1.2.1.3. Research on External Features 

 

The research on the external characteristics of Citizen loans is affected by various factors, which is 

obviously less than the basic characteristics and internal characteristics. On the one hand, it is 

affected by the acquisition of extension indicators, on the other hand, it is also affected by the 

effectiveness of indicators. 

Hartarska and Nadolnyak (2007) analyzed the situation of small loans issued by the World Bank. 

The results showed that the knowledge and ability of the lender and whether there was a guarantee 

or not it was the main influencing factors of loan risk. Zhengbo Li, Jie Gao, and Weijie Cui (2006) 

indicated 19 evaluation indexes including the amount of labor force, credit union reputation, service 

and so on. Guotai Chi and Wei Wang (2009) established a set of Scientific Development 

Evaluation Index System including five aspects of economy, ecology, society, human development 

and technology through correlation analysis, correlation analysis and cluster analysis. Qiang Wei 

and Diguang Wang (2016) combined the special risk factors of P2P online lending platform, and 

individual borrowers and small and micro enterprises, a total of 18 indicators were selected to build 

an online loan index system. 
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1.2.2. Research on Credit Risk Evaluation Method of Citizen Loan 

 

Credit risk evaluation methods can be divided into three types, mainly according to the basic 

disciplines, including statistical methods, operational research methods and data mining methods. 

The XGBoost algorithm applied in this paper also belongs to a data mining method. XGBoost 

(extreme gradient boosting) algorithm is an efficient implementation version of gradient boosting 

algorithms. Because of its excellent effect and efficiency in application practice, XGBoost is 

widely praised by the industry. 

XGBoost algorithm is an integrated learning model proposed by Chen and Guestrin (2016) to 

improve the gradient lifting decision tree model. The decision tree in the algorithm has sequential 

correlation. Based on the prediction error of the previous round, the prediction error of each round 

is used to construct the model iteratively to improve the accuracy of prediction. 

At the research level of common data mining methods, Dutta and Shekhar (1988) applied neural 

network prediction models to bond credit rating. Tao Wen et al. (2004) established a farmer credit 

rating model based on BP neural network. The credit status of 150 farmers in Chongqing is studied. 

Jiana Xu, (2004) established the Ahp-ann model for credit risk assessment of commercial banks by 

combining the artificial neural network credit risk assessment technology with the analytic hierarchy 

process (AHP). Cai et al. (2011) and others used the decision tree method to evaluate the credit risk 

of farmers' micro loans in a credit cooperative. Tao Zhang (2017) established a decision tree 

classification model with 8 factors as independent variables, such as household features and 

household features, with farmers' willingness to loan as the target, so as to provide valuable 

classification rules for rural financial institutions. The results show that the values of 7 factors, such 

as household population, land area and education level of the head of the household, can form 10 

classification rules with different attributes. 

For other data mining methods, Wang et al. (2005) used modified ants algorithms, MAA. This 

paper makes an empirical study on the actual cases of commercial banks. Yanling Wei (2009) used 

fuzzy clustering method to divide loan farmers into groups with different credit characteristics. 

Rural credit cooperatives further analyzed their credit risk to provide theoretical support. 

Knowledge Graph, also known as the map of scientific knowledge, is a series of different graphs 

showing the relationship between the development process and structure of knowledge. It describes 

knowledge resources and their carriers with visualization technology, and excavates, analyzes, 

constructs, draws and display knowledge and their interrelations. The concept evolution of 

Knowledge Graph has gone through the stages of semantic networks, ontology, web, semantic web, 

linked data and so on. It was proposed by Google in 2012. Google hopes to build the next generation 

of search engines through knowledge graph, so as to optimize the search results. In 2018, Fengyu 

Lei (2018) described the association network between credit entities through the knowledge graph 

efficiently and intuitively. With the help of the knowledge graph technology innovation and full-

dimensional portrait of the subject, the real situation of the subject can be realized. With the help of 

the knowledge graph, many problems and shortcomings of the previous traditional risk management 

schemes can be realized, and better help financial institutions to carry out risk management. In 2018, 

Xiaoyang Yu (2018) proposed a knowledge graph construction scheme with entity acquisition and 

entity-relationship extraction as the main means through the general framework of knowledge 

mapping technology. This paper designs and implements an information system based on the 

knowledge graph of capital market figures and enterprises. 
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1.2.3. Summary 

 

This chapter mainly studies and analyzes the literature related to personal loans credit risk 

evaluation from two aspects: the selection of credit risk evaluation features and risk evaluation 

methods, and has a more in-depth understanding of the current domestic and foreign research. It 

should be said that the previous research has made more valuable achievements and summed up a 

wealth of experience. It enriches the research results from different research perspectives and research 

methods, and plays an important reference role in the research and application of personal credit risk 

evaluation. 

From the content of literature research, it is not difficult to find that the current research on personal 

risk evaluation index mainly focuses on the basic elements and internal factors of personal loans. 

The problems of limited sources of evaluation information, few evaluation dimensions and 

insufficient pertinence are common. With the continuous development of Internet technology and the 

continuous expansion of everyone's digital survival, the data sources for individual customers are 

more extensive and more complete. Therefore, in a more objective way, in a better data 

environment, the credit risk evaluation of personal loans can be further studied. This paper uses 

external big data resources and local big data resources to further study personal credit risk 

evaluation, which is also based on this big premise. 

2. Methodology 

 

2.1. Problems of Retail Loan of BTB before 2019 

 

Before the practice of this paper in 2019, the main problems of BTB's retail loan are as follows: 

 

1. The external Internet network banks began to penetrate the local market. For example, Haoqi 

loans (ZhaoLian Consumer Finance Company), Haoren loans (XWBank) and XinYiDai Loan 

(Ping An Puhui Enterprise), etc. According to market research, these products have good 

performance in terms of credit granting groups, approval efficiency, interest rate, average line of 

credit and customers' convenience, which makes local agricultural commercial banks face 

greater challenges in small and microcredit and personal consumption loans. 

 

Company Product 
Credit 

Group 

Efficiency of 

Approval 

Annual 

Interest 

Rate 

Average Line 

of Credit 

Customer's 

Convenience 
Strength 

ZhaoLian 

Consumer 

Finance 

Company 

Haoqi 

Loan 

Consumers 

with high 

Zhima credit 

score 

2 mins 

15% 

- 

36% 

12,000 

 

   
The application 

details are simple; 

give the credit line 

within 2 minutes. 

WBank 
Haoren 

Loan 

A wide range 

of customers 
2 mins 

10.8% 

- 

28% 

3,500 

 
   

Each step has a 

marketing action; 

application details 

are relatively 

simple, and most of 

them are optional 

options; the credit 

line is given within 

2 

minutes. 

Ping An 

Puhui 

Enterprise 

XinYiDai 

Loan 

Small and 

micro 

entrepreneurs 

got in offline 

2 mins for the 

first time and 

30 mins for 

raising the credit 

line 

7.5% 

- 

24% 

135,000 

 
  

Large credit line, 

wide interest rate 

range, customer 

manager service, 

maintenance. 



13 

 

 

Table 1: Analysis of External Internet Banking Products (2018)
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2. Other local banks seized the market. At present, all kinds of local commercial banks have occupied 

the credit group of small and micro businesses. Due to the low capital cost and low loan interest 

rate to customers, most of the head customers, such as CCB Kuai loan, Postal savings bank Jisu 

loans, Mengshang bank Shangyingbao Loan and Jingu agriculture bank's farm loan products, 

have good performance in credit granting group, approval efficiency, interest rate, average line 

of credit and customers' convenience. As a result, the quality of customers obtained by farmers 

is relatively low, and the stock market is gradually eroded. Taking the credit market in rural 

areas as an example, the market share of BTB decreased from 65% (2015 data) in the past to 

48% (data in 2019); 

 

Company Product 
Credit 

Group 

Efficiency 

of 

Approval 

Annual 

Interes

t rate 

Average 

Line of 

Credit 

Customer's 

Convenience 
Strength 

CCB Kuai Loan Old customers 5 mins 

4.3% 

- 

5% 

5,000 

 
   

The examination and 

approval speed are 

fast, the interest rate 

advantage is very 

obvious, and the 

operation is 

completed online. 

Postal 

Savings Bank 
Jisu Loan 

Small and 

micro 

entrepreneurs 

got in offline 

15 mins 

7.5% 

- 
10% 

35,000 

 
  

The credit line is 

high, up to 200000 

yuan, and the 

approval speed is fast. 

Mengshang 

Bank 

Shang- 

yingbao 

Loan 

Small and 

micro 

entrepreneurs 

got in offline 

7  

Working 

Days 

7.5% 
- 

12% 

155,000 

 
  

Large line of credit up 

to 1 million, flexible 

products, customer 

manager service, 

maintenance. 

Jingu Bank 
Farmer 

loan 

Customers in 

rural areas 

3 

Working 

Days 

7% 
- 

9% 

85,000 

 
  

High credit line, fast 

approval and low 

interest rate. 

Table 2: Analysis of Other Local Banking Products (2018) 

 

3. Lack of external data and the rate of NPL was very high. Before 2018, BTB did not introduce big 

data resources for risk assessment, relying solely on the credit reporting records of the central 

bank, making subjective judgments, and the standards are not uniform. As a result, the quality of 

credit assets is uneven, and the key influencing factors cannot be evaluated. When risks are found, 

effective risk control measures cannot be adopted in a consistent manner. The rate of NPL is high, 

and it is difficult to control effectively. Only relying on manual investigation and subjective 

experience approval, the rate of NPL in retail loans was 3.2%. 

 
Personal Credit Reference in PBC (People’s Bank of China) Personal Data Owned by BTB 

Cumulative overdue times in recent 3, 6 and 12 months Customer Ranking 

Having special transaction type in the past 2 years including 

repayment by guarantor, etc. 

AUM balance, deposit balance and financial balance 

Accumulated overdue times of credit card in recent 3, 6 and 

12 months 

Asset Information 

The frequency of 1, 2, 3 + in recent 6, 12, 24 months Liability Information 

Overdue amount of current loans and credit cards Business information 

Number of queries on loan approval and credit card 

approval in the last 2, 3, 4 and 6 months 

Revenue Information 

Outstanding monthly mortgage payments Family member information 

Table 3: List of Data Used as Risk Assessment (2018) 
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Time Performance 

First Quarter in 2018 2.85% 

Second Quarter in 2018 3 .20% 

Third Quater in 2018 3.11% 

Fourth Quater in 2018 3.20% 

Table 4: Cumulative NPL of Retail Loans of BTB before Introducing External Data (2018) 

 

Time 
A 

Sub-Branch 

B 

Sub-Branch 

C 

Sub-Branch 

D 

Sub-Branch 

E 

Sub-Branch 

F 

Sub-Branch 

First Quarter in 2018 1.70% 3.45% 3.25% 2.36% 1.11% 1.89% 

Second Quarter in 2018 2.28% 1.76% 1.16% 3.13% 3.32% 2.28% 

Third Quater in 2018 1.14% 3.36% 1.27% 1.44% 3.17% 1.12% 

Fourth Quater in 2018 2.85% 1.37% 2.54% 1.55.1% 1.77.5% 3.55% 

Table 5: Cumulative NPL of Retail Loans of Different Sub-Branches of BTB (2018) 

 

(Due to the different standards of credit assessment, the NPL performance of the same sub-branch is unstable) 

 

4. The cost of developing customer is high and the occupation of human resources is high. Small 

and high-frequency loans are the main positioning of BTB's personal credit. When granting 

loans, they rely on labor-intensive way to operate, which results in large personal investment 

and high loan operating costs. At present, the average number of customer managers managing 

accounts have reached 300, but the per capita amount of account management is only 

18.9 million, which is not conducive to the expansion of new loans and post loan management. 

The increase of personnel will increase the cost of exhibition industry, which will lead to a 

dilemma in cost control and business expansion. 

 

Items 
Investment  

Cost 

Information  

Cost 

Processing 

Cost 

Other Cost  

(Notarization and 

Evaluation) 

Total 

(100,000 yuan as an 

example) 

Credit and 

Guaranteed Loan 
150 yuan/person 20 yuan/person 0 0.3%*credit line 470 yuan 

Mortgage 250 yuan/person 20 yuan/person 80 yuan 1.3%*credit line 1650 yuan 

Table 6: The Cost of Developing Customer Analysis (2018) 

 

 

Item Account Manager Develops Customers Time to Go through the Formalities 

Credit and Guaranteed Loan 5 working days 3 working days 

Mortgage 10 working days 10 working days 

Table 7:Time and Cost Analysis of Development and Promotion, Comparison of Customer Manager's Time and Procedures (2018) 

 

5. There were a lot of offline collected data, which were not fully utilized. The application form 

information, such as identity information, education information, work information, family 

information, social relations and other information are the data advantages of BTB. They are 

scattered in 14 different systems and have no ability to integrate and quantify. The characteristics 

of bad debt customers in the past have not been quantified and refined, so they do not have the 

guidance role for individual credit. 



16 

 

 

2.2. Available Resources 

 

The key to solve the problem is still big data, which is the basis of all analysis and modeling. 

Therefore, for BTB, in addition to obtaining the same big data resources as its external competitors, 

it is a feasible way to excavate local big data resources and form competitive advantages locally. 

Fortunately, BTB, after all, is a bank that has been deeply cultivated in local for many years. In the 

process of long-term cooperation with various local institutional customers (such as local social 

security, provident fund, communication corporations, agricultural bureau, etc.), BTB can legally 

use all kinds of data resources of these institutions for individual customers through technical means, 

and quantify and label them. These customer information scattered in various local institutions can 

be associated through key fields such as ID card number and mobile phone number to form local big 

data resources. 

According to the local research, both the external competitors and the local competitors of BTB have 

not applied the local big data resources on a large scale. 

Local big data has the following values: 

 

First, the application of external big data with local features, such as local e-commerce transactions, 

social data and mobile communication information, will be more accurate in local customer groups. 

Second, local banks have more advantages in obtaining big data with local features, such as local 

provident fund data, tax records of local small and micro enterprises, medical care, education, etc. 

BTB can dig customers and control risks in these scenarios, which is an advantage that online Internet 

credit institutions do not have. 

Third, local institutions can obtain a large number of data through manual collection by taking 

advantage of sub branch network advantages, and these data can be precipitated, which is not 

available in other competitors. BTB has a long history of local operation, and has a good foundation 

in local customers, especially the data collection and filing of farmers are relatively complete and 

comprehensive. In particular, BTB has natural advantages in mastering the villagers' social relations, 

such as the degree of family harmony, the relationship between father and son, and brother-in-law. 

At the same time, with the help of all kinds of nationwide big data companies which have developed 

rapidly in recent years, BTB can also fully obtain the external big data resources of local customers 

(such as external special loan information (customer credit information that he borrowed money 

from different parties), e-commerce transaction records, social information, etc.) like external 

Internet financial competitors. 

In this way, the local big data resources + external big data resources constitute the data resources 

that can be used for modeling in this paper, which makes the research of this paper have a solid 

foundation, and on this basis, the established risk control model is continuously optimized and 

evaluated, and the ultimate goal is to form a competitive advantage for competitors locally. 

2.3. Data Sources 

 

The target customer of samples refers to Baotou City in Inner Mongolia Autonomous Region. This 

city is a typical fourth tier city in China, with good industrial and agricultural foundation. There are 

more than 300 similar cities in China, involving a population of 300-400 million. In this city, there 

are about 2.6 million permanent residents, aged from 18 to 60 years old, who have lived for more 

than a year, including about 400 thousand farmers. Local citizens (including farmers) are the main 
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service objects of the BTB. The BTB, relying on their own sub branch network advantages, get a 

large market share in the local agricultural areas. 

Due to the development of the external big data environment of the whole country and Baotou City 

for many years, the data sources that BTB can obtain and can continuously obtain within three years 

are mainly divided into the following six categories: 

1. Bank internal data sources (including 114,356 individuals, whose name, ID number, telephone 

number, account opening information, deposit performance, loan performance, blacklist, etc.); 

these data have about 96,516,464 fields. 

2. External big data sources form local financial institutions (including 114,356 individuals credit 

reference from PBC (People’s Bank of China), in detail, personal credit information and debt 

performance in those financial institutions) these data have about 77,533,368 fields. 

3. Internet external big data sources (including about 114,356 local people, whose blacklist and 

external credit information that he borrowed money from different parties, e-commerce 

information, social information, mobile communication record and application information, etc.); 

these data have about 552,568,192 fields. 

4. Local external big data sources (including about 64,357 local people, whose customer blacklist 

and credit information that he borrowed money from different parties, customer credit score, 

social security, personal tax, provident fund, communication records, civil affairs, etc.); these 

data have about 2,188,138,000 fields. 

5. Local scene big data sources (including about 59,453 local people, whose medical, education, 

transportation, business, etc.); these data have about 1,367,419 fields. 

6. Big data sources of farmers (including 12,468 local people, whose family relations, neighborhood 

relations, land acre, annual income, etc.); these data have about 10,522,992 fields. 

 

Item 

Overall Data BTB Data 

Persons 

Information 

Volume of 

Single Person 

Total Number of 

Information 
Persons 

Information 

Volume of 

Single Persons 

Total Number of 

Information 

Internal Data 612,543 18 11,025,774 114,356 844 96,516,464 

External Financial Data 

(Credit Reference) 

 

825,436 

 

156 

 

128,768,016 

 

114,356 

 

678 

 

77,533,368 

Internet 

 Big Data 
1,414,356 4,832 6,834,168,192 114,356 4,832 552,568,192 

Local External  

Big Data 
2,403,552 34,000 81,720,768,000 64,357 34,000 2,188,138,000 

Local Scene Big Data 

(POS e-Commerce Data) 

 

1,825,088 

 

23 

 

41,977,024 

 

59,453 

 

23 

 

1,367,419 

Big Data of Farmers 63,564 156 9,915,984 12,468 844 10,522,992 

Total  88,746,622,990  2,926,646,435 

Table 8: Quantity Analysis of Various Big Data (2018) 

 

(Note: the overall data refers to the total amount of the data based on the local market, while the BTB 

data refers to the data that can be directly obtained based on the stock customer data of BTB.) 
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According to the needs of modeling in this paper, the above six parts of data are mainly divided into 

two parts: 

Data Source 1 (Public Big Data): big data inside the bank; big data from external financial 

institutions; big data from the Internet; 

This part of the data source is available to any competitor of an external bank, which is relatively a 

public resource; the main external competitors of BTB can obtain such data. 

 

No. Data Source 1 Field Description 

1 Internal Data Account opening date, deposit performance, business data... A total of 55 fields. 

2 
External Financial Data 

(Credit Reference in PBC) 

In the past 3, 6, 12 months, the cumulative number of overdue; hit the special transaction 

type in the past 2 years, there are guarantor repayment and repayment with assets; credit 

card overdue cumulative times in the past 3, 6, 12 months; 1, 2, 3 + times in the past 6, 12, 

24 months; current loan, credit card overdue amount; loan approval, credit card approval 

query times, the amount of outstanding monthly mortgage, the number and amount of 

unsettled loans and the monthly payment amount of credit cards…, which have 156 fields. 

3 

 

 

Big Data  

from the Internet 

There are 80 fields in total, including the blacklist of court executors through ID card, the 

high risk of non-banks (including all non-bank types) through ID card, the number of 

application institutions in non-bank institutions - licensed online small loan institutions in 

recent 6 months, the number of applications in non-bank institutions in recent 6 months, 

and the number of applications in non-bank institutions in recent 6 months. 

... 

Table 9: Data Source 1 Field Analysis Table (2018) 

 

Data Source 2 (Local Big Data): local external big data; local e-Business big data; farmer big data; 

 

Compared with data source 1, these data sources obtained by BTB are localized data. These data 

have distinctive characteristics of local customers in Baotou, but external Internet banks cannot or 

are difficult to obtain them. This part of the data source is the key basis of this study. 

 

No. Data Source 2 Field description 

1 
Local External  

Big Data 

There are 50 fields, including: 

Personal communication information, suspected card maintenance (abnormal use 

number) identification, average bill amount in the past three months, mobile phone 

number attribution city label, mobile phone number total shutdown frequency tag (yuan) in 

the past six months.... 

The base number of provident fund deposits, the monthly deposit amount of provident 

fund, etc. 

The base and amount of individual income tax payment. Personal 

car ownership. 

Personal marital status. 

Personal household registration status. 

2 
Local e-Business 

Big Data 

Sales amount, number of customer orders, customer unit price, product number, 

transaction time... A total of 14 fields. 

3 Farmers’ Big Data 
There are 156 fields including basic information, village group, main family members, 

house property, land and agricultural machinery…. 

Table 10: Data Source 2 Field Analysis 

 

 

2.4. Modeling with External Public Big Data and Local Data 

 

The key points of this study are as follows: 
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1. External public big data (data source 1) is used to model and build Public model to achieve the 

same performance as competitors. 

2. On the basis of external public big data modeling, the local data source (data source 2) is introduced. 

After the combination of the two data sources, the joint modeling is carried out to build the Local 

model, and the Knowledge Graph and other tools are used to solve the difficulties and problems 

of feature selection in the process of joint modeling. The goal is to make the optimized results of 

joint modeling significantly better than the former. 

3. The cost-benefit analysis of joint modeling is carried out to determine the economic feasibility of 

joint modeling. 

The selected modeling methods are as follows: 

 

The modeling method selected in this study is XGBoost, which is mainly based on the following 

reasons: 

1. At the same time, it can also process large-scale data efficiently. 

 

2. It is easy to engineering and easy to realize in practical application. 

 

3. The algorithm has good effect and strong ability to solve practical problems. 

 

4. High tolerance for missing and missing data. 

 

2.5. Our Findings 

 

In the research of this paper, the first aspect: through two data sources, the existing data sets 

(30774 BTB 2018 sample data) are compared by using XGBoost, and the modeling effect is very 

significant: 

 

 

Item 

 

Data Source 1 

(Public Model) 
Data Source 1 + Data Source 2 

(Local Model) 

Under the Same Passing Rate 

(Pass Rate = 80%) 
Bad Debt = 1.9% Bad Debt = 1.1% 

When the Bad Debts Are Consistent 

(Bad Debt <= 1%) 
Passing Rate=30% Passing Rate=75% 

Lift Analysis 

(Decile=10） 
3.62 5.56 

Table 11: Comparative Analysis of Modeling Effectiveness of Two Different Data Sources 

 

Under the same pass rate, the bad debt rate of the Local Model is lower than that of the Public 

Model; under the same bad debt rate, the pass rate of the Local model is higher than that of the 

Public Model. If the bad debt rate is controlled within 1%, the pass rate of the Local Model can 

reach 75%, while that of the Public Model can only reach 30%; if the pass rate is controlled at 80%, 

the bad debt rate of the Local Model is 1.1%, and that of the Public Model is 1.9%. 

From the lift analysis, the gain of local model is better than that of the Public Model. 

 

In the second aspect of this paper: the new local model is used to establish the Citizen loan 

products, which were operated in one year in 2019, and the actual income is very significant: 
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Before the system went online (2018) and after the system went online (2019), comparisons are as 

follow: 

Customer benefit analysis: (1) the acquisition time of a small loan was reduced from 3 days to 3 

hours; (2) the number of transactions: the number of transactions increased from 73,788 in 2018 to 

197,233 in 2019, with wider customer coverage; (3) interest rates: the average annual interest rate 

of customers decreased from 10.96% to 8.72%; 

Analysis of different types of customers: (1) it can cover 70% of the local population, only local 

people who have no bad records can borrow more than 8,000 yuan; (2) among them, it can cover 

800,000 customers who have not borrowed money before; (3) the average credit line of the original 

800,000 customers having personal credit references can be adjusted from 3,000 yuan to 20,000 yuan; 

Bank profit analysis: (1) the loan balance reached 1.535 billion in 2019; (2) credit line: the average 

credit line of customers reaches 43,728 yuan, and the risk is further dispersed, which is significantly 

better than that in the past (96,683 yuan), close to the Internet Bank (5,000 yuan) and better than 

other local banks (72,187 yuan); (3) the current non-performing loan and expected non-performing 

loans are less than 1.2%; and (4) the estimated net profit can reach 4.4%. (5) cost: the cost 

decreased rapidly, which decreased by 60.04%; 

In this paper, the third aspect: in the specific research innovation, this paper mainly makes two 

important innovations: 

1. On the basis of data source 1 and data source 2, XGBoost modeling tool is applied to model, and 

good results are achieved. 

2. Compared with data source 1, the local data source has a large number of problems such as data 

error and data missing. In this paper, we use the Knowledge Graph to clean the local information 

of data source 2 and enhance the domain knowledge by adjusting the weight. After cleaning and 

adjusting, the data quality has been significantly improved, and the effect of the model has been 

further optimized. 

In the application of Knowledge Graph, Knowledge Graph standardizes the analysis framework and 

prediction process of different data sources. 

There are three supplements and improvements to the model: 

(1) Any node in the Knowledge Graph can be predicted and analyzed. For example, to study the 

integrity of a family, we only need to select all the nodes that are related to a family's relatives 

as the initial variable set; 

(2) The structural information in the Knowledge Graph can be brought into the quantitative model. 

For example, using principal component analysis (PCA) to reduce the dimension, we can 

consider summarizing the changes of items under each inclusion relationship into a principal 

component grade; 

(3) The traditional quantitative model can be superimposed on the perspective of the field and 

industry knowledge. For example, if the price of agricultural products is good, the willingness 

and ability of customers to repay will be high. 

Using the Knowledge Graph, for example, a significant finding and benefit is that the IV value of 

"net family income of immediate family members" is calculated to be 0.342. In other words, the 

dimension of "family net income of immediate family members" has high modeling value. 

 

3. The Personal Credit Analysis of BTB Before Building Big Data Model 

 

In 2016, 2017 and 2018, the personal credit approval of BTB did not rely on big data, but mainly 

relied on manual model for risk judgment. The specific data of credit line, credit extension increment, 

loan average, average interest rate, loan number, development cost, processing speed, non- 
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performing loan rates, etc. in the past 3 years are as follows: 

 
 

 

Year 

 

Loan Balance 

(10000 yuan) 

New Loan 

(10000 yuan) 

Loan per 

Person 

(10000 yuan) 

Average Annual 

Interest Rate of Loan 

Number of 

Loan Persons 

 

NPL Rate 

2016 677,651.04 14192.2 13.019 11.52% 52086. 3.31% 

2017 684,257.61 6606.57 11.54 11.32% 59656 2.98% 

2018 704,018.62 19761.01 9.60 10.96% 73788 3.20% 

Table 12: Personal Credit Data of BTB in 2016, 2017 and 2018 

 

Year 

Developing Customer Cost  

Per Person 
Processing Speed (Weekday) 

Credit Mortgage 
Developing Customers Handle Procedures 

Credit Mortgage Credit Mortgage 

2016 450 1590 3 8.5 2 10 

2017 450 1620 4.5 9 2.5 10 

2018 470 1650 5 10 3 10 

Table 13: Personal Credit Cost and Processing Effectiveness Data Sheet of BTB in 2016, 2017 and 2018 

 

As of the end of 2018, there were a total of 73788 outstanding personal loans of BTB, with an average 

of RMB 96 thousand, an average annual interest rate of 10.96% and a non-performing loan rate of 

3.20%. These customers are distributed in 16 retail products of the bank, with the main structure of 

mortgage loans accounting for 36% and credit loans accounting for 64%. 

 

Observing the data of 3 years from 2016 to 2018, we can see that: 

 

1. During the 3 years from 2016 to 2018, the loan balance increased by 264 million yuan in total, and 

the average increase in the 3 years was 135 million, which was relatively sluggish; 

 

2. During the 3 years from 2016 to 2018, the average of credit line decreased year by year, the number 

of loans increased year by year, the cost of a single business development increased year by year, 

the growth rate of the overall business development cost exceeded the growth rate of the scale of 

the overall loan balance, and the cost remained high. However, the average annual interest rate 

of loans decreased year by year due to market factors, and the profit margin decreased year by 

year; 

 

3. During the 3 years from 2016 to 2018, the business processing speed was in a long processing 

cycle, customer satisfaction decreased, the credit competition in the external market was 

relatively fierce, and the loss of high-quality customers was serious. 

 

4. During the 3 years from 2016 to 2018, the non-performing loan rate of retail loans remained high, 

the development cost increased, the loan interest rate decreased, the non-performing loan rate 

was at a high level, which further squeezed the profit space, and the personal credit business was 

in an unsustainable development state. 

 

Therefore, since 2018, BTB has introduced various big data sets, and selected 30774 customers with 

complete data, clear structure and high data value from 73788 personal credit customers in 2018 as 

examples, established a new risk control model, launched new products of public loans, and adopted 

a new model for loan extension and management. 
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Local external data 
interface 

Intra bank data 
interface 

Internet external 
data interface 

4. Analysis 

 

4.1. Public Data vs. Local Data: Data Preparing 

 

Through 3 types of interface methods, BTB constructed its own data set, and the relationship between 

the interface and the data source is as follows: 

 

 

 

 

 

 

 

 

 

 

   
 

 
 

 

 

Figure 1: Data Preparation Process 

 

In the modeling work, exploratory data analysis and data cleaning of data samples account for 70% 

of the workload, so the main work of risk assessment model is to build and determine the labels of 

each field in the data set. In the process of determining the label indicators, extreme value and non-

normal distribution labels are removed through variable basic information analysis, variable 

distribution analysis, variable frequency analysis, etc.; data is reexamined and verified through data 

cleaning, with the purpose of removing duplicate information, rectifying existing errors, and ensuring 

data consistency. The two most important steps are as follows to build an effective label system and 

prepare for modeling. 

 

4.1.1. Consistency Checking 

 

According to the reasonable value range and mutual relationship of each variable, check whether the 

data meets the requirements, and find out the data beyond the normal range, which is logically 

unreasonable or inconsistent. Simple consistency check such as gender, age, etc., for example under 

the same ID card number, according to the logic of the ID card number, verify and correct the gender 

and age fields in the data source; for some data in the case of different source values, for example, 

use the voting mechanism to set up a consistency check, such as the customer's family population, 

the value has (2 persons, 3 persons, 3 persons) 3 situations, according to the Vote and select 3 

persons. 

Data cleaning 
 

 

 

 

Data source 1（ public big data） 

Data source 2（ the local data source） 
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4.1.2. Handling Invalid Values and Missing Values 

 

Due to the survey, coding and input errors, there may be some invalid values and missing values in 

the data, which need to be properly handled. Common processing methods include estimation, 

whole column deletion, variable deletion and pair deletion. For example, when processing the POS 

records, the consumption amount is necessary. For the data that cannot be obtained in this field, the 

whole column is deleted. For the data with a single amount of more than 100 thousand yuan, it is 

replaced with a special code (usually 9, 99, 999, etc.) to represent the invalid value and the missing 

value. Meanwhile, all variables and samples in the data set are retained. However, only samples 

with complete answers are used in the specific calculation, so the effective sample size will be 

different for different analyses due to different variables involved. This is a conservative approach 

that maximizes the information available in the data set. 

 

4.2. Public Data and a First Optimal Credit Scoring Model 

 

4.2.1. Defining the Target of Samples 

 

4.2.1.1. Pre-Loan Approval Model 

 

For the pre-loan approval process of Citizen loan products, it is necessary to evaluate the credit 

qualification of the applicant and predict the probability of overdue or bad debts in the future to 

decide whether to grant loans to the applicant. The pre-loan approval model is the main basis for 

pre-loan approval. 

 

The pre-loan approval model is a 2-category model, which takes whether the applicant is overdue in 

the future as the target variable and the information submitted by the applicant and other information 

collected by the bank are as the forecast variable. 

 

4.2.1.2. Defining the Target Variable Y in Pre-Loan Approval Model 

 

By analyzing the rolling rate of the stock samples, the target variable is defined as: 

1) For good customers, the maximum historical overdue days are less than 30 days, i.e. Y=0; 

2) The largest overdue days in history greater than or equal to 30 days are bad customers, i.e. Y=1. 

 

4.2.2. Data Samples 

 

In order to make the pre-loan approval model have better prediction ability, the selection and 

preparation of data samples are particularly important. Sufficient and representative data samples 

are the premise of model establishment. The data sample selects 30774 customers of individual 

loan business who granted loans in 2018, including 1002 bad customers, accounting for 3.26%, and 

29742 good customers, accounting for 96.74%. 

 

4.2.3. Feature Engineering 

 

According to the different data attributes and derivative methods of features, the features are roughly 

divided into 2 types. One is business features based on business logic, and the other is derived 

business features generated by using methods such as mathematical transformation, algorithm 

derivatives, features crossover and combination. 
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4.2.3.1. Business Features 

 

In Chapter 1.2.1 of this paper, the preliminary research on business features are reviewed. The 

business features studied in this paper are derived from the data in the actual business scenarios, 

through which a large number of features reflecting the business characteristics can be constructed. 

Common business features are divided into 3 categories: basic attribute features, features based on 

various scene data and associated information features. 

 

The basic attribute features are mainly the description of the inherent nature and characteristics of 

the research object, mainly involving identity information, education information, work information 

and other application form information. Through the analysis of such record information, the features 

that can be used for quantitative description or classification can be obtained. 

 

For the features of various scene data, detailed data about the research object obtained from various 

scenes can be used for classification modeling. 

 

The association information is mainly to establish the relationship between people through social 

data. With the help of Knowledge Graph, the association path depth, relationship type, relationship 

weight, relationship density, association node attribute and other indicators of the group or node are 

calculated and extracted, and the complex relationship network is visualized. 

 

4.2.3.2. Feature Derivative 

 

The mathematical transformation, algorithm derivative, feature cross and combination of business 

features can derive features with new meanings, which is more conducive to model calculation and 

thus improves the prediction ability of the model. According to the changes in the number of features 

before and after the derivative, the derivative methods are divided into 1-to-1 feature derivative, 1- 

to-N feature derivative and N-to-N feature derivative. 

 

（1） 1-to-1 feature derivative 

Function transformation of single variable: commonly used transformation functions include 

absolute value transformation, square transformation, logarithm transformation, index 

transformation and reciprocal transformation. 

 

Box Division: mainly used for discretization of continuous variables and combination of multi-class 

value discrete variables. The features after discretization have strong robustness to abnormal data 

and are not vulnerable to the impact of extreme values, and can avoid the impact of meaningless 

fluctuations in the features on the model, which will make the model more stable. The box division 

method mainly includes the equidistance division and the equifrequency division, among which the 

equidistance Division: divides the value range of variables into k equal parts, each of which is a box; 

the equifrequency Division: divides the number of observed values of variables into k parts, so that 

each part contains approximately the same number of cases. 

 

WOE conversion: WOE conversion is a supervised coding method in which the concentration 

attribute of the forecast category is used as the coding value. Generally speaking, it is a kind of 

mapping of the default probability when the feature is in a certain value range. 

 

（2） 1-to-N feature derivative 

1-to-N derivative method refers to the processing of a single feature to output a number of new 

features. The main methods include 2 types of One-Hot coding and mean value coding, both of which 

are used to process classified variables. 
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One-Hot coding: it is mainly applied to unordered classification variables, and cannot be directly 

used because the classifiers usually default such data to continuous and orderly variables for 

processing. Using one hot coding, the category can be ‘binarized’ and then used as a feature of model 

training. 

 

Mean value coding: mean value coding is used to process high base amount of class features. When 

there are too many instance values of class features, One-Hot coding is easy to cause dimensional 

disaster, which reduces the effect of the model. Under the framework of Bayes, the mean value 

coding uses the target variables to be predicted to determine the most suitable coding method for this 

qualitative feature. The most important feature of this method is that it uses the known data to 

estimate the prior probability and the posterior probability based on the empirical Bayes method, 

and calculates the final characteristic code value by weighted average of the prior probability and the 

posterior probability. 

 

（3） N-to-N Feature Derivative 

N-to-N derivative method refers to the processing of multiple features to output multiple new features. 

The main methods include multinomial transformation and decision tree algorithm derivative 

features. 

 

Transformation of multinomial: it is mainly to combine the multinomial features of the existing 

features to form a new feature matrix, such as, to X= (x1, x2) for 2 order transformation, the output 

result is: (x1, x2, x1^2, x1*x2, x2^2), which is often used in the linear model to achieve non-linear 

effect. 

 

Derivative features of the decision tree algorithm: in a series of decision tree algorithms, each 

sample will fall on a leaf node, and the leaf node will be used as a new feature in the training 

model. The tree model itself does not generate features, but it can generate feature combinations by 

using the characteristics of its algorithm. To a certain extent, the algorithm makes up for the time-

consuming and laborious defect of artificial combination features. 

 

4.2.3.3. Feature Selection 

 

For the above business features, when assessing whether a feature is included in the model variables, 

the following factors should be considered comprehensively and ranked by priority: 

 

（1） Logical and explanatory; 

（2） Strong prediction ability; 

（3） Low correlation with other variables; 

（4） Stable and accessible; 

（5） Compliance without legal or ethical restrictions; 

（6） Relevant to the applicant and not a strategy of the financial institution; 

（7） The information loss will be large after removal. 

 

For 30774 modeling samples, the local data has a total of 5006 fields. How to select the appropriate 

features for the model is very key. 

 

The feature selection methods adopted in this paper are as follows: 

 

（1） The variable with too-high loss rate is directly eliminated, which is based on the threshold of 

70%; 



26 

 

 

（2） All variables with values close to constant in numerical variables are eliminated; 

（3） Variables that cannot be explained by business logic are directly eliminated; 

（4） The direct elimination of the unique value greater than 20 (excluding 20) in the classification 

variable; 

（5） Variables with IV value less than 0.02 are directly eliminated; 

（6） If the correlation between the 2 variables is greater than 0.7, the variable with smaller IV value 

is removed. 

 

It is necessary to explain the IV value here. The IV value measures the amount of information of a 

variable, and its value reflect the impact of the variable on the target variable. In general, the 

prediction ability of variables with IV value less than 0.02 is very poor, and it may affect the stability 

of the model. Therefore, independent variables with IV value less than 0.02 will be directly 

eliminated. 

 

After the screening of the above process, the remaining feature fields are 284, among which the 

more representative features are: 

 

（1） Age 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: IV Value of Age 

 

The age feature is derived from the customer application form. For the analysis of its IV value, the 

age is first discretized and divided into 7 groups as shown in the figure above, and the number of 

samples in each box and the bad debt rate are calculated. As can be seen from the figure, the main 

age range of Citizen loan customers is 30-34 years old, and the bad debt rate of these customers is 

the lowest, which is 2.28%. As a whole, with the increase of age, the bad debt rate shows a ‘V’ shape 

of first reduction and then increase. After calculation, the IV value of age is 0.092. 
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（2） Number of applications in the last 4 months 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3: The Number of Applications in the Past Four Months IV Value 

 

‘Number of applications in the past 4 months’ is a feature of Internet big data category, which 

describes the number of times that applicants apply for other loans in the past 4 months. As can be 

seen from the figure, with the increase of ‘number of applications in recent 4 months’, the bad debt 

rate gradually increased, especially if the ‘number of applications in recent 4 months’ of the applicant 

is more than 3, its bad debt rate is much higher than that of other applicants. The IV value of ‘number 

of applications in recent 4 months’ is 0.154. 

 

（3） Monthly average balance of deposits 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4: Average Monthly Deposit Balance IV Value 

‘Monthly average balance of deposits’ is derived from the internal data in the BTB. First, we do the 

discretization and box separation, as shown in the figure below, and divide it into 6 groups, and 

calculate the number of samples and bad debt rate in each box respectively. As can be seen from the 

figure, customers with ‘monthly average balance of deposits’ less than 0.5K have the highest bad 

debt rate. With the increase of ‘monthly average balance of deposits’, the bad debt rate gradually 

decreases. After calculation, the IV value of "monthly average balance of deposits" is 0.241. 
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4.2.4. Establishing and Evaluating the Public Model 

 

4.2.4.1. XGBoost Model 

 

XGBoost (eXtreme Gradient Boosting) algorithm is an efficient version of Gradient Boosting 

algorithms. It has been widely praised by the industry due to its excellent effect and efficiency in 

practice. In 2014, Dr. Tianqi Chen proposed the XGBoost algorithm. XGBoost can be considered as 

a further optimization based on the GBDT algorithm. First of all, the XGBoost algorithm introduces 

a regular term into the loss function of the basic learning device to control the reduction of over 

fitting in the training process; secondly, the XGBoost algorithm not only uses the first derivative to 

calculate the false residual, but also calculates the 2 derivatives to approximate the rapid pruning to 

build a new basic learning device; in addition, the XGBoost algorithm also does a lot of engineering 

optimization, such as supporting parallel computing and improving the computing efficiency, 

processing sparse training data and so on. The XGBoost algorithm originated from the Boosting 

integrated learning method, and integrated the advantages of the Bagging integrated learning method 

into the evolution process. The customized loss function of Boosting framework improves the ability 

of the algorithm to solve general problems. At the same time, more controllable parameters can be 

introduced to optimize the problem scenarios. Finally, the detailed optimization of the engineering 

implementation can ensure the stability of the algorithm results, and at the same time, it can 

efficiently process large-scale data. It can be expanded to support different programming languages. 

These factors together make it one of the mainstream machine learning algorithms. 

 

4.2.4.2. Establishing the Public Model 

 

Before the model is established, the sample data set needs to be randomly divided into 2 parts: 70% 

of the sample is used as the training set to train the model; 30% of the sample is used as the test set 

to measure and evaluate the trained model. In particular, in the sample segmentation, we should 

ensure that the bad debt rate in the 2 data is basically consistent. 

 

The following is the percentage and details of good customers and bad customers in the training set 

test set: 

Sample Category Customer Category Amount Percentage 

 

Training Set Sample Size: 21520 Cases 
Bad Customer 709 3.29% 

Good Customer 20,811 96.71% 

Sample Number of Test Set: 9224 Cases 
Bad Customer 293 3.18% 

Good Customer 8,931 96.82% 

Table 14: Proportion and Details of Good and Bad Customers in Training Set and Test Set 

 

In the process of model training, the method of 5-fold cross validation is adopted for the super 

parameter of XGBoost algorithms such as Num_Round, Max_Depth, etc. conducted grid search 

and parameter adjustment, and selected a group of parameters with the largest ROC as the final 

parameters of the model to complete the model training. 
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Variable Data source Relative Significance 

Average Monthly Deposit Balance Internal Data 5.6% 

Accumulated Overdue Times  

In the Last 6 Months 

Data of External Financial Institutions 
(Credit Reference in PBC) 

5.3% 

Number Of Applications  

In the Last 4 Months 

Data of External Financial Institutions  

(Credit Reference in PBC) 
4.5% 

High Debt Service Pressure Index Internet Big Data 3.9% 

Age Application Form 3.7% 

Account Status Is Overdue 
Data of External Financial Institutions 

(Credit Reference in PBC) 3.1% 

Many Times of Rejection  

In Non-Bank Institutes 

(Data of External Financial Institutions 

(Credit Reference in PBC) 2.8% 

Number of Night Applications 

In the Past 3 Months 
Internet Big Data 2.6% 

Financial Balance Internal Data 2.5% 

Customer Rating Internal Data 2.3% 

Table 15: Top 10 Key Variables in the Model, as well as Data Sources and Relative Importance of Variables 

The table gives the top 10 key variables in the model, as well as data sources and relative importance 

of variables. 

 

4.2.4.3. Evaluating the Public Model 

 

Model evaluation is used to evaluate the quality of the model. Generally, after completing the model 

training on the training set, the model is used to predict the samples in the test set, and evaluate the 

quality of the model by calculating the accuracy of the model prediction. For the 2-classification 

model, the commonly used evaluation indicators are KS and AUC. 

 

 

On the test set, the probabilities predicted by the model are arranged from small to large, and the 

different (FPR, TPR) values are calculated with these probabilities as the threshold values, and then 

the ROC curve is drawn with FPR as the horizontal coordinate and TPR as the vertical coordinate. 

KS is the maximum value of the difference between FPR and TPR in the 2-value group (TPR, FPR); 

AUC is the area under the ROC curve, which can quantitatively reflect the model performance 

measured based on the ROC curve. The larger the KS and AUC, the more likely the classifiers are 

to rank the real positive samples in the first place, and the better the classification performance. 

 

After calculation, the Public Model on the test set, KS=0.3637, AUC=0.7317. 

Figure 5: Public Model on Test Set, KS, AUC Figure 
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For the samples in the test set, they are divided into 10 groups according to the model prediction 

probability from small to large, and each group contains 10% of the samples. Then the number of 

users in each group, the number of good users and the number of bad users are counted, and the bad 

debt rate of each group is calculated, as shown in the table below. From the table, it can be seen that 

from the first group to the tenth group, the bad debt rate has a monotonic increasing trend. And the 

first group of customers with the best quality selected by the model has a bad debt rate of 0.5%, 

which is far lower than the overall bad debt rate of 3.2% of the test set; while the tenth group with 

the worst quality selected by the model has a bad debt rate of 11.5%, which is far higher than the 

overall bad debt rate of 3.2%, indicating that the model has a better ability to distinguish good from 

bad users. 

 

In addition, the table also calculates the cumulative indicators, including the cumulative number of 

users, the cumulative number of good users, the cumulative number of bad users, the cumulative bad 

debt rate, the cumulative proportion of good users and the cumulative proportion of bad users, which 

can reflect the results after the use of the model. If the passing rate of the model is required to be 

80%, the user risks predicted by the model need to be ranked from low to high. 80% of the users with 

lower risks are approved and the remaining 20% are rejected. As can be seen from the table, the bad 

debt rate of the pass through part is 1.9%, which is 1.3% lower than the overall bad debt rate of 3.2% 

without using the model. Among the 20% rejected users, 1-81.1%=18.9% of the good users were 

killed by mistake and the more gain that 1-47.4%=52.6% of the bad users were rejected was got. 

 

Decile Population Current Overdue 
Bad_ 

Rate 

Cum_ 

Pop 

Cum_ 

Current 

Cum_ 

Overdue 

Cum_ 

Bad_ 

Rate 

Cum_ 

Current_ 

Rate 

Cum_ 

Overdue_ 

Rate 

1 923 918 5 0.5% 923 918 5 0.5% 10.3% 1.7% 

2 922 912 10 1.1% 1845 1830 15 0.8% 20.5% 5.1% 

3 922 910 12 1.3% 2767 2740 27 1.0% 30.7% 9.2% 

4 923 911 12 1.3% 3690 3651 39 1.1% 40.9% 13.3% 

5 922 906 16 1.7% 4612 4557 55 1.2% 51.0% 18.8% 

6 922 902 20 2.2% 5534 5459 75 1.4% 61.1% 25.6% 

7 923 896 27 2.9% 6457 6355 102 1.6% 71.2% 34.8% 

8 922 885 37 4.0% 7379 7240 139 1.9% 81.1% 47.4% 

9 922 874 48 5.2% 8301 8114 187 2.3% 90.9% 63.8% 

10 923 817 106 11.5% 9224 8931 293 3.2% 100.0% 100.0% 

Table 16:User Distinguishing Ability Analysis Table of Public Model on Test Set 

 

4.3.  Local Data and a Second More Comprehensive Model 

 

4.3.1. Local Data 

 

4.3.1.1. Local Features 

 

Local data includes local and external big data, local scene big data and farmer big data. Among 

them, the local external big data is the detailed telecommunication record of the users and the data 

of the closeness level between the users obtained by BTB and the local telecommunication 

department through cooperation and authorization; the local scene big data mainly comes from the 

local payment platforms of Baotou (e-commerce POS flow), which is the data of the offline 

consumption expenditure of the users; the farmer big data mainly comes from the survey of local 

farmers by BTB. Data obtained, including income, expenditure, assets, liabilities, social relations, 

etc. of farmers. 
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For 30774 modeling samples, the local data has a total of 34179 features. After data cleaning, 

indicator processing, feature deriving and feature screening, there are 147 effective features. 

 

The following table shows some examples of these features: 

 Feature name Data Sources Relative Significance 

1 Family Income Field Investigation 4.90% 

2 
Average Consumption Amount  

In the Past 6 Months 
Field Investigation 3.60% 

……    

11 Housing Area Field Investigation 3.32% 

……    

15 
Average Value of Transaction 

  of e-Commerce Consumption 

Local e -Commerce  

POS System Data 
3.11% 

……    

23 
Whether or Not  

Support College Students 
Field Investigation 2.84% 

……    

54 Number of Livestock Field Investigation 2.44% 

……   

73 Present Value of Homestead Village Committee Records 1.88% 

……    

88 
Average Amount of Communication Bill 

In the Past 3 Months 
Carrier Data 1.72% 

……    

95 Present Value of Agricultural Machinery Field Investigation 1.32% 

……    

111 Family Relationship Back to Back Comment 0.98% 

……    

123 Neighborhood Relationship Back to Back Comment 0.72% 

……    

147 Insured Amount Insurance Company Data 0.38% 

Table 17: Examples of 147 Local Features
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‘Family income’ is a feature of farmer big data, which describes the total income of the applicant's 

family in the past 1 year. As can be seen from the figure, with the increase of ‘family income’, the 

bad debt rate gradually decreases, especially for applicants with ‘family income’ greater than 

100 thousand, the bad debt rate is far lower than other applicants. The IV value of ‘family income’ 

is 0.317. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 6: Family Income IV Value 

 

It should be noted that there are some features that have no value, as shown in the following table: 

 

 
Feature Name Data Sources IV Value 

1 Total Household Population Field Investigation 0.019 

2 Difficulty of Selling Houses Field Investigation 0.017 

3 Position of Village Committee Village Committee Records 0.016 

4 Type of Agricultural Machinery Field Investigation 0.014 

5 Time of Mobile Internet Access Carrier Data 0.013 

6 Number of Products Held by Households Statistical Data 0.009 

7 
Frequency of Mobile Phone Down in 

Recent 6 Months 
Carrier Data 0.006 

8 Premium Amount Insurance Company Data 0.005 

9 Difficulty of Selling Agricultural Machinery Field Investigation 0.003 

10 Present Value of Vehicle Field Investigation 0.003 

Table 18: 10 Worthless Features
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4.3.1.2. Associating Features in Knowledge Graph 

 

Knowledge Graph is essentially a kind of knowledge base called semantic network, which is a 

knowledge base with a directed graph structure. The nodes of the graph represent entities or 

concepts, and the edges of the graph represent various kinds of semantic relationships between 

entities and concepts, such as the similar relationship between 2 entities. 

 

At present, with the continuous development of the application of intelligent information services, 

Knowledge Graph has been widely used in the fields of intelligent search, personalized 

recommendation and financial big data. Knowledge Graph technology provides a way to extract 

structured knowledge from massive text and images, which is the key to big data analysis. The 

construction of Knowledge Graph mainly includes 3 parts: knowledge acquisition, data fusion and 

knowledge calculation and application. 

（1） Knowledge acquisition: there are a large number of structured and unstructured data in the 

local data. In the process of unstructured data, the first step is to extract the text from the 

user's unstructured data, in which information is extracted mainly through Natural Language 

Processing (NLP) technology, and specific types of information are extracted from the 

unstructured or semi-structured text to effectively identify and disambiguate the unstructured 

information. 

（2） Knowledge fusion: when the knowledge is obtained from each data source, it is necessary to 

provide a unified term to integrate the knowledge obtained from each data source into a huge 

knowledge base. 

（3） Knowledge Computing and application: Knowledge Computing is mainly to obtain more 

implied knowledge according to the information provided by the graph; link prediction can 

predict the implied relationship between entities; meanwhile, different algorithms of 

community computing are used to calculate the communities existing in the knowledge graph 

on the knowledge network to provide the path of knowledge association; noises and defects 

in the data are detected through the inconsistency detection technology. 

 

Due to the large amount of social relationship information of farmers in the big data of local farmers, 

in order to excavate effective features and improve the effect of the pre-loan approval model, a 

Knowledge Graph of local farmers has been established, as shown in the following figure. 
 

 
Figure 7: Knowledge Graph of Local Farmers 
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In the Knowledge Graph, this paper mainly takes individuals and addresses as nodes, and the 

relationship between people as edges. In the individual nodes, there are also attributes such as age, 

marital status, assets, income, liabilities, etc. 

 

Using Knowledge Graph, the first step is to verify the information, such as whether the husband and 

wife live in the same address, whether the two brothers have the same father or mother, to improve 

the authenticity of the information collected. Secondly, some features are extracted from the 

Knowledge Graph and used to establish the Local model, such as the total assets of the first-related 

parties, the total liabilities of the first-related parties, the total borrowing times of second-degree-

related parties and other related features. 

 

The following table shows some examples of these features: 

 

 
Feature name Data Sources 

Relative 

Significance 

1 
Net Family Income  

of Immediate Family Members 

Field Investigation 

 + Knowledge Graph 
5.40% 

2 
Total Borrowing Times 

of Second-Degree Related Parties 

Credit Data  

+ Knowledge Graph 
1.90% 

……    

6 Total Assets of the First Related Parties 
Field Investigation 

 + Knowledge Graph 
0.93% 

7 
Average Value of Transaction of e-Commerce 

Consumption of First Related Parties 

Local e-Commerce POS System Data 

+ Knowledge Graph 
0.71% 

……    

11 
The Average Communication Bill of the Second 

Related Parties in the Past 3 Months 

Communication Data  

+ Knowledge Graph 
0.68% 

……    

13 Total Liabilities of the First Related Parties 
Credit Data 

+ Knowledge Graph 
0.55% 

14 
Second Related Parties’ 

Neighborhood Relationship 

Back to Back Comment  

+ Knowledge Graph 
0.42% 

Table 19: 14 Effective Features After Knowledge Graph Extraction 

 

‘Net income of immediate family members’ is an effective feature extracted from the Knowledge 

Graph. First, we do the discretization and box separation, as shown in the figure below, and divide it 

into 6 groups, and calculate the number of samples and bad debt rate in each box respectively. As 

can be seen from the figure, the users with ‘net income of immediate family’ less than 10k have the 

highest bad debt rate. With the increase of ‘net income of immediate family’, the bad debt rate 

gradually decreases. After calculation, the IV value of "net income of immediate family" is 0.342. 
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Figure 8: Family net income IV of immediate family members 

 

 

4.3.2. Establishing and Evaluating the Local model 

 

4.3.2.1. Establishing the Local Model 

 

The Local model also adopts the XGBoost algorithm. The training set is consistent with the training 

samples of the Public model, with 21,520 cases. However, the model adopts features, including 284 

features of Public data screening, 147 features of local data, and 14 features derived from the 

Knowledge Graph, with a total of 445 features. 

 

In the process of model training, the method of 5-fold cross validation is adopted for the super 

parameter of XGBoost algorithms such as Num_Round, Max_Depth, etc. conducted grid search 

and parameter adjustment, and selected a group of parameters with the largest ROC as the final 

parameters of the model to complete the model training. 

 

Variables Data Source Relative Significance 

Net Family Income of Immediate Family Members Knowledge Graph (Local Data) 5.4% 

Family Income Local Data 4.9% 

Monthly Average Balance of Deposits Public Data 4.7% 

Accumulated Overdue Times in the Past 6 Months Public Data 4.1% 

Average Consumption Amount in the Past 6 Months Local Data 3.6% 

Number of Applications in the Past 4 Months Public Data 2.9% 

High Debt Service Pressure Index Public Data 2.5% 

Age Application Form 2.2% 

Overdue Account Status Public Data 2.1% 

Total Borrowing Times of Second-Degree Related Parties Knowledge Graph (Local Data) 1.9% 

Table 20: Top 10 Key Variables in the Local Model 

 

The table above lists the top 10 key variables in the Local Model, as well as the data source and 

relative importance of the variables. Among the 10 key features, 4 are from local data and the rest 

are from Public data, which is also a key feature of the Public model. 
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4.3.2.2. Evaluating the Local Model 

 

The Local Model was evaluated in the same test set, and its ROC curve is shown in the figure below, 

with KS=0.5310 and AUC=0.840 for the model. Compared with the KS and AUC indicators of 

Public model, the effect of the Local model is much better than that of the Public model. 

 

 

Figure 9: Local Model on Test Set, KS, AUC Figure 

When the 14 variables derived from the knowledge graph are not considered, the Local-14 model is 

established and evaluated in the same test set, whose ROC curve of the model is shown in the figure 

below, with KS = 0.4917 and AUC = 0.8027. Compared with the KS and AUC indexes of public 

model and local model, the effect of Local-14 model is between that of local model and public model, 

which is still better than that of the Public Model. 

 
Figure 10: Local-14 Model on Test Set, KS, AUC Diagram 
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 Public Model Local-14 Model Local Model 

KS 0.3637 

0.4917 

Compared with the public model, it increased 

by 35.19% 

0.5510 

Compared with the Public Model, it 

increased by 51.5%. 

Compared with Local-14 Model, it 

increased by 12.06%. 

AUC 0.7317 

0.8027 

Compared with the public model, it increased 

by 10% 

0.8401 

Compared with the Public Model, it 

increased by 14.8%. 

Compared with Local-14 Model, it 

increased by 4.7%. 

Table 21:Public, Local-14, Local Model KS, AUC Analysis Table 

 

Therefore, the Local-14 model is no longer considered separately in practice and the following 

analysis. 

 

For the samples in the test set, according to the probability predicted by the Local model from small 

to large, they are divided into 10 groups with equal frequency, each group contains 10% of the 

samples. Then, the number of users, the number of good users, the number of bad users, the bad debt 

ratio, the cumulative number of users, the cumulative number of good users, the cumulative number 

of bad users, the cumulative bad debt ratio, the cumulative proportion of good users and the 

cumulative proportion of bad users in each group are calculated respectively, as shown in the table 

below. From the table, it can be seen that from the first group to the tenth group, the bad debt rate 

has a monotonic increasing trend. And the first group of customers with the highest quality screened 

by the Local model only has a bad debt rate of 0.1%, while the tenth group with the worst screened 

by the Local model has a bad debt rate of 17.7%, which indicates that the Local model has a better 

ability to distinguish good from bad users, and its ability to distinguish good from bad is better than 

that of the Public model. 

 

If the passing rate of the model is required to be 80%, approval is required for the 80% with lower 

risk predicted by the model, and the remaining 20% is rejected. As can be seen from the table, the 

bad debt rate of the pass through part is 1.1%, which is 2.1% lower than the overall bad debt rate of 

3.2% without using the model. Among the 20% rejected users, 1-81.7%=18.3% of the good users 

were killed by mistake and the more gain that1-28.7%=71.3% of the bad users were rejected was got. 

 

Decile Population Current Overdue 
Bad_ 

Rate 

Cum_ 

Pop 

Cum_ 

Current 

Cum_ 

Overdue 

Cum_ 

Bad_ 

Rate 

Cum_ 

Current_

Rate 

Cum_ 

Overdue_

Rate 

1 923 922 1 0.1% 923 922 1 0.1% 10.3% 0.3% 

2 922 919 3 0.3% 1845 1841 4 0.2% 20.6% 1.4% 

3 922 916 6 0.7% 2767 2757 10 0.4% 30.9% 3.4% 

4 923 915 8 0.9% 3690 3672 18 0.5% 41.1% 6.1% 

5 922 912 10 1.1% 4612 4584 28 0.6% 51.3% 9.6% 

6 922 910 12 1.3% 5534 5494 40 0.7% 61.5% 13.7% 

7 923 904 19 2.1% 6457 6398 59 0.9% 71.6% 20.1% 

8 922 897 25 2.7% 7379 7295 84 1.1% 81.7% 28.7% 

9 922 876 46 5.0% 8301 8171 130 1.6% 91.5% 44.4% 

10 923 760 163 17.7% 9224 8931 293 3.2% 100.0% 100.0% 

Table 22: User Distinguishing Ability Analysis Table of Local Model on Test Set 
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4.4. The Incremental Value of Local Information 

 

4.4.1. Pass Rate and Bad Debt Rate Analysis 

 

Figure 11: Pass Rate and Bad Debt Rate Analysis Chart 

 

The above figure compares the effect of Public model and Local model with passing rates as 

abscissa and bad debt rate as ordinates. As can be seen from the figure, the Local Model is located at 

the bottom of the Public Model, that is, under the same pass rate, the bad debt rate of the Local 

model is lower than that of the Public Model; under the same bad debt rate, the pass rate of the Local 

Model is higher than that of the Public Model. If the bad debt rate is controlled within 1%, the pass 

rate of the Local Model can reach 75%, while that of the Public Model can only reach 30%; if the 

pass rate is controlled at 80%, the bad debt rate of Local model is 1.1%, and that of Public model is 

1.9%. 

 

4.4.2. Lift Analysis 

 

Lift is a measure to evaluate whether a model is effective or not. It measures the multiple of a model's 

predictive ability over random selection. Take 1 as the boundary, and lift greater than 1 means that 

the model captures more bad users than random selection. A lift equal to 1 indicates that the model's 

performance is independent of random selection, and less than 1 means that the model captures fewer 

bad users than random selection. 

 

Usually, according to the prediction value of the model, the test samples are sorted from low to high, 

equally divided into 10 equal parts, and then the proportion of each group of bad samples in the 

overall bad samples is calculated. 

 

In the figure below, the analysis is carried out according to three sorting methods: 1) random sorting; 

2) sorting according to the prediction value of the Public Model; 3) sorting according to the 

prediction value of the Local Model. 
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Figure 12: Lift Analysis Chart 

 

According to the cumulative calculation step by step from bad to good, take its ratio with the 

cumulative calculation of random groups to get the lift degree, that is, how many times of the score 

card's ability to capture bad customers are randomly selected. The lift of the  Public Model and local 

model is shown in the following table, and the cumulative lifting diagram is shown in the figure 

below. 

 

Decile Lift_Model1 Lift_Model2 

1 1.00 1.00 

2 1.09 1.11 

3 1.19 1.23 

4 1.30 1.38 

5 1.44 1.56 

6 1.62 1.81 

7 1.86 2.16 

8 2.17 2.66 

9 2.63 3.57 

10 3.62 5.56 

Table 23:Public Model and Local Model Lift Table 

 

The cumulative lifting graph can intuitively compare the gain degree of discrimination ability 

brought by different models. As can be seen from the figure, the gain of the Local Model is better 

than that of the Public Model. 
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Figure 13: Comparative Analysis of Cumulative Improvement Between the Public Model and the Local Model 

 

4.5. Other Competitive Advantages 

 

Another important application area of the model is in the selection and establishment of marketing 

whitelist. 

The telecom corporations in Baotou have a large number of data (more than 2 million customers) 

and have more than 2000 tags to identify these customers. After negotiation, BTB can deploy a new 

marketing model based on the Local Model at telecom corporations, model 2 million customers and 

2000 tags, filter target customers (with low risk and interested in products) in advance, establish 

marketing whitelist, and then send marketing information through SMS to obtain customers. 

There are two limitations in the application of the model: 1) the original data cannot be obtained from 

the corporations, only the tags can be obtained; 2) the PBC credit reference cannot be obtained 

without the customer's authorization. Therefore, after the original the Local Model has been 

adjusted to adapt to these two factors, a new pre-credit model is generated and deployed to 

corporations to generate marketing whitelist. 

The advantage of this marketing method is that it can reach the target customers accurately and 

efficiently, push the loan marketing information to the people who really need it, reduce the 

disturbance to invalid customers (high risk and not interested in products), and can effectively 

improve the success rate of marketing. 

 

 

Items Results 

Number of Original Customers 2,371,456 

Number of Customers Filtered by the Marketing Model 128,475 

SMS Amount (20 SMSs per Customer) 2,569,500 

The Number of Customers Touched Who Begin to Apply 8,264 

The Application Success Rate 94.23% 

Table 24:Marketing Model Operation Analysis Table (2018) 
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The detail process of establishing the marketing model is shown in the figure below: 
 

 
Customer data of communication 

 corporations (China Mobile, China 

Unicom, etc.) 

Customer age rule filter 

 
The filter based on the optimized Local 
model 

The filter based on the risk control model 
for rejecting customers with overdue 
loans 

Target customers SMS 

marketing 

Figure 14: Marketing Model Modeling Flow Chart 

 

 

4.6. The Application and Operation Information of Local Model and Financial Analysis in 2019 

 

4.6.1. The Basic Operation Information of New Product in 2019 

 

In 2019, based on the local model, Baotou rural commercial bank established the Citizen loan 

products, the specific forms of which are as follows: 

 

Product Elements Description 

Product Name Citizen loan 

Customer 
Citizens, farmers, small- and micro- business 

owners, etc. 

Credit Line 2000~1000000 

Annual Interest Rate 6% - 18%; average interest rate 8.72% 

Loan Term (Month) 12，24，36 

Repayment Method 
Equal installment payment, Before interest 

after principal payment 

Guarantee Method Credit, Mortgage 

Average Credit Line 43,728 

Table 25: Elements of Citizen Loan Products Based on Local Model (2019) 

Based on such products, the loan scale and efficiency of the whole year in 2019 have been greatly 

improved, and the cost has been well controlled. In 2019, the monthly new loans will increase month 

by month, and the increasing trend will increase month by month. The total new loans in 2019 will 

be 1.535 billion. 

 

Item 1 2 3 4 5 6 7 8 9 10 11 12 

New Loan 

3855 4910 6360 8146 10491 12946 15506 17083 20171 23354 26809 30597 

Accumulative 

Amount  

3855 

 

7710 12620 18980 27126 37617 50563 66069 83152 103323 126677 153486 

Table 26: Accumulative Amount of Citizen Loan in 2019 (From January to December) 

 

4.6.2. Comparative Analysis of Bad Debt in 2019 and Bad Debt in 2018 

 

After the introduction of the Local model in 2019, after the loan scale gradually increased, the non-
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performing loan rate showed a downward trend in 2019 due to the effect of external filtering and risk 

control strategies of the model. Moreover, due to the uniform risk control standards of various sub-

branches, the non-performing loan distribution of sub-branches in each quarter was relatively even. 

Through the monitoring of the model, it is found that the risk can be adjusted quickly and uniformly, 

and the adverse situation of each sub-branch is effectively controlled. 

 

Quater 
A 

Sub-Branch 

B  

Sub-Branch 

C  

Sub-Branch  

D  

Sub-Branch 

E  

Sub-Branch 

F  

Sub-Branch 

2019.1 1.25% 0.83% 1.52% 1.28% 0.92% 1.68% 

2019.2 1.28% 0.75% 1.54% 1.25% 0.94% 1.72% 

2019.3 1.24% 0.78% 1.42% 1.13% 0.88% 1.66% 

2019.4 1.23% 0.72% 1.45% 1.20% 0.84% 1.65% 

Table 27: More Balanced Bad Debt Performance of Sub-Branches 

Sub-Branch 2018 2019 

A 2.85% 1.23% 

B 1.37% 0.72% 

C 2.54% 1.45% 

D 1.55% 1.20% 

E 1.77% 0.84% 

F 3.55% 1.65% 

Table 28: The Overall Decline of Bad Debt in Sub-Branches 

Non-performing loans of BTB as a whole decreased (62.8% in 2019 compared with that in 2018) 

 

 2018 2019 

BTB 3.20% 1.19% 

Table 29: Overall Decline of Non-Performing Loans in BTB (Down 62.8% in 2019 Compared With That in 2018) 

4.6.3. Financial Performance of New Products 

 

Taking a loan of 100,000 yuan as an example, the cost of credit and guaranteed loans decreased 

from 470 yuan to 319.42 yuan, and the single cost decreased by 150.58 yuan; the mortgage loan 

decreased from 1,650 yuan to 425.42 yuan, and the single cost decreased by 1,224.58 yuan. It is 

particularly worth mentioning here that due to the introduction of online evaluation, the evaluation 

cost has been reduced from 1,000 yuan of the original manual evaluation to 26 yuan of the 

evaluation data only. 

The new loan of 1.535 billion yuan in 2019 will save 676.7 + 147.93 = 8.2463 million yuan through 

the new mode, and the loan cost will be reduced by 60.04%. 

 
Cost Comparison of Two Credit and Guaranteed Loan Models (100,000 Yuan as an Example) 

Traditional Model (Yuan) After Introducing Big Data and Local Model (Yuan) 

Manual Query 150 Big data query (data source 1 + data 

source 2) - specifically to obtain a 

valid customer 

14.20 

Notarization 300 Notarization 300 

Information Fee 20 SMS service 0.15 yuan per time 

  CFCA 2.7 yuan per time 

  OCR identification of bank card 0.06 yuan per time 

  Face recognition 0.45 yuan per time 

  OCR identification of ID card 0.06 yuan per time 

  Checking consistence between face 

and ID card 

1.8 yuan per time 

Total 470 Total 319.42 

Table 30: Cost Comparison of Two Credit and Guaranteed Loan Models (RMB 100,000 as an Example) 

 
Cost Comparison of Two Mortgage Models (100,000 Yuan as an Example) 
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Traditional Model (Yuan) After Introducing Big Data and Local Model (Yuan) 

Manual Query 250 Big data query (data source 1 + data 

source 2) - specifically to obtain a 

valid customer 

14.20 

Notarization 300 Notarization 300 

Assessment Fee 1000 Assessment fee 26 

Charge for Handling 

Mortgage 

80 Charge for handling mortgage 80 

Information 20 SMS service 0.15 yuan per time 

  CFCA 2.7 yuan per time 

  OCR identification of ID card 0.06 yuan per time 

  Face recognition 0.4 yuan per time 

  OCR identification of bank card 0.06 yuan per time 

  Checking consistence between face 

and ID card 

1.8 yuan per time 

Total 
1650 元 

Total 425.42 

Table 31: Cost Comparison of Two Mortgage Models (RMB 100,000 as an Example) 

 

New Loans 

(100 Million) 

Number 

of New 

Loans 

Cost per 

Transaction 

in 2018 

(Yuan) 

Total Cost 

in 2018 

(Yuan) 

Cost per 

Transaction  

in 2019 

(Yuan) 

Total Cost 

in 2019 

(Yuan) 

Compared 

with 2018,  

The Single 

Transaction 

in 2019 

Decreased 

(Yuan) 

How Much Cost 

Will Be Saved 

in 2019 

Compared with 

That in 2018 

(Yuan) 

The Cost In 

2019 Is 

Lower Than 

That In 

2018 

Credit and 

Guaranteed 

Loan 

9.824 9824 470 4617280 319.42 3137982.08 150.58 1479297.92 32.04% 

Mortgage 5.526 5526 1650 9117900 425.42 2350870.92 1224.58 6767029.08 74.22% 

Total 15.35 15350 2120 13735180  5488853  8246327 60.04% 

Table 32: Analysis of Cost Reduction of New Loans in 2019 

4.6.4. Performance and Comparison of Customer Timeliness of Citizen Loan 

 

 

Loan Mode 

Traditional Model Online Mode (New Products of Citizen Loan) 

Developing 

Customers  

Via Local Manager 

 

Time for Handle Procedures 
Developing 

Customers 

Online 

 

Time for Handle Procedures 

Credit and 

guaranteed loan 
5 Working Days 3 Working Days Anytime 3 hours 

Mortgage 10 Working Days 10 Working Days Anytime 1 Working Days 

Table 33: Performance and Comparison of Customer Timeliness of Citizen Loan 

4.6.5. Analysis of Old Customers 

 

After the introduction of the new model in 2019, we analyzed and filtered the existing old customers. 

Through the analysis of the existing old customers, the average credit line of a total of 32452 old 

customers was increased. At the same time, due to the introduction of new analysis methods, the 

investigation and operation costs were greatly reduced. The average credit line increase rate of old 

customers was 9800 yuan/transaction, with a total amount of 318 million yuan. The investigation 

and operation costs were reduced by 115.41 + 21.22 = 1.3663 million yuan. At the same time, the 

new loan of 318 million yuan decreased the non-performing loan rate from 3.20% in 2018 to 1.1%, 

decreased by 2.1%, and saved losses of 6.679 million yuan. A total of 8.0453 million yuan was saved 

in the investigation and operation cost and risk control. 

Referring to the experience of fully mining old customers in 2019, BTB will continue to increase the 

average credit line and reduce the fees of old customers in the first quarter of 2020. In the first quarter 
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of 2020, 9,245 old customers will be excavated, and 87.82 million yuan of new loans will be added. 

The cost of investigation will be saved by 370,000 yuan, the non-performing loan rate will be reduced 

to 0.13%, and the non-performing loss will be saved by 851,900 yuan. The effect is remarkable. 

4.6.6. Further Research 

 

The Local model and financial analysis of citizen loans show that the current research is successful. 

The next research will focus on the following three aspects: 

1. Further improve the local big data and introduce more data sources. At present, some important 

local big data sets, such as the real estate ownership of ordinary citizens, still need to be 

connected to improve the local data collection. 

2. Further improve the ability of the XGBoost model. The previous model is mainly based on the 

bank's existing 30774 loan customers before 2019. With the increase of the number of customers 

in 2019 and the clarity of customer performance, the model needs to be upgraded iteratively on 

the basis of larger data. 

3. Further improve the ability of Knowledge Graph. In Baotou, local people account for more than 

83%. All kinds of people have a variety of inextricable relationships. The Knowledge Graph 

needs to further explore these relationships to improve the identification ability of the model. 

4.6.7. Summary 

 

In this paper, the new local model was used to establish the Citizen loan, which was operated in one 

year in 2019, and the actual income was very significant. 

Before the system went online (2018) and after the system went online (2019), comparisons are as 

follow: 

Customer Benefit Analysis:  

(1) the acquisition time of a small loan was reduced from 3 days to 3 hours;  

(2) the number of transactions: the number of transactions increased from 73,788 in 2018 to 

197,233 in 2019, with wider customer coverage;  

(3) interest rate: the average annual interest rate of customers decreased from 10.96% to 8.72%; 

Analysis of Different Types of Customers:  

(1) it can cover 70% of the local population, only local people who have no bad records can 

borrow more than 8,000 yuan;  

(2) among them, it can cover 800,000 customers who have not borrowed money before;  

(3) the average credit line of the original 800,000 customers having personal credit references can 

be adjusted from 3,000 yuan to 20,000 yuan; 

Bank Profit Analysis:  

(1) the loan balance reached 1.535 billion in 2019;  

(2) credit line: the average credit line of customers reaches 43,728 yuan, and the risk is further 

dispersed, which is significantly better than that in the past (96,683 yuan), close to the 

Internet Bank (5,000 yuan) and better than other local banks (72,187 yuan);  

(3) the current non-performing loan and expected non-performing loan are less than 1.2%; and  

(4) the estimated net profit can reach 4.4%.  

(5) cost: the cost decreased rapidly, which decreased by 60.04%; 

From these data, we can see that both the customer benefit and the bank benefit have been greatly 
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improved. 

 

5. Conclusion 

 

Through the application of an online ‘Citizen loan’ personal credit product of BTB, this paper deeply 

studies and analyzes all kinds of data fusion and modeling that can be obtained by small and medium-

sized banks, and establishes the risk control model of localized Citizen loan personal credit product 

by using XGBoost and Knowledge Graph tools. In this practice process, this paper deeply compares 

and analyzes the advantages and disadvantages of the models based on public data sets and local data 

sets (superimposing the former), and draws an exciting conclusion that the optimization local model 

based on local data sets has better performance. This ‘Citizen loan’ risk control model based on local 

data set was actually deployed and applied in BTB in 2019, and it has greatly improved both customer 

benefits and Bank benefits (for example, the fastest time for customers to obtain loans is 3 hours; the 

average interest rate of customers is reduced from 10.96% to 8.72% annually; the non-performing 

loan rate in 2019 decreases by 6% compared with that in 2018 2.8%; the cost of the new 1.535 billion 

yuan loan decreased by 60.04% compared with that in 2018. This result fully shows that the research 

results of this paper can help small and medium-sized banks to find a feasible way to realize the 

successful transformation of retail strategy through financial technology empowerment, which has 

universal application value. 

The value of this paper is that it can help more than 2,000 local small- and medium-sized banks in 

China to compete with online internet giants and offline homogeneous banks in terms of retail loans 

and obtain competitive advantages. 

In the future, with the further collection and expansion of local big data and the further 

optimization and improvement of local mode, the model and new products of Citizen loans will 

play a greater value in BTB.  
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