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2021





Abstract

During this thesis work, two approaches to single-photon detection at telecom
wavelengths have been investigated. The first one focuses on improving the per-
formance of commercially available semiconductor single photon avalanche diodes
(SPADs) to meet quantum communication requirements, and the second one de-
scribes the development and characterization of high performance superconducting
devices. On the application side, quantum random number generation (QRNG)
was implemented using two schemes based on two different types of single photon
detectors. In the first part of the thesis I investigated the operation of free-running
InGaAs/InP negative feedback avalanche diodes (NFADs) with a particular focus
on timing jitter and afterpulsing. Through an extensive study of the low temper-
ature behavior of these detectors, insights into the fundamental origin of timing
jitter were given. The key finding is that NFADs with a breakdown voltage higher
than ∼ 67 V can combine a very low timing jitter (52 ps) with an extremely
low dark count rate (1 c.p.s) when operated at low temperatures. A new method
to decrease afterpulsing in free-running NFADs was also implemented and the
preliminary results showed a reduction of afterpulsing probability at low delays.
The second part of the thesis concentrated on the development, fabrication and
characterization of large active-area superconducting nanowire single-photon de-
tectors (SNSPDs). This type of detector is very beneficial for applications requiring
free-space and multimode fibers coupling. A high kinetic inductance is however
unavoidable for long nanowires which leads to a long recovery time. The approach
proposed in this work is to make large sensitive-area Parallel-SNSPDs, where sev-
eral nanowires are connected in parallel and cover a large area. This design would
mitigate the speed problem while guaranteeing the excellent attributes provided by
standard SNSPDs. Using flood-illuminated 50 µm2 active-area devices, we demon-
strated a saturated detection efficiency with a count rate as high as 40 MHz.
The final part of the thesis looks at the application of single photon detectors to
quantum random number generation. Two implementations are proposed, both
using photo-sensitive transducers activated by a LED. The first QRNG is based on
a CMOS SPADs matrix and can be regarded as a stand-alone system offering high
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level of integration with a throughput of 400 Mbit/s of random data. The second
one is based on quanta image sensors (QIS) and it showed promising advantages
over previous QRNG technologies combining the advantages of both SPADs and
conventional CMOS image sensors. This QRNG showed high randomness qual-
ity (near-unity entropy/bit for raw data) and promising data rate (in an array of
2.5 mm2 area we can fit millions of jots and reach up to 12 Gb/s throughput).



Résumé

Au cours de cette thèse, deux approches pour la détection de photon unique ont
été étudiées. La première approche se focalise sur l’amélioration des performances
des diodes à avalanches déclenchées par photon unique, disponibles sur le marché.
La deuxième approche est basée sur des détecteurs supraconducteurs à hautes
performances développés en interne. Le but général est de répondre aux exigences
des applications de communication quantique. Du point de vue application de
détecteurs de photons, on a présenté deux architectures de générateurs de nom-
bres aléatoires quantiques basées sur deux types de détecteurs de photons.
Dans la première partie de cette thèse, j’ai étudié le mode d’opération asynchrone
des photodiodes à avalanche composées des matériaux InGaAs/InP et intégrant
les éléments passifs permettant d’arrêter l’avalanche (désignées dans la suite par
leur acronyme anglais “NFADs”). Je me suis particulièrement intéressée à leur
résolution temporelle et au phénomène de “Afterpulsing”. D’abord, une étude
approfondie du fonctionnement de ces détecteurs à basse température nous a per-
mis de comprendre l’origine de leur gigue temporelle et on a pu montrer que les
NFADs ayant une tension de claquage supérieure à 67 V peuvent combiner une
gigue temporelle aussi basse que 52 ps avec un bruit thermique extrêmement faible
(1 c.p.s) quand elles sont utilisées à basses températures. On a pu aussi mettre en
place une nouvelle méthode pour diminuer l’Afterpulsing des NFADs asynchrones
et les résultats préliminaires sont prometteurs. La deuxième partie de cette thèse
se focalise sur le développement, la fabrication et la caractérisation de nano-fils
supraconducteurs capables de détecter des photons uniques (désignés dans la suite
par leur acronyme anglais “SNSPDs”) à larges surfaces photosensibles. Ce type
de détecteur peut être bénéfique pour les applications qui nécessitent un couplage
de lumière direct ou à travers des fibres optiques multimodes. Malheureusement,
la grande taille de ces détecteurs implique une grande inductance cinétique qui
va dégrader la vitesse de détection. Pour surmonter ce problème et garder les
bonnes performances des SNSPDs standards, on propose ici une solution originale
qui consiste à utiliser plusieurs nano-fils connectés en parallèle pour couvrir la
même grande surface. Cette approche nous a permis de démontrer une courbe de
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détection saturée et un taux de comptage de 40 MHz avec un détecteur parallèle
couvrant une surface de 50 µm2.
La dernière partie de cette thèse traite de la génération de nombres aléatoires
quantiques en utilisant des détecteurs de photons. La première implémentation
proposée ici est basée sur une matrice de photodiodes à avalanche intégrée sur le
même substrat que l’électronique qui effectue l’extraction de l’entropie en temps
réel. Ce QRNG offre un haut taux de génération de données aléatoires s’élevant
à 400 Mbit/s. Le deuxième QRNG est basé sur un nouveau type de capteurs
d’images sensible au photon unique qui lui a garanti un taux de génération très
élevé (5-12 Gb/s) avec une consommation d’énergie minimale.
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Chapter 1

Introduction

Light measurement and manipulation at the single photon level has supported
and enabled an expanding range of applications covering several topics of science
and engineering. The most straightforward field one can think of is low-level light
sensing such us medical imaging, astronomy and low ambient light surveillance.
Another more demanding category includes applications where the quantum na-
ture of light is the key component. This is mainly applicable to optical quantum
information [1] and quantum metrology. For instance quantum information tech-

Single Photon Detection

Quantum 
Information 
Technologies

Sensing & 
Imaging

Metrology

➢ Quantum Key Distribution (QKD)

➢ Quantum Random Number Generation (QRNG)

➢ Quantum Computing 

➢ Quantum Teleportation

➢ Quantum Simulations

➢ LIDAR

➢ Remote Sensing

➢ Environmental Monitoring

➢ OTDR

➢ Surveillance

➢ Biomedical Technologies

➢ imaging microscopy

➢ 3D face recognition

Figure 1.1: Main applications of Single Photon Detection
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2 CHAPTER 1. Introduction

nologies (QIT) use photons to encode, process and generate data according to the
laws of quantum physics [2]. Within this innovative field lies Quantum key distri-
bution (QKD) [3], the most secure communication framework reported to date, and
quantum random number generators (QRNGs) [4, 5], that use the intrinsic ran-
dom nature of light to produce true randomness. These two commercially mature
technologies are among the major drivers for the development and improvement
of single-photon detectors.

Single Photon Detectors

A single photon detector (SPD) is an extremely sensitive device able to register
energies as low as 10−19J. Besides its high sensitivity, an SPD should exhibit the
highest performance in terms of spectral range, count rate and time resolution
in order to keep up with the extreme demands of rapidly-expanding applications
(Figure 1.1). To assess the compatibility of a single photon detector with a specific
application we should characterize it according to the following properties:

• Photon detection efficiency (PDE): The probability that an incident photon
will be detected and will generate an output signal. An ideal SPD would have
a unity detection efficiency which is not possible in practical implementations
because of hardware imperfections and the dependence of this property on
the fluctuating operation conditions.

• Dark count rate (DCR): The probability that the SPD registers a detection
event in the absence of incoming light. These false counts are usually depen-
dent on the temperature, the biasing solution and the material properties.

• Afterpulsing : The probability of false counts correlated to previous photon
detections. This characteristic is relevant for III/V semiconductor SPDs (See
section 2.3 for more details).

• Timing jitter: The temporal variation between the absorption of a photon
and the generation of an output electrical pulse. It can be also defined as
the time uncertainty on the registering time of the detection. For a typical
Gaussian distribution, the jitter can be quantified as the full width at half
maximum (FWHM) or additionally as the 1/100 maximum of the distribu-
tion.

• Dead-time: The time period that follows a detection event, during which
the detector is not active. For some SPDs, the dead-time designates also
the recovery-time but we like to describe the recovery-time as the shortest
possible dead-time which is, in the optimal case, limited by the detector
physics. In the case of semiconductor-based SPD, the dead-time is made
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long enough to suppress afterpulsing at the expense of the maximum count
rate (MCR).

• Spectral range: The range of absorbed energies determined by the band-gap
of the constituent materials. For semiconductor SPDs, Silicon is the best
choice for visible applications while InGaAs has given the best results for
Infra-Red (IR) sensing.

• Maximum exposure level: The incoming light intensity above which the de-
tector may undergo temporary or permanent damage.

• Photon number resolution: The ability to distinguish and count the number
of photons in each incoming optical pulse. This criteria is important for
advanced quantum information protocols [6].

Some of these characteristics delineate intrinsic properties while others are wave-
length and temperature dependent and can also vary across the spatial dimensions
of the detector. Note that some technologies may only demonstrate a subset of
the features listed above. For instance, superconducting SPDs do not suffer from
afterpulsing phenomena.

Many technologies have been developed for single photon detection. Some of
them are already well-established and others are still emerging, driven by the
new cutting-edge applications.

Vacuum photo-multiplier tubes (PMTs) were the first-demonstrated and
commercialized single photon detectors [7]. They are commonly used for ultraviolet
and visible radiations measurement and are not efficient with low-energy radiations
(infrared and microwave). The detection process starts when the photon flux
strikes the photo-active cathode and dislodges electrons. The photocurrent signal
is then amplified through a series of dynodes before being sensed at the anode.
The main advantage of a PMT is its ability to detect very weak signals thanks to
the amplification effect. However, this same effect can be problematic since any
spurious signal is also amplified leading to a lower signal to noise ratio (SNR).
Despite their good performance at visible wavelengths [8], PMTs still have large
dimensions and are quite expensive, which is why they have been replaced by single
photon avalanche diodes in most of the applications.

Single photon avalanche diodes (SPADs) are the most common and com-
mercially available technology for single photon detection. These highly sensitive
semiconductor devices generate a measurable photo-current when an irradiation
arrives at its active area [9]. SPADs are reverse-biased above their breakdown
voltage which initiates an impact ionization process when an electron-hole pair
is photo-generated. The self-sustainable avalanche must be stopped and the de-
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vice reset using an appropriate quenching circuit (more details are provided in
Section 2.1). Silicon SPADs have replaced PMTs in the visible range thanks to
their integration potential, high performance and lower power consumption. These
detectors can also operate at telecom wavelengths using lower-band-gap semicon-
ductor materials, such as Ge and InGaAs/InP (see Chapter 2). However, their
performance cannot compete with the recently-developed superconducting SPDs.

Superconducting nanowire single photon detectors (SNSPDs) demon-
strate single-photon sensitivity from X-ray to mid-infrared wavelengths, together
with a high efficiency (> 90%) [10, 11], low dark count rate, low timing jitter and
fast recovery (see Chapter 3). These nano-devices do not suffer from afterpulsing
effect and, depending on their design, can exhibit photon-number resolving capa-
bility. A major limitation is that they must be operated at cryogenic temperatures,
which can be difficult to implement. The superconducting nanowire is then biased
just below its critical current, and a localized resistive hot-spot is created when a
photon is absorbed, triggering an output voltage-pulse.

Table 1.1 reports the best performance of these three technologies. Note that the
detectors do not necessarily combine simultaneously all of the performance listed
in the table.

Technology Spectral range Op. Temp. SDE DCR Jitter MCR

PMT (VIS-NIR) VIS-NIR 300 K 40% at 550 nm 100 kHz 300 ps 10 MHz

PMT (IR) IR 200 K 2% at 1550 nm 200 KHz 300 ps 10 MHz

Si SPAD VIS 300 K 65% at 650 nm 25 Hz 35 ps 10 MHz

InGaAs SPAD NIR 240 K 55% at 1550 nm 1 Hz 50 ps 100 MHz

SNSPD X-ray to NIR 1-3 K 95% at 1550 nm 10−3 Hz 3 ps 200 MHz

Table 1.1: Summary of the performances of photomultiplier tube (PMT) [12, 13], single photon
avalanche diode (SPAD) [14, 15, 16, 17] and superconducting nanowire single photon detector
(SNSPD) [18, 19, 20].

In addition to these well-established SPDs, a host of new single-photon detector
technologies such as visible-light photon counters (VLPCs) [21], superconduct-
ing transition-edge sensors (STESs) [22] and quantum dot field-effect transistors
(QDFETs) [23] have been demonstrated and start to be deployed. An exhaustive
review of these technologies is provided in [24, 25, 26].
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Outline of the thesis

In this thesis, I focused on Indium Gallium Arsenide single photon avalanche
diodes (InGaAs SPADs) and superconducting nanowires single photon detectors
(SNSPDs), being the most commonly used for quantum communication applica-
tions and at the core business of Id Quantique Quantum Sensing division.
The industrial framework of this thesis gave me the opportunity to work with
other SPDs (CMOS SPADs and Quanta Image Sensors (QIS)) used for new im-
plementations of quantum random number generators. In chapter 2, I focused on
improving the performance of free-running InGaAs/InP SPADs operating at low
temperature (IDQ - ID230). After an extensive study of the timing jitter mecha-
nism, I showed that these detectors can combine a very low jitter with the lowest
dark count when operating in well-defined conditions. Then, I demonstrated a
reduction of afterpulsing probability using a quantum cascade laser to release the
charges trapped inside the material defects.

Chapter 3 is dedicated to SNSPDs, it covers the main aspects of this technology
in terms of operation principle, design, fabrication and characterization. A spe-
cial focus was brought in large active-area SNSPDs for multimode-fibers coupling
that were developed within a collaborative project between Id Quantique and the
University of Geneva.
The importance of a technology is illustrated by its applications and that is why
I dedicated chapter 4 to quantum random number generation using single photon
detectors. Two different implementations are proposed with a full description of
the randomness generation process and a characterization of the systems in terms
of bit rate, SNR, scalability and power consumption.

The last chapter summarizes the results of this work and discusses future research
directions and open problems. Finally, a list of peer-reviewed articles, pre-prints
and patents issued during the course of this thesis is provided.





Chapter 2

Single-photon detectors based on
InGaAs/InP avalanche diodes

Indium-Gallium-Arsenide/Indium-Phosphide (InGaAs/InP) single-photon avalanche
diodes (SPADs) are a popular detector choice for the near-infrared range (1000 nm
- 1700 nm) thanks to their commercial maturity, compact size, good performances
and ease of operation (cryogenic temperatures are not required). These III-V het-
erostructure devices have separate photon absorption, charge and multiplication
regions as shown in Figure 2.1 When operating in Geiger mode, the reverse-bias
voltage of the SPAD is larger than its breakdown voltage Vbr and the electric field
in the multiplication layer (InP) is large enough to trigger impact ionization phe-
nomena. The incident photons will cross the InP layer and will be absorbed in the
narrower-gap InGaAs (In0.53Ga0.47As) layer producing electron–hole pairs. Photo-
generated carriers created in the absorption layer will drift toward the multiplica-
tion region under the effect of the electric field. In the case of InP, holes have higher
impact ionization coefficient and will trigger a self-sustaining avalanche [27, 28].
However, a direct holes transport from the InGaAs to the InP layer would be
very difficult because of the valence band discontinuity between the two materi-
als (Eg,InGaAs=0.7eV and Eg,InP=1.35eV at room temperature). That is why an
additional layer (InGaAsP) with an intermediate bandgap, called grading layer,
is added between the two materials to grade the valence-band discontinuity and,
hence, increase the transition rate of the holes.

InGaAs/InP SPADs can be operated in synchronous (gated) and asynchronous
(free-running) modes depending on the application requirements. In the gated
scheme, the SPAD is working in Geiger mode only during a specific time gates
(typically less than a nanosecond [29, 30]) while in the free-running regime, the
detector is constantly working, that is why either active or passive quenching is

7



8 CHAPTER 2. Single-photon detectors based on InGaAs/InP avalanche diodes

required to stop the avalanche and reset the detector [31].

Anode contact Metal
Anti-reflection Coating

i-InP Multiplication region

Photons

n-InP charge

n-InGaAsP grading

i-InGaAs Absorption region

n+ -InP buffer

Cathode contact Metal

n+ -InP substrate

≈ ≈

h+

e-

Electric Field

Figure 2.1: Cross-section schematic of a front-illuminated planar InGaAs/InP SPAD. The electric
field along the different layers is shown on the right.

In this work I mainly used SPADs operating in the free-running regime imple-
mented with passive quenching.

2.1 Free-running operation and passive quench-

ing

For many applications, where the time of arrival of the photon is unknown, oper-
ation in the free-running regime is required. For instance, in time resolved pho-
toluminescence (TRPL) [32] lifetimes may range from subnanosecond to tens of
nanoseconds so the detector should be constantly armed ready to detect the emis-
sion of the material after excitation. Same thing for Lidar [33] where reflected
photons are asynchronous, biomedical imaging [34, 35], quantum dot emission and
many other applications.

When a photon is detected and an impact ionization process is triggered, the cur-
rent continues to flow across the diode and has to be quenched to allow the detector
to be reset and armed for the next detection. This is usually done electrically using
active or passive electrical components.
In this work I only used passive quenching (PQ) where a high voltage resistor
(∼1 MΩ) is serially connected to the SPAD with the DC bias source used to set
the reverse-bias Vbias (Vbias≥Vbr) as depicted if Figure 2.2. When avalanche events
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occur the same current flows across the SPAD and the quenching resistor. The
voltage across the resistor increases and the voltage difference between the an-
ode and the cathode of the diode decreases simultaneously until falling below Vbr,
quenching the avalanches.
This passive quenching technique can be implemented using discrete components
or more efficiently, by integrating the resistor on the same substrate as the SPAD,
to obtain Negative Feedback Avalanche Diodes (NFADs) known as the most effec-
tive self-quenching implementation [36, 37].

NFADs have many advantages over traditional SPADs. Not only they provide
photon counting operation with just a simple DC bias voltage but they also allow
higher density integration of several adjacent SPADs and, more importantly, they
have a shorter recovery time after avalanche since the use of integrated resistors
dramatically reduces the parasitic capacitance with respect to discrete components.

𝑉𝑏𝑖𝑎𝑠 = 𝑉𝑏𝑟 + 𝑉𝑒𝑥

𝑉𝑑

𝑉𝑅𝑞𝑅𝑞

𝑆𝑃𝐴𝐷

𝑉𝑏𝑖𝑎𝑠

𝑉𝑏𝑟

𝑉𝑑
Photon 

Absorption

Avalanche quenching

SPAD recharge

𝑡

Figure 2.2: Electonic modelling of Passive Quenching Circuit where the quenching resistor is
placed serially with the SPAD. At the right, the voltage diagram across the SPAD during the
avalanche event is shown.

In this chapter I mainly used negative feed-back avalanche diodes to study first,
timing jitter and then Afterpulsing effect. The results are presented in the sec-
tions 2.2 and 2.3.
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2.2 Temporal jitter in free-running InGaAs/InP

SPADs

Negative-feedback avalanche diodes (NFADs) provide a practical solution for dif-
ferent single-photon counting applications requiring free-running mode operation
with low afterpulsing probability. Unfortunately, their timing jitter has never been
as good as for gated InGaAs/InP single-photon avalanche diodes [38]. Moreover,
the mechanism of jitter at low temperatures has not been thoroughly studied in
NFADs (and in InGaAs/InP SPADs as a whole) , which is crucial if operation with
a low DCR is an additional requirement.

The timing jitter is the time resolution of the photon arrival on the SPAD.
A detailed definition is given in the first chapter.

In this section, I present a characterization of the time response of different
InGaAs/InP based NFADs with particular focus on the temperature dependence
and the effect of carrier transport between the absorption and multiplication re-
gions. Based on this study, we were able to define the connection between the
lowest achievable DCR and the temporal jitter, when operating at low tempera-
tures. More details about this work are found in [17].

We characterized four different NFADs manufactured by Princeton Lightwave
which have different feedback resistances and active areas. Table 2.1 summarizes
the characteristics of these devices.

Device Code Diameter (µm) Rs (kΩ) Vb at -130◦C
#1 E2G2 25 500 64.6 V
#2 E3G7 30 1700 65.3 V
#3 E2I1 25 860 70.2 V
#4 E2I9 25 1150 71.6 V

Table 2.1: Characteristics of tested devices

2.2.1 Efficiency and DCR characterization

Before doing the jitter measurements, I first characterized the Photon Detection
Efficiency (PDE) and the Dark Count Rate (DCR) of the NFADs under test
(table 2.1) at 1550 nm for temperatures between -110°C and -50°C as a function
of the excess bias voltage Vex (the difference between the bias and the breakdown
voltages). These information are very important to take into account to make sure
we do not improve jitter at the expense of the other performances.
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The characterization measurements gave efficiencies between 10% and 30% for ex-
cess bias between 1 V and 3.5 V. The lowest value of the DCR (1 cps) was obtained
at the lowest efficiency for the NFAD from batch E2G2, a full characterization of
this detector is available in Ref [19]. This lowest value can be explained by the fact
that the diode E2G2 has the lowest breakdown voltage (see table 2.1) meaning
that the absolute electric field in the amplification region is lower with respect to
other diodes for the same excess bias voltage. The main contributions to the DCR
are the thermal-carrier generation in the absorption region and the field-dependent
trap-assisted-tunnelling (TAT). Below -70°C the TAT becomes the dominant ef-
fect and, although it is not directly temperature dependent, it is reduced at lower
temperatures due to the reduction of the breakdown voltage. So it is clearly bene-
ficial to operate NFADs at low temperatures, if the application calls for low DCR
and does not require high count rates, since the required hold-off time increases in
order to avoid Afterpulsing effect (see section 2.3 for more details). But how does
time jitter evolve at low temperature? And how is it connected to the operating
bias voltage?

2.2.2 Timing jitter mechanisms

There are two dominant contributions to the timing jitter in InGaAs/InP SPADs.
The first is attributed to the time distribution of the transit time of the photo-
generated carriers (holes) from the absorption region (InGaAs) to the multiplica-
tion region (InP) [39]. Due to the band gap difference between the two materials
there exists a valance-band energy step which has to be overcome by the holes
travelling to the multiplication region (see section 2.1 for more details). Such a
barrier leads to charge pile-up which can be liberated through thermionic emis-
sion, giving rise to a temporal distribution with an exponential tail. This energy
barrier is reduced with increasing electric field increasing the emission rate. In
addition, the grading layer at the heterojunction of the NFAD helps easier cross
of the energy step, meaning that lower field-strengths are needed to cancel this
energy barrier. Nevertheless, there exists a given field-strength whereupon the
barrier is non-zero and in the following I shall probe the onset of this effect.
Subsequently, upon the arrival of the hole in the multiplication region, a fundamen-
tal build-up time is needed for the avalanche amplitude to reach a predetermined
threshold level, signalling the detection event. The temporal distribution of this
process is Gaussian. Therefore, the system temporal jitter is expected
to be a convolution of an exponential (thermionic emission during the
holes transport) and Gaussian (impact ionization) distributions.
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2.2.3 Experiment

The NFADs were placed inside a Stirling cooler (Twinbird SC-UE15R) that enables
cooling of the detectors down to -130°C. The light source used to excite the detector
is a pulsed laser emitting at 1538 nm with a repetition rate of 76 MHz. The laser
signal was attenuated to the single photon level prior arriving at the detectors. The
readout circuit is implemented at room temperature and is described in [40], its
digital output is fed to a time-correlated single-photon counting (TCSPC) module
(SPC-130 from Becker Hickl), which generates a histogram of the delay between
the NFAD detection and the synchronization signal generated by a fast photodiode
illuminated by the pulsed laser. The instrument response function (IRF) of the
measurement setup has a full-width-half-maximum (FWHM) of 7 ps (given by the
contribution of 3 ps FWHM from the optical signal and 6.5 ps FWHM from the
TCSPC card) which is negligible in comparison to the detector jitter.
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Figure 2.3: Schematic of the jitter measurement setup: the pulsed laser signal is attenuated at
the single photon level befor arriving at the NFADs cooled down inside a Stirling Cooler. The
discriminated output of the detectors is fed to a TCSPC module synchronized to the laser in
order to generate histogram of the delays.

2.2.4 Results and Discussion

First we investigated the IRF response of the NFADs for different temperatures
and different excess bias voltages in order to check its agreement with the theoret-
ical model. Figure 2.4(a) shows the temporal jitter histogram for a temperature
of -130°C, for diode #1 (E2G2). It is indeed clear that there exists two different
contributions, where at small time delays the distribution is Gaussian, whilst at
longer delays a clear exponential tail is visible.
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Figure 2.4: Jitter histograms for NFAD #1 in different conditions. (a) Varying excess bias
voltage at a constant temperature of -130◦C. (b) A constant excess bias voltage of 1 V for
different temperatures. (c) A constant bias voltage of 65.5 V for different temperatures.

In order to isolate the two effects, we can exploit their temperature and field de-
pendency and we can clearly see that impact ionization is dependent on the excess
bias voltage while thermionic emission is dependent on the absolute bias voltage
of the NFAD. To confirm this statement, you can look at Figure 2.4(b), where the
excess bias is kept constant at different temperatures, and see that the histograms
overlap at short delays, meaning the impact ionization process is unaffected. On
the other hand, at longer delays, the exponential time-constant is changing sig-
nificantly at different temperatures, which is due to varying absolute bias voltage
caused by a temperature dependent breakdown voltage in the multiplication re-
gion (temperature coefficient is 0.134 V/K). Indeed, if the bias voltage is kept
constant for the same temperature range, the contrary is true: the exponential
tail is almost unchanged, whilst the Gaussian component changes, as can be seen
in Figure 2.4(c).
The temperature dependence of the decay rate (from Fig. 2.4(b)) gives a measure
of the energy barrier experienced by the holes [41], which is approximately 0.03 eV
at 65.6 V and drops to near zero at around 67 V, leaving the impact ionization as
the dominant effect.

To illustrate the overall effects of temperature and excess bias variation, we can
plot the FWHM of the jitter histograms. The results obtained with diode #2
are depicted in Figure 2.5a. For a constant temperature, the jitter decreases with
increasing excess bias voltage as expected, due to the speed up of the impact ion-
ization process [42]. For decreasing temperature and fixed excess bias, it reduces
slightly (about 10%) in the range of -50°C to -100°C. This can be explained by
the increase of ionization coefficients with lower temperature in the multiplica-
tion region [43], which make the avalanche build-up process yet again faster. At
temperatures below about -110°C, for low excess bias voltages, one can see the



14 CHAPTER 2. Single-photon detectors based on InGaAs/InP avalanche diodes

increase of the jitter due to the significant hole trapping between the absorption
and multiplication regions. This effect is clearly negated through the increase of
the excess bias, which reduces the energy barrier, as discussed earlier.
Note that for applications, such as QKD, requiring a very high extinction ratio, it
is important to consider the jitter width at a lower level than the half-maximum,
especially when the jitter histogram shows non-gaussian behaviour. In our case we
measured the full-width at 1/100 of the maximum (∆τ1/100) for our devices [17]
and it showed similar temperature behaviour as the FWHM. At the highest excess
bias, a ∆τ1/100=200 ps was achieved.
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Figure 2.5: NFADs time jitter versus temperature for different excess bias voltages.

One strategy to reduce the time jitter contribution coming from the hole-trapping
phenomena is to use NFADs with a higher breakdown voltage. Figure 2.5b shows
the FWHM jitter for all four NFADs tested for the same range of temperatures
and two excess bias voltages, 1 V and 3.5 V. At high excess bias, all the detectors
have the same behaviour with the minimum jitter being between 52 ps and 67 ps.
However, for low excess bias voltage we see that two of the NFADs do not exhibit
the sharp increase in the jitter at low temperatures (devices #3 and #4). This is
due to the fact that these diodes have a breakdown voltage of around 5-6 V higher
(see Table 2.1) than the diodes which do exhibit the low temperature jitter in-
crease, hence the bias voltage remains sufficiently high in order to keep the energy
barrier at the heterojunction below zero, preventing hole pile-up.
Note that the difference in breakdown voltage is mainly due to run-to-run fabri-
cation variations since the design structure is the same for all the devices.

These results suggest that for optimum operation of the NFAD, the bias voltage
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should be sufficiently large in order to avoid the hole pile-up jitter effects, however,
it should not be too high, in order to minimize TAT contribution to the DCR. In
order to keep the thermally generated DCR well below the 1 cps level, the NFAD
should be operated at -130°C. Hence, the optimum breakdown voltage would be
around 67 V for this temperature, which would allow operation at any excess bias,
without any hole pile-up effects.

Lower jitter for Longer-distance QKD

In QKD the signal-to-noise ratio (SNR) is a crucial characteristic as it defines the
maximum transmission distance of the system. In order to maximize the signal,
it is preferable to operate at the maximum possible clock rate, which is limited by
the jitter of the detectors. This means the signal of a QKD system is proportional
to η/∆τ1/100, where η is the detection efficiency and we consider the FW1/100M
jitter in order to ensure low error rates. The noise is given by the DCR (rdc)
within the detection time window, hence the SNR = η/(rdc∆τ1/100

2). This shows
that the timing jitter is the most important characteristic for a long distance QKD
system. Given the jitter demonstrated in this work, QKD operation at 5 GHz and
an increase of the maximum distance would be possible.

2.2.5 Conclusion

In this section, we showed that free-running InGaAs/InP NFADs can achieve a
temporal jitter as low as 52 ps, which was comparable to the best gated-mode
devices [44] and only a factor of 2 larger than the record-holding superconducting
devices [45] at the time when this work was published (2016). We have also
analysed the low-temperature performance of the NFAD jitter which has enabled
the understanding of the jitter contribution due to charge-carrier pile-up between
the absorption and multiplication regions, a phenomena which has been rarely
studied. Finally, we have shown that in order to avoid degradation of the temporal
resolution due to this effect, the operating voltage of these devices should be greater
than 67 V at the lowest operation temperature. Given this, excess bias voltage
and temperature can be chosen freely according to the applications requirements.
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2.3 Afterpulsing

Afterpulsing is another important feature of InGaAs/InP detectors that we should
take into account when operating these detectors in the free-running regime.

Afterpulsing (AP) defines spontaneous dark counts coming from the release
of carriers that get trapped inside the defects of the multiplication region

during a photo-triggered avalanche event.

This problem is well known for IR detectors because III/V materials technology
is less mature than Silicon (for visible detectors) which gives higher defect con-
centration, resulting in higher afterpulsing. To reduce this effect it is common to
operate the detectors in gate-mode with sub-nanosecond gates [29] which quickly
reduces the charge flow inside the detector resulting in a subsequent reduction of
the amount of carriers getting trapped in the first place. However, it is often more
convenient to operate the detector in the free-running regime where a very effi-
cient quenching, like the one obtained with NFADs (see section 2.1), is required to
reduce afterpulsing probability. Another commonly-used technique for mitigating
afterpulsing of free-running SPADs is the implementation of a hold-off time, also
called “dead time”, following the detector quenching during which the bias voltage
is held below Vbr to prevent new avalanches from occuring while trapped carriers
are getting released. Long hold-off times allow efficient decrease of afterpulsing
probability but severely reduce the maximum count rate.

In the previous sections we showed that free-running NFADs can acheive an ex-
tremely low DCR (1 cps) [19] with a very low time jitter (52 ps) [17] when operated
at low temeratures. So what about the temporal dependence of afterpulsing? The
answer to this question was brought by B. Korzh and al. [46] in 2015 as they found
out that at low temperatures, the AP dependency is exponential at short delays
before following a power-law, whereas at higher temperatures the exponential be-
haviour is observed at long delays. While the power-law dependence confirms the
idea of a dense spectrum of trap levels, they explained the exponential behaviour
at short and long delays by the detrapping rate of defects at the edges of the energy
spectrum. Finally, they measure the activation energies of these outermost trap
levels: Eshallow = 0.05 eV and Edeep = 0.22 eV.

In this work, we decided to use the results obtained by B. Korzh and al. to try
to experimentally reduce afterpulsing in InGaAs/InP NFADs. The idea of the
experiment is based on shining on the NFAD a quantum cascade laser (QCL)
whose energy is enough to induce carrier de-trapping of multiple defect levels but
not high enough to trigger photo-generated avalanches.
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2.3.1 Experiment

The detectors used in this study are InGaAs/InP based NFADs provided by Po-
litecnico Milano, Italy. A full description of these devices is available in [37]. These
NFADs have low-value integrated quenching resistors that can reduce most of the
avalanche current but are not high enough for a complete avalanche quenching.
That is why an external active circuit is used to completely stop the avalanche. The
proposed mixed-quenching approach with selectable well-defined hold-off times, is
described in ref [37].
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Figure 2.6: Picture of the afterplsing measurement setup: the two optical signals coming from
the picoQuant laser and the QCL laser are free-space coupled to the NFAD through the optical
window. (a) A top view of the setup inside a black box for optinum light isolation. (b) Side view
of the stirling cooler showing how the two laser beams arrive at the detector.

The NFAD was placed inside a Stirling cooler (Twinbird SC-UD08) that allows
cooling the detectors down to -130°C. Two optical signals were free-space coupled
to the detector: the first one was a pulsed laser (PicoQuant PDL-800) emitting
at 1550 nm wavelength and used for optical excitation; this fiber-coupled signal
was fed to an optical collimator mounted on an XYZ stage and sent through the
central hole of an off-axis parabolic gold mirror at the active area of the detector.
The second optical signal was coming from a pulsed 4.9 µm quantum cascade laser
(ALPES LASERS) used to empty the carrier traps during the avalanche events.
This optical signal is collimated into a 100 µm diameter InF3 optical fiber and
then sent at the detecor after being reflected on the parabolic mirror used for the
two beams superposition. Figure 2.6 shows a picture of the experimental setup.
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We used an FPGA to send and collect most of the inputs/outputs of the setup
including the temperature setting, the NFAD bias voltage, the hold-off time, the
detection discrimination threshold, the QCL supply voltage and frequency. The
digital output of the NFAD and the PicoQuant synchronization signal are fed to
a time to digital convertor (TDC - ID800) and the recorded data is used to plot
the histogram of detections over time. The entire setup was placed inside a black
box completely opaque to light.

2.3.2 Results and discussion

After characterizing the breakdown voltage dependency on temperature we started
by measuring the dark count rate of the detector under test for different excess
bias voltages (Vex) and hold-off times. These measurements were done for -50°C,
-75°C and -90°C. As mentioned previously, afterpulsing are false counts that add to
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Figure 2.7: Dark count rate variation with hold-off time measured at -75° different excess bias.
The measurements are done with and without a pulsed quantum cascade laser (QCL, 4.9 µm,
200 ns pulse width) shining on the detector active area.

the thermally induced ones and increase the overall dark counts. The afterpulsing
contribution is indicated by the notable increase of the dark count rate for shorter
delay times. If we do the same measurement while shining the QCL laser on the



2.3. Afterpulsing 19

NFAD we should be able to see a drop of the overall dark counts. The results
of these measurements are shown in Figure 2.7. With the QCL lasing at 10 kHz
frequency and 200 ns pulse width we could see a slight decrease of the dark counts
depending on the operation conditions. For 1 V excess bias, corresponding to ∼
5% efficiency, we saw almost no effect of the QCL on afterpulsing which can be
explained by the fact that afterpulsing probability is negligible at low efficiencies.
At 3 V and 5 V excess bias (12% and 20% respective efficiencies), afterpulsing
contribution to dark counts decreased for short delays (up to 5 µs) which indicates
that the QCL is actually helping with the detrapping process but its effect is not
enough to allow the use of InGaAs/InP NFADs at lower delays. To make sure
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Figure 2.8: Comparaison of afterpulsing measurements for an InGaAs/InP NFAD at -75°C for
different operation conditions, with and without a pulsed quantum cascade laser (4.9 µm, 200 ns
pulse width) shining on the detector active area. (a) Afterpulsing counts histogram measured
at 1 µs hold-off time and 20% efficiency. (b)Afterpulsing probability measured at 1 µs hold-off
time and 20% efficiency.

that the QCL is not locally heating the detector and consequently, increasing the
thermally-induced dark counts, we characterized the breakdown voltage variation
with and without the QCL shining on the active area. We measured, for 200 ns
pulse width, a variation of 0.051 V corresponding to only 0.34 °C temperature
rise We repeated the measurements for different QCL pulse widths and we saw
that the effect increased with the pulse width but it was never powerful enough to
allow operation at short delays. To better quantify the QCL effect on afterpulsing
probability we compared the detection histograms after the arrival of the detected
PicoQuant photons and we could clearly see the afterpulsing time distribution.
Figure 2.8 shows the AP histogram and the AP probability with and without the
QCL at -75°C for Vex = 5 V and 1 µs hold-off time. From the counts histogram
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we computed a maximum afterpulsing probability of 74% without QCL vs 64.6%
with QCL.

Unfortunately I was not able to pursue this work because of technical problems
and I had to switch to another project.

2.3.3 Conclusion and Outlook

Using a quantum cascade laser emitting at 4.9 µm and sent at the NFAD after
avalanche events, we were able to show a decrease of afterpulsing at short delays
by triggering the de-trapping of trapped carriers in the multiple defect levels of the
InP layer. Unfortunately, the measured effect was not powerful enough to allow
operating the InGaAs/InP based NFADs at lower hold-off times.

One of the possibilities to obtain better results could be the use of other lasers
emitting at 3 µm and 2 µm with the optimization of the timing delay between the
PicoQuant Laser and the QCL laser.
This project stays on the to-do list of the Lab and the work will be resumed as
soon as possible.
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Superconducting Nanowire
Single-Photon Detectors

Superconducting nanowire single-photon detectors (SNSPD) have emerged in the
past decade and have experienced tremendous performance improvements since
their first implementation in 2001 by Gregory Gol’tsman and colleagues [47]. These
nano-devices have stood out as highly-promising single photon detectors for a wide
range of wavelengths (from X-ray to mid infra-red) thanks to their high detection
efficiency [10, 11], low dark count rate [48] excellent time resolution [18] and fast
recovery [49]. SNSPDs have became the first choice of many Time-Correlated
Single-Photon Counting (TCSPC) applications showing greater performance than
their first competitor, Semiconductor Single Photon Avalanche Diodes (SPADs).
Besides their wide-range sensitivity, SNSPDs have the best signal-to-noise ratio,
are the fastest and do not suffer from afterpulsing phenomena. The only drawback
of these detectors is their operation at cryogenic temperatures (around 4.2 K, the
boiling point of liquid Helium) which can be sometimes difficult to implement.
Fortunately, closed-cycle cooling technologies are concurrently growing and im-
proving enabling a better ease-of-use [50, 51].
Superconducting nanowire single photon detectors have driven the development
and the upgrade of many applications such as quantum communication [52], light
detection and ranging [53, 54], single photon spectroscopy [55] and integrated cir-
cuits testing [56].

In this chapter, we will describe the operating principle of SNSPD and give an
overview of its performance metrics. We will then focus on large-area nanowires
for multimode-fiber coupling. We will present the main fabrication steps before
reporting the results obtained with single meander and parallel designs, including
a saturated detection efficiency and a max count rate as high as 40 MHz for par-

21
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allel nanowires.
This work was carried out within a collaborative project between Id Quantique
and the University of Geneva that includes the technological transfer of standard
SNSPD technology and the development of large active-area nanowires as a po-
tential new industrial product.

3.1 Device physics

3.1.1 Operation principle

Superconducting nanowires single photon detectors are built by patterning a thin
film of a superconducting material into a meander of narrow nanowires (80 -
160 nm). Highly disordered superconductors with short electrothermal time con-

(a) (b)

(c) (d)

Figure 3.1: SEM images of different meander structures for single-mode fiber coupling designed
and manufactured by the University of Geneva. (a) Square meander of 16 µm x 16 µm active
area.(b) Circular meander of 15 µm diameter for optimal coupling with the circular core of the
fiber. (c) “Loop” meander designed with higher fill factor in the center for better absorption
efficiency. (d) “Spirale” meander designed for polarization independence.



3.1. Device physics 23

stants are usually chosen such as WSi, NbN and MoSi. The active area of the
meander is designed in such a way to maximize the coupling efficiency of incoming
light (through a single mode or a multimode fiber). Figure 3.1 shows different
meander shapes designed in the University of Geneva for different purposes. The
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Figure 3.2: Operation principle of the superconducting nanowire single-photon detector
(SNSPD). (a) The SNSPD is in the superconductive state. (b) When a photon is absorbed, a
resistive region called hotspot is created. (c) The hotspot propagates across the nanowire width
and creates a resistive barrier that diverts the current into the load impedance. (d) The bias
current shunt outside the nanowire allows the resistive region to subside and the superconductive
state is restored.

nanowire is cooled down below the critical temperature1 of the superconducting
material and biased just below its critical current2. In the superconductive state,
the SNSPD can be electrically seen as an inductor Lk representing the kinetic
inductance of the superconducting nanowire and defined as Lk = lk

∫
ds
A(s)

, where

lk is the kinetic inductivity of the superconducting material and A(s) is the cross-
sectional area of the nanowire (Figure 3.2(a)). When a photon is absorbed in the
device, its energy breaks hundreds of Cooper pairs resulting in a local resistive
region called a “hotspot”. This hotspot will force the current to flow around it
increasing the peripheral current density beyond the critical current density as de-

1The critical temperature of superconducting materials is the temperature at which its elec-
trical resistivity drops to zero.

2The critical current is defined as the maximum current that can be passed in the nanowire
without destroying its superconductivity
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scribed in the “normal-domain” growth model [57] (Figure 3.2(b)). Together with
Joule heating, this effect will create a resistive barrier across the entire width of the
nanowire and the resistance value can reach several kilo Ohms within picoseconds
(Figure 3.2(c)). As illustrated in Figure 3.2, the SNSPD is modeled as an inductor
Lk serially connected to a time dependant resistance Rn(t) in parallel with a switch
. The switch opens when the photon is absorbed and the superconductive state
is disturbed and this will divert the current into the Load impedance RL (which
is mostly a 50 Ω readout amplifier) generating a measurable output voltage pulse
(Figure 3.2(c)). Once the current has been shunted, the nanowire cools down and
returns to thermal equilibrium, and the SNSPD is ready for the next detection
(Figure 3.2(d)).

3.1.2 Performance metrics

The detection process described in the previous section can be divided into three
steps: photon absorption, resistive region creation and output pulse generation.
Each one of these steps gives insight into some of the SNSPD performance metrics.

System Detection Efficiency (SDE) is a crucial characteristic for most of the
applications and is highly impacted by the photon absorption probability. SDE is
defined as:

ηsde = ηcoupling ∗ ηabsorption ∗ ηregistration (3.1)

The coupling efficiency ηcoupling can be improved with a perfect optical alignment
between the fiber core and the detector active area, known as the self-alignment
technique [58]. The absorption efficiency ηabsorption can be maximized by stacking
the nanowire inside an optical cavity optimized for the intended wavelength [59].
As for the registration efficiency ηregistration, defined as the probability of register-
ing an electrical pulse correlated to the photon absorption, it is mainly dependant
on the nanowire characteristics (material, width and thickness) and the fabrication
process quality. Near-unity system detection (≥ 95%) efficiency has been recently
reported by the NIST [11] and the same result was obtained in IDQ with Molyb-
denum Silicide (MoSi) single meander at 1550 nm wavelength.
A full description of the setup we have been using for SDE measurement is avail-
able in [60]. The same setup has been used to measure the Dark Count Rate
(DCR), known as the the average rate of “false counts” generated by SNSPDs
when light is blocked. The main origin of dark counts comes from blackbody
radiation at room temperature that propagates through the optical fiber to the
detectors inside the cryostat. This dominant contribution can be reduced and al-
most suppressed with cryogenic pass-band filters [48] or simply using the cold fiber
filter technique which achieved good results with our MoSi detectors, enough to
meet the requirements of long distance QKD experiment [52].
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Timing jitter is another key metric of SNSPD and is defined as the time uncer-
tainty between the photon absorption and the generation of the output pulse. This
feature is very important for time-resolved applications such us LIDAR [53, 54] and
quantum key distribution (QKD) [52]. The time resolution of SNSPDs includes
the measurement setup contribution given mainly by the jitter of the readout elec-
tronics and the laser, the geometric jitter related to the propagation path of the
signal inside the nanowire and the superconducting material intrinsic jitter which
represents the time uncertainty of the duration taken by the hotspot to propagate
across the nanowire width. An extensive study of jitter in Molybdenum Silicide
devices fabricated in the University of Geneva is provided by Caloz et al in [61].
A record value of 2.7 ps timing jitter at 400 nm wavelength has been recently
reported by Jet Propulsion Laboratory (JPL) using a short NbN nanowire [18].

The Recovery time τ of an SNSPD sets the limit on the maximum achievable
count rate and needs to be minimized for high-speed applications. The recovery
time defines the minimum time required by the SNSPD to recover its supercon-
ducting state after a detection event and is limited by the time charge duration of
the RL circuit composed of Lk and RL (see the electrical model of SNSPD shown
in Figure 3.2). This reset time is equal to Lk /RL. To make faster detectors we
can either reduce the kinetic inductance of the device by making shorter nanowires
or increasing the load resistance, e.g. using high impedance readout. However, if
τ is excessively reduced, the current will return too rapidly into the nanowire and
the hotspot will not have enough time to cool down which causes the nanowire
to “latch” into a permanent resistive state preventing subsequent detection. The
recovery time can also be improved using parallel wires architecture which dra-
matically reduces the overall kinetic inductance, this approach will be discussed
in Section 3.2.
To characterize the recovery time of the efficiency of SNSPDs we implemented a
hybrid auto-correlation method that allowed us to have a direct insight into the
time dynamics of the current inside the detector after one or multiple detections.
Note that this technique can be applied to any type of single-photon detector, and
could be considered as a universal benchmarking method to measure and compare
the recovery time of single-photon detectors. A detailed description of this method
and its advantages is given in the paper “Direct measurement of the recovery time
of superconducting nanowire single-photon detectors”(See section: Preprint arti-
cles).
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3.1.3 High-speed detectors: Parallel-SNSPDs

The standard SNSPD design is a single nanowire patterned into a meander shape.
We achieved outstanding performance using this design (Section 3.1), notably a
near-unity SDE (95%) and sub-20 ps timing jitter at 1550 nm wavelength [62].
However, the maximum count rate of a single meander is usually limited to several
tens of MHz, and may not meet the requirements of some high-speed applications.
As explained above, the maximum count rate of a detector is limited by its recovery
time that is mainly set by its intrinsic kinetic inductance Lk. That is why we need
to explore different designs with lower Lk if we want to boost the count rate without
reducing the SDE.

Figure 3.3: Schematic of the electrical model of Parallel-SNSPD. a) Schematic of a basic parallel
SNSPD design[63], which consists of a limited number of photosensitive nanowires with kinetic
inductance Lk. An additional serial inductor Ls can be added to choose the overall inductance
of each section which has an impact on the output signal amplitude. Serial resistors Rs ensure
that the biasing current is evenly split among the nanowires. b) Additional nanowires with low
inductance Lk2 are added in order to decrease the electronic crosstalk between the nanowires
during detection events. The values of Ls2 and Rs2 can be chosen to optimize the trade-off
between the crosstalk and the output signal amplitude c) A bias tee is used to bias the detector
and amplify the output signal with the same coaxial line.

Parallel-SNSPDs design, depicted in Figure 3.3.a, brings an elegant solution to the
recovery time limitation. Several nanowires are connected in parallel and together
they cover the same active area of a single meander, which makes the individual
inductance of one nanowire much smaller. Moreover, only part of the detector
undergoes dead-time after a detection event which leaves the remaining nanowires
available to detect another photon at their full detection efficiency, and this make
the overall recovery time even smaller. This implementation has already been
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explored [64, 65] but the maximum count rate has never been properly investigated
due to the cascade-switch effect [66] that appears at high illumination and can lead
to the detector latching, i.e. all nanowires end up in a steady resistive state where
the whole detector is effectively disabled.

Perrenoud et al, from Geneva University demonstrated recently a new parallel
design for SNSPDs that overcomes this limitation [20]. As shown in Figure 3.3,
cascade-switch effect between the detector sections is prevented by limiting the
number of photosensitive nanowires and adding wider nanowires positioned outside
the optical fiber spot which makes them unexposed to light. After a detection, part
of the cross-current is redirected into these insensitive nanowires, which effectively
reduces the total cross-current seen by the active nanowires. Additional serial
inductances Ls are added in order to tune the output signal amplitude while Rs

guarantees an even split of the bias current between the nanowires. Ls2 and Rs2

are serially connected to the non-photosensitive nanowires and are used to adjust
the current inside the active nanowires. Note that thermal crosstalk is avoided
with proper spacing of the different parallel nanowires.
In this design the nanowires are biased well below their Ic. When one or multiple
photons are detected by one or multiple nanowires, their resistances will increase
as explained previously and their current will be distributed among the other
parallel sections. The redirected current will add up to the initial bias current and
the total current inside each nanowire should not exceed the value of Ic in order
to prevent the cascade-switch phenomena and keep the detector constantly active.
The reduction of the electrical crosstalk between the nanowires is crucial to increase
the maximum count rate. Using this design for detectors covering 15 µm x 15 µm
active area, we demonstrated detection rates over 200 MHz without any latching,
a fibre-coupled system detection efficiency (SDE) as high as 77%, and more than
50% average SDE per photon at 50 MHz detection. More details about this work
are provided in the preprint ”High detection rate and high efficiency with parallel-
SNSPDs” available in The section “Preprint articles”. The design was developed
by Perrenoud, M. and I helped with the fabrication and characterization of the
devices. A patent application about this parallel-design has been co-filed by Id
Quantique and the University of Geneva.

Parallel-SNSPDs design gave promising results when coupled to single mode fibers
and seem to mitigate the main issues of large area SNSPDs. In this thesis, I
decided to use this parallel design to make large active-area SNSPDs. This idea is
further explored in Section 3.2.
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3.2 Large active-area SNSPDs

Superconducting nanowire single-photon detectors with small active areas have
achieved outstanding performance when coupled to single mode fibres (SMF), and
have been broadly used in numerous fields. However, many applications require
the detection of irregularly emitted photons which makes coupling to SM fibers
very challenging. For such applications, multimode fibers (MMF) offer better cou-
pling efficiency thanks to their larger core and wider numerical aperture (NA). For
instance, coupling photons emitted by III-V quantum dots to SM fibers has been
a big challenge due to the nature of the emission process of QDs and also to the
high refractive indices of III-V semiconductor materials. MM fibers on the other
hand offer necessary features to considerably relax the task of light coupling. Sim-
ilarly, in SNSPD-based Lidar systems, MM fibers are widely used as they provide
easier coupling to telescopes thanks to their large core compared to SM fibers.
Yet, the SNSPDs used in most of these applications are smaller than the core size
of the MM fiber and have an active area of around 15 µm diameter. This size
mismatch leads to a dramatic loss of coupling efficiency when the self-alignmenent
technique is used, and requires the implementation of complex optical alignment
otherwise. Thus, large-area SNSPDs coupled to multimode fibers will
enable a wide range of applications while guaranteeing the same high
performance obtained with single mode detectors.
Large-area SNSPDs are also required for applications using free-space light cou-
pling, such as satellite laser ranging [67] and ground-satellite Quantum Key Dis-
tribution [68].

3.2.1 State-of-the-Art

Many attempts have been made to increase the sensitive-area of SNSPDs using
one of the two approaches: increasing the length of the nanowire to cover a bigger
area or making arrays of multi-pixel SNSPDs.
The main two problems with the first approach are the defect density in nano-
fabrication process, which makes it difficult to produce a defect-free nanowire
structure over a large area, and the large kinetic inductance which is propor-
tional to the nanowire length. Nevertheless, quite good results obtained with
large area single meander have been reported, mainly for visible and near-infrared
wavelengths. For instance, the Shanghai Institute of Microsystems and Informa-
tion Technology (SIMIT) reported NbN SNSPDs with a sensitive area diameter
of 50 µm fabricated on a photonic crystal for 850 nm detection [69]. The MMF
coupled SNSPDs exhibited a SDE of 82% which is the highest DE reported for
a large-area SNSPD at 850 nm. The same group demonstrated two years later
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(2017) a 100 µm active-area SNSPD which achieved 65% SDE at 532 nm when
coupled to 105 µm multi-mode optical fiber [70]. On the other hand, Delft Univer-
sity of Technology together with Single Quantum demonstrated a 20 µm NbTiN
SNSPD with 80% SDE at visible wavelengths and 50% at the telecom range [71].
Their devices, coupled to 25 µm core MM graded-index fiber, exhibited very low
time jitter using cryogenic amplifiers. The demonstrated results are unarguably
very good but a 20 µm active-area will probably increase the coupling efficiency
but will not resolve the problem when coupled to standard MM fibers with 50 µm,
62.5 µm and 105 µm core sizes.

The second approach uses arrays of standard-size SNSPDs to extend the overall
sensitive area. Yet, this implementation requires a complex-readout circuit as well
as many coaxial cables which drastically increases the cooling power needed to
operate the system. The biggest SNSPD array reported to date has 64 pixels
and a diameter of 320 µm. It was fabricated by the Jet Propulsion Laboratory
(JPL) for deep-space optical communication and exhibited a free-space SDE of
40% at 1550 nm [72]. More recently, SIMIT developed a NbN SNSPD array with
a circular active area of 300 µm divided into nine pixels. When coupled to a 200 µm
multi-mode fiber, the superconducting array achieved 42% SDE at 1064 nm with
a maximum count rate exceeding 40 MHz [73]. Shortly after, they increased the
number of the pixels from 9 to 16 and they attained an SDE of 72% at a wavelength
of 1550 nm and a low-photon-flux limit, with a DCR of 100 Hz and a single-pixel
jitter of 59 ps. The new 16-Pixel Interleaved SNSPDs array achieved a MCR
exceeding 1.5 GHz with an SDE of 12% [74].

3.2.2 New approach for high-speed large active-area SNSPD

The idea I propose and discuss in this work is to make large sensitive-area parallel-
SNSPDs. With this approach, we would decrease the kinetic inductance of the
device as explained in Section 3.1. For instance, in the case of 6 parallel nanowires
covering a total area of 50 µm2, the single nanowire’s kinetic inductance is 6 times
lower than the kinetic inductance of a single meander covering the same area. In
fact, the total inductance of the 6 parallel nanowires is even lower. Furthermore,
if one or more of the sections get affected by the fabrication defects, the detector
does not loose its entire efficiency because the unaffected sections would continue to
detect photons and generate output signals. With this original solution we would
mitigate the problems of speed and fabrication defects to obtain high efficiency
large sensitive-area SNSPDs with a much shorter recovery times than what single
meanders can provide
Note that the parallel-SNSPDs detector uses the same readout circuit as for single
meanders and does not require multi cryogenic amplifiers and coaxial cables with
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a huge cooling power as is the case for the multi-pixel scheme.

3.2.3 Nano-Fabrication steps

At the opposite of InGaAs SPADs (See Chapter 2) which were acquired from ex-
ternal manufacturers to be used in our experiments, SNSPDs are designed in the
University of Geneva and IDQ and manufactured in the clean room of CMi-EPFL
(ISO 7-6). That is why nano-fabrication has been a substantial component during
a big part of this thesis.

(v) (vi)
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(ii)(i)
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Figure 3.4: Schematic of the nano-fabrication steps. (i) A Cr-Ag-Al2O3 mirror is evaporated.
(ii) The SiO2 Spacer layer is deposited by RF sputtering followed by the superconducting film.
(iii) The superconducting film is patterned into meanders using E-beam photolithography and
Ion Beam Etching. (iv) Au electrodes are evaporated. (v) An AR coating SiO2 layer is deposited
to encapsulate the optical cavity. (vi) The lollipop detector shape is etched through the entire
wafer thickness.

The SNSPDs manufactured by our team are designed for telecom wavelengths
and we have been mainly using Molybdenum Silicide (MoSi) as superconducting
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material [60, 20]. Nevertheless, we have decided recently to investigate Niobium
Titanium Nitride (NbTiN), driven by its lower inductivity, in order to improve
the maximum count rate. An extensive comparison of the two materials is given
by Caloz, M. in his PhD thesis [62]. The main fabrication steps are the same for
both materials with some minor adjustments. The SNSPDs are fabricated out of
a 6-7 nm-thick film of superconducting material (MoSi or NbTiN) deposited by
co-sputtering with a DC and RF bias in the case of MoSi and reactive sputtering
in the case of NbTiN. The crystalline and electrical properties of both films are
well studied as explained in [62]. The superconducting film is embedded inside
an optical cavity build on the top of a reflective mirror, designed to maximize the
absorption efficiency.

Au Electrodes

Fiber 
connector

Sleeve

Detector

Optical fiber
(a) (b) (c) 

Figure 3.5: Pictures of packaged detectors. (a) The optical fiber is perfectly aligned to the
detector using the zircon sleeve (self-alignment) and the gold electrodes are wire-bonded to the
PCB. (b) Same picture without the optical fiber to show the “lollipop” detector. (c) Packaged
detectors mounted on the 0.8 k plate inside the cryostat.

The nano-fabrication steps are shown in Figure 3.4. First, the metallic mirror is
evaporated on a thin film of Silicon dioxide (SiO2) (i). This mirror should have
high reflectivity at telecom wavelengths and good adhesion to SiO2, that is why
we use Silver (Ag) stacked between two adhesive layers (Cr and Al2O3). Then,
a SiO2 layer with a ∼ λ/4 thickness is deposited by RF sputtering, followed by
the superconducting film and its capping layer (ii). The film is patterned into a
meander structure by a combination of e-beam lithography and reactive ion etching
(iii). Figure 3.9 shows a SEM image of a 50 µm-diameter single meander SNSPD
and Figure 3.11 shows a parallel SNSPDs with 6 photosensitive nanowires covering
an area of 50 µm x 50 µm. Afterwards, gold electrical pads are evaporated (iv)
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and the optical cavity is encapsulated with ∼ 20 nm anti-reflection (AR) SiO2

layer (v). Note that the thicknesses of the SiO2 layers should be optimized to
ensure constructive interference inside the cavity, which maximises the absorption
in the superconducting film [59]. Finally, the detector “lollipop” structure is etched
through the entire wafer thickness (vi) and coupled to the fiber using the self-
alignment technique [58]. Figure 3.5 shows the SNSPDs packaged and ready to be
used.

Nano-fabrication challenges

As explained in the previous section, fabricating large active-area SNSPDs has
been a quite difficult task because of the high defect density. Even though we
paid a lot of attention during the fabrication of our devices, we still lost some
detectors (single meanders and parallel-SNSPDs). Figures 3.6.a-b-c show some of
the encountered defects.

(a) (b)

(c) (d)

50 µm

5
0

 µ
m

Figure 3.6: SEM images of some fabrication problems registered for large active-area SNSPDs.
(a)The difference in the color shade indicates that some parts of the nanowire are not connected.
(b) Zoom on image (a) to show the nanowire discontinuity because of a sub-100 nm- diameter
defect. (c) Etching anomalies in some regions of the detector. (d) Over-etching problem because
of proximity effect in E-beam lithography: we measured 70 nm nanowire width for a design of
100 nm.
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The Scanning Electron Microscopy (SEM) performed on our devices also showed
a global over-etching effect: we measured a 70 nm nanowire width for a design
of 100 nm like depicted in Figure 3.6.d. This problem came from the proximity
effect in E-beam lithography, where patterns receive more than the intended dose
due to the design high density. Fortunately, we performed the Proximity Effect
Correction (PEC) when preparing the job for the E-beam and we were able to
retrieve widths very close to the design.

3.2.4 Characterization results

After fabrication and packaging, the SNSPDs are placed inside a sorption-equipped
closed-cycle cryocooler and cooled down to 0.8 K. The detectors are biased close
to their critical current through a Bias-Tee and their output signal is amplified
using a cryogenic amplifier at 40 K and a Mini-circuits amplifier placed at room-
temperature.
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Figure 3.7: System Detection Efficiency (red curve) and Dark Count rate (blue curve) as a
function of the bias current Ib measured at 0.8 K and 1550 nm wavelength for a MoSi parallel-
SNSPD having 6 photosensitive nanowires (100 nm width and 0.6 FF) covering 50µm2 active-area
surrounded by 10 non active large nanowires.

Our first attempt to make large sensitive-area SNSPDs did not give the best re-
sults. We fabricated a full wafer of MoSi parallel-SNSPDs with different numbers
of parallel nanowires and serial resistances Rs (see section 3.1.3). All the nanowires
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had a width of 100 nm and a fill factor of 0.5. After SEM and AFM3 characteri-
zation, we noticed a general over-etch of 30/35 nm but most of the nanowires still
looked in a good shape.
The SDE of the tested devices did not exhibit any plateau as expected with MoSi
devices [60] and the maximum achieved SDE was equal to 17% (for 8 tested
parallel-SNSPDs). We noticed however a clear plateau showed by the DCR curve
indicating a SDE saturation at shorter wavelengths (blackbody radiation propa-
gating through the fiber end placed at room temperature). Figure 3.7 shows the
SDE and DCR curves of a parallel-SNSPDs having 6 photosensitive nanowires
(100 nm width and 0.6 FF) covering 50µm2 active-area surrounded by 10 non
active large nanowires.
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Mechanical 
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(a) (b)

Figure 3.8: (a) A 12 x 12 mm chip comprising 10 SNSPDs is wirebonded on an Insulated Metal
Substrate (IMS) PCB. (b) 3-D modeling of the flood-illuminated chip as it is implemented inside
the cryostat at 0.8 K. A mechanical support is used to hold the MM fiber at a predefined distance
from the chip.

We were not able to determine accurately the origin of this unsatisfactory per-
formance due to the fact that we were using a new design, with new parameters
and we did not have any prior experience with large-area SNSPDs. The prob-
lem could have come from the design parameters, notably the number of sensitive
nanowires with respect to the total parallel nanowires which could have induced
premature switch-cascade effect or other unknown effects. On the other hand, the
over-etching problem that made the nanowires very thin, could have affected their
behaviour. In order to investigate the issue in a fast iterative way, we decided to
switch to chip fabrication instead of full wafer fabrication. A 12 mm x 12 mm chip
can be fabricated in less than three days against a month for a full wafer. How-
ever, it can only accommodate 10 devices. We also decided to use NbTiN as the

3Atomic Force Microscopy.
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superconducting film because we have been able to deposit this material ourselves
in EPFL while the MoSi deposition is done in Basel University and requires longer
time. Moreover, it has been shown that NbTiN typically features a low inductivity
and a fast recovery time that lead to a fast detector with low jitter [75]. The chip
does not allow perfect alignment between each detector and its fiber, we have used
instead flood-illumination where one fiber is placed at a the focal distance from
the chip and used to illuminate all the detectors (See Figure 3.8). Note that we
decided to remove the reflective mirror and the optical cavity when fabricating
the chips because they do not play a big role if we are not aiming to optimize the
system detection efficiency but their fabrication does consume time.

Many iterations were done using chips with 7-nm thick NbTiN layer deposited by
reactive sputtering on a NbTi target in a N2 atmosphere. These iterations allowed
us to make adjustments on the design in term of nanowire width, fill-factor, total
number of sensitive nanowires placed in parallel, serial resistance and inductance
in the case of parallel-design... We also investigated both large area single meander
and parallel-SNSPDs designs.
Note that the first step of the characterization process consisted in verifying the
single photon response of the device through the linear relation between the count
rate and the relative light intensity.

Large-area single meander SNSPD

(a) (b)

Figure 3.9: (a)SEM image of a NbTiN nanowire patterned into a meander of 50 µm diameter.
b) Zoom on the nanowire which has a 140 nm width and 0.4 fill factor. Note that due to the
etching rate fluctuation we measured a width of 140 nm ±10 nm.

Using the chip approach, we were able to demonstrate a 50 µm-diameter single
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meander with saturated photon counting curve. The designed nanowire has 140 nm
width and 0.4 fill factor as shown in Figure 3.9. We noticed low values of critical
current (11 - 14 µA) for these large-area meanders with respect to the standard ones
(16 µm-diameter meanders have 15 - 20 µA critical current). This critical current
reduction comes from the fact that to cover a larger area patterned into a meander,
the nanowire undergoes higher number of ”bendings” where the current density
increases and the cumulative effect induces a decrease in the critical current [76].

(a) (b)

(d)(c)

115 ps

Figure 3.10: Characterization results of 50µm-diameter SNSPD at 0.8 K and 1550 nm wave-
length.(a) Photon count eate (red curve) and dark count rate (blue curve) as a function of the
bias current Ib. (b) Timing jitter measured at 10 µA. (c) Recovery time measured at 10 µA with
the hybrid-autocorrelation method described in [77]. (d) Count rate measurement with CW
laser for several attenuations.

Besides the photon count rate (PCR) characterization, we also measured the time
jitter and the recovery time of our large sensitive-area meanders. The obtained
results are depicted in Figure 3.10. The most important criteria to have promising
detectors is a saturated PCR curve. This saturation presented by a ”plateau”
over a range of currents just before Ic indicates the registering detection efficiency
saturation of the nanowire which hints a high SDE once the coupling and absorp-
tion efficiencies are optimized. Moreover, previous works showed that biasing the
detector on the edge of the plateau slightly below Ic gives a better timing jitter
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[61] and shorter recovery time [77]. In our case, we were able to secure this cri-
teria as shown in Figure 3.10.a over a range of 3 µA before critical current. The
time jitter measured at 10 µA gave a full-width half-maximum (FWHM) value of
the Gaussian distribution equal to 115 ps (Figure 3.10.b). This high value was
expected for large sensitive-area meander because of its low critical current (low
SNR), high kinetic inductance inducing a higher rising time of the output pulse
(SR) which increases the noise jitter, and because it is simply longer which gives
higher geometric jitter. The high kinetic inductance of large-area meanders also
led to a quite high recovery time (90% of the maximum efficiency is recoverd after
420 ns) limiting the max count rate to 2.3 MHz as shown in Figures 3.10.c-d.

Large-area Parallel-SNSPDs

(a) (b)

Figure 3.11: (a)SEM image of a NbTiN parallel-SNSPDs with 6 photosensitive nanowires and
6 non photosensitive additional large wires. The 6 active nanowires can be seen in the center
of the image (dashed square). The 6 additional nanowires are positioned on a circle around the
center. Each non photosensitive nanowire is equivalent to 4 sensitive nanowires. b) Zoom on the
photosensitive area of the detector where we can see the 6 active nanowires connected in parallel
and covering a total area of 50 µm x 50 µm. The active nanowires width is equal to 140 nm with
0.4 fill-factor.

The same characterization was performed on a parallel-SNSPD having 6 active
nanowires and 6 non photosensitive large nanowires as depicted in Figure 3.11.
The active nanowires have a width of 140 nm and 0.4 fill-factor. The photon
count rate measurement gave a saturated curve over more than 50 µA as shown
in Figure 3.10.a. This “plateau” indicates a saturation of the registering detection
efficiency. The total critical current was equal to 407 µA which is equivalent to
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13 µA for one section. The time jitter curve, depicted in Figure 3.12.b, demon-
strated a FWHM of 104 ps, slightly lower than the single meander due to the lower
kinetic inductance that reduced the noise jitter contribution. A non-Gaussian tail
is however observed and becomes more obvious when we reduce the bias current.
Even though similar behaviors have been reported in many studies [78, 61, 18], its
origin remains unclear to date.

The global recovery time of the detector which designates the recovery time of

(c)

(a)

104 ps

(b)

(d)

Figure 3.12: Characterization results of 50µm2-active area parallel-SNSPD with 6 sensitive sec-
tions. The measurements were done at 0.8 K for 1550 nm wavelength.(a) Photon count rate
(red curve) and dark count rate (blue curve) as a function of the bias current Ib. (b) Timing
jitter histogram measured at 390 µA. (c) Recovery time measured at 380 µA with the hybrid-
autocorrelation method described in [77]. The peak apparent at around 25 ns is due to an
optical reflection in the measurement setup (d) Normalized efficiency measured at 380 µA as a
function of the detection rate.

the 6 parallel photosensitive nanowires after they all click, is measured using the
hybrid autocorrelation method described in [77] and Figure 3.12.c shows the cor-
responding histogram. 90% of the total relative detection efficiency is recovered
after 260 ns, much faster than a large active-area single meander. This reduction
was expected since a single active section is shorter than the nanowire patterned
into a single meander. The efficiency drop to zero is not shown here because we
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were not able to provide high laser power (enough to force all the active sections
to click) using flood-illumination because of heating effects.

At high detection rates, several consecutive photons can be absorbed in the same
active nanowire before it could fully recover its efficiency. This effect can be
seen simultaneously in several sections. As a result, the average efficiency will
decrease with the increasing rate of incident photons. To characterize this effect,
the rate of incident photons is progressively increased for a given bias current
and the average detection efficiency per photon is calculated from the detection
rate value. Figure 3.12.d. shows the normalized efficiency vs the detection rate
of our device and we can see an efficiency drop to 50% of the nominal value
at 10 MHz and to 2.5% at 40 MHz. This effect can be avoided by increasing
the number of photosensitive nanowires which reduces the probability of having
multiple detections in the same section, however such a detector can undergo
latching effect if the nonsensitive wide nanowires are not optimized. More details
about this efficiency drop effect is provided in [20].

3.2.5 Conclusion and outlook

This chapter was dedicated to Superconducting Nanowire Single Photon Detec-
tors (SNSPDs) for telecom wavelengths. The first part introduced the operational
principle of the device and the essential metrics used to characterize its perfor-
mance and evaluate its compatibility with specific applications. The second part
focused on large active-area SNSPDs for multimode fiber coupling and free-space
detection. We presented the key fabrication steps of these devices, carried out at
CMi-EPFL, and we also showed some of the challenges we came across during the
nano-fabrication process.
After several design and fabrication iterations using flood-illuminated chips, we
were able to demonstrate large active-area meanders and parallel-SNSPDs with
saturated photon counting rate indicating a saturated registering detection effi-
ciency. With the 50µm-diameter single meanders, we registered 115 ps jitter and
a maximum count rate of 2.3 MHz. On the other hand, the high-speed parallel
design, featuring a low kinetic inductance, gave 104 ps time resolution and a max-
imum count rate of 40 MHz. These preliminary results can highly benefit many
applications when the detectors are coupled to 50 µm core multimode fibers. How-
ever, we believe that the performance of our devices can be greatly enhanced by
some design adjustments. For instance a higher fill factor than the 40% used with
the tested SNSPDs is expected to improve the SDE.
The next step of this on-going project consists in bringing the fabrication to the
wafer level where the nanowires are stacked inside the optical cavity and the over-
all design is compatible with the self-alignment technique to individual multimode



40 CHAPTER 3. Superconducting Nanowire Single-Photon Detectors

fibers. This approach should allow an accurate characterization of the system
detection efficiency and the dark count rate of large active-area detectors which
would improve the time jitter and the recovery time. We trust that our experi-
ence with SNSPDs [62, 20] will help us fabricate large sensitive-area detectors
with state-of-the-art performance thanks to our original approach using parallel-
nanowires design.



Chapter 4

Quantum Random Number
Generators based on Photon
Detectors

Random number generators (RNGs) are the key components in many applications
such as quantum cryptography whose the security entirely relies on the use of
high-quality random numbers. Genuine randomness cannot be generated by a de-
terministic algorithm [79] no matter how complex it may be, for the reason that,
given the seed, the output sequence becomes predictable. Hardware-based RNGs
can generate true randomness only under the assumption that the core physical
process cannot be fully described by deterministic classical physics, which is not
the case for instance of RNG based on thermal noise [80] or on clock drift [81].
In contrast to this, Quantum Random Number Generators (QRNGs) offer the
ultimate solution for true random number generation thanks to the intrinsic prob-
abilistic nature of quantum processes. Many practical implementations of QRNGs
have been demonstrated in the past decades and have been based on specialized de-
vices such as single photon sources and detectors [82, 83], CMOS image sensors [5],
optical parametric oscillator [84] and homodyne detection [85].

In this chapter, we will present two different implementations of quantum ran-
dom number generator, both using single photon detectors activated by a LED.
The first QRNG is based on an array of CMOS Single Photon Avalanche Diodes
(SPADs), and the second one uses CMOS Quanta Image Sensor (QIS) [86]. In
both configurations the generation process is discussed, the quantum entropy1 is
evaluated and the true random data is submitted to statistical tests.

1The quantum entropy designates the entropy created by a quantum process.
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This work was developed as part of a collaborative Eurostar project between Id
Quantique SA and TU Delft. The project’s main goal was to reduce the size and
increase the throughput of RNGs, in order to make them more compatible with
mobile devices and meet the mass market requirements.

4.1 Theoretical concept

4.1.1 Quantum entropy

If we want to define randomness, we would find many different approaches in the
literature. For philosophers, randomness is a property of any event that happens by
chance [87] and one can’t always generate it or measure it. In information theory,
a sequence of bits is called random if its Kolmogorov complexity is maximal [88],
this definition does not guarantee the unpredictability of the bit sequence, an
essential criteria for many applications. In this chapter, we define the randomness
as a property of a physical process whose the outcome is uniformly
distributed and independent of all information available in advance [89]
and we show that the QRNGs described in the following sections output random
data compliant to this definition.
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Figure 4.1: Modelling of a quantum random number generator based on photon detectors: a light
source illuminates a photon detector through a lossy channel with a transmission probability η
including all the optical coupling losses and the photon detection efficiency of the detector. The
photon detector plays the role of the transducer and outputs digital bits correlated to the amount
of detected photons.

A QRNG based on photon detectors can be modelled as a light source emitting
photons according to a certain statistical time distribution and illuminating a pho-
ton detector through a lossy channel with a transmission probability η including
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all the optical coupling losses and the photon detection efficiency of the detector.
The photon detector plays the role of the transducer and outputs digital bits cor-
related to the amount of detected photons. Figure 4.1 shows a demonstration of
this model.
To quantify the randomness of a sequence of bits, we refer to the concept of entropy
in information theory, first introduced by Shannon [90]. Entropy measures the
uncertainty associated with a random variable and is expressed in bits. Depending
on the type of light source and on the detection mechanism of the transducer the
origin of quantum entropy varies and so does its amount. that is why a perfect
modelling of the physical process is required and should take into account the
system imperfections. In fact, in practical implementation of QRNG, the desired
quantum process cannot be created or measured perfectly, there are always hard-
ware imperfections and different noise sources that cannot be controlled and that
can affect the raw output of the TRNG by introducing a bias, a pattern or some
classical noise. All these side information should be taken into account for accurate
quantum entropy quantification.

4.1.2 Entropy extraction

The hardware imperfections and noise sources mentioned above can dramatically
reduce the amount of generated quantum entropy. Fortunately, it is still possible
to obtain true randomness by applying an appropriate randomness extraction to
the raw random bits generated by the device. Block-wise hashing functions are
widely used and for our QRNGs we used a hash function based on vector-matrix
multiplication (Toeplitz matrix) [4]. This extractor is applied to vectors of n raw
bits and output shorter vectors of k true random bits. The extraction matrix
elements (n x k) are usually constant and generated by an independent RNG.
Once n, the length of the raw string, is chosen, the parameter k will be bound by
the probability that the output bit string deviates from perfectly random output
bits ε. If the extraction function is taken from a two-universal family of hash
functions, it is possible to quantify this failure probability by the Leftover Hash
Lemma with side information:

ε = 2−(h·n−k)/2 (4.1)

Where h is the min-entropy/bit of the input vector of n raw bits. Since a value
of ε=0 is generally unachievable, we try to keep ε below 2−100 implying that even
using millions of photon detectors during a time longer than the age of the universe,
we won’t be able to see any deviation from perfect random sequence of bits.
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4.1.3 Statistical tests

After efficient extraction, the final sequences of bits should be uniformly distributed
and independent of all information available in advance. However, this statement is
not sufficient for applications requiring high level of security such as cryptography.
The generated random numbers still need to be tested for particular weaknesses.
On the other side, if the theoretical model of the QRNG gives near-unity en-
tropy/bit, the extraction may not be necessary and in that case another proof is
needed to ”certify” the generated data for use and increase the level of trust in
the generator.
Many standard batteries of statistical tests have been conceived to bring the solu-
tion for this concern. These tests characterize the properties of a random sequence
in terms of probabilities. Some of the tested criteria are the proportion of zeroes
and ones in the entire sequence or within a block of bits, the frequency of sequences
with identical bits, the presence of periodic and aperiodic patterns and the com-
pressibility. The NIST tests suite (SP 800-90B) [91] is one of the most used set of
tests to characterize physical RNGs, but we can also cite the ”Diehard” battery
of tests [92] and the “dieharder” tests [93] that combines both; NIST and Diehard
with some extra tests.

Note that there is no ”complete” set of tests for perfect randomness evaluation and
that some of the sequences are expected to fail the statistical tests with a limited
probability. Moreover, the results of these tests should be interpreted cautiously
to avoid incorrect outcomes.
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4.2 QRNG based on SPADs matrix

The first QRNG presented in this chapter was designed and manufactured in TU
Delft and characterized in Id Quantique in collaboration with the University of
Geneva.
Our system is based on a parallel array of independent CMOS SPADs (the trans-
ducer), homogeneously illuminated by a DC-biased LED (the light source). The
digital postprocessing including data readout and entropy extraction is integrated
on the same Si chip and outputs true random data with high throughput.

We first discuss the randomness generation process and estimate the amount of
generated quantum entropy, then we evaluate the influence that the co-integrated
digital postprocessing may have on the raw randomness quality, and finally we
do statistical analysis on final data after randomness extraction. More details
about this work are provided in the preprint “A Fully Integrated Quantum Ran-
dom Number Generator with on-Chip Real-Time Randomness Extraction” (see
Preprint articles)
Our SPADs-based QRNG can output up to 400 Mbit/s with significant area re-
duction and low power consumption.

4.2.1 Randomness generation process

The quantum process exploited in this implementation is the distribution of photon
over the surface of the detectors. The position of the photon is not deterministically
known before its detection. The probability distribution of its position is given by
the intensity profile of the electromagnetic field impinging on the SPADs.
The distance between the detectors and the light source is chosen so that the light
intensity profile on the detectors is uniform. The quantum state emitted by the
LED is a mixed state in the Fock space, where the probability of having n photons
is given by the Poisson distribution PN :

PN(n) = e−λ
λn

n!
(4.2)

The matrix of SPADs is modelled as an array of independent detectors. Their
efficiency η is considered as the probability that one photon is detected. If n
photons arrive on one detector, the probability that at least one of them is detected
(probability that the detector clicks) is given by P n

det = 1− (1− η)n. Similarly, we
can model the dark counts probability with a random variable Si = 0, 1 for each
detector. In the case of Si = 1 the ith detector will click independently of the light
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coming into it. This event has probability pdark equal to the probability of having
a dark count on one pixel.

Following the work of Frauchiger et al. in order to evaluate the amount of quantum
randomness present in our system we have to evaluate the min-Entropy of our
distribution conditioned on all possible side information that could be predicted
by a third party. In this work we are going to consider the side information as
classical, determined by the random variable E. In this case the conditional min-
Entropy takes the form:

Hmin(X|E) = −
∑

e

PE(e) log2[max
x

PX|E=e(x|e)] (4.3)

where X represents the random variable of the output sequence, and PX|E is the
conditional probability distribution of X knowing the variable E. Moreover the
quantity 2−Hmin(X|E) represents the maximum guessing probability of X given E.

In our analysis we consider the photon distribution of the source and the ran-
dom variables corresponding to the dark counts and the crosstalk as the prin-
cipal source of classical side information denoted by the variable E, and we ob-
tain a min-Entropy Hmin(X|E)/m ≈ 77% for m independant SPADs (m ≥ 30),
η = 0.12± 0.03 (considering a possible deviation of 25% from the average effi-
ciency), pdark = 8.45 · 10−5 per detection window, Pcross = 0.001 (this corresponds
to the worst case scenario where each click provoked by the click of another detec-
tor is known by an adversary) and a mean photon number arriving on the detectors
λ set experimentally to give a probability of 0.5 for each detector to click. More
details about the entropy calculation are provided in the supplementary material
of the prerpint “A Fully Integrated Quantum Random Number Generator with
on-Chip Real-Time Randomness Extraction”. This value gives the lower bound
on the possible extractable randomness from the raw generated data.

Entropy extraction parameters

With the obtained value of min-Entropy and for a vector of 1024 raw bits, the
parameter k should be lower than 588 for efficient entropy extraction.

4.2.2 Experiment

The QRNG chip comprises an array of SPADs organized in a matrix of 128 x 128
pixels illuminated by a DC-biased LED placed vertically at a distance of 5 mm.
The entire matrix is read out every 1.3 µs and the raw data is stored in a 512-bit
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Figure 4.2: Data collection setup: The QRNG IC chip comprises an array of 128 x 128 SPADs
with two extractors denominated ’A’ and ’B’. The detectors are illuminated by a DC-biased LED
and the final random data are read in packets of 8 bits and 32 bits at a rate of 12.5 MHz.

register whose content is diverted to two extractors based on vector-matrix mul-
tiplication as described previously. The first is a fixed extractor, denominated
‘A’; it is realized from standard logic gates using a hard-coded 1024 x 32 matrix
pre-generated from an independent QRNG; this extractor generates 400 Mbit/s
of random data and is intended for applications requiring higher throughput and
minimal area. The second is a variable extractor, denominated ‘B’ and is a ma-
trix of 1024 x 8 memory elements, realized by means of scan chain registers with
100 Mbit/s throughput and is intended for applications requiring one to extract
an ad hoc matrix in the field. The block diagram of the measurement setup is de-
picted in Figure 4.2. Note that if we did not have area limitation, we would have
used bigger extractors up to 1024 x 588 which would have given higher generation
rate.
The QRNG integrated circuit (IC) was fabricated in standard, 0.35µm 1P4M HV
CMOS technology, where the SPADs exhibit low noise, negligible afterpulsing, and
low crosstalk.

4.2.3 Results and tests

First we needed to evaluate the influence of on-chip digital post-processing on the
quality of generated randomness in order to demonstrate the feasibility of a fully
integrated QRNG in a commercially relevant CMOS technology. To do that, we
compared the statistical distribution of raw data (before post-processing) when the
two extractors are not powered on, when only one of them is working and when
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both are performing on-the-fly extraction. Figure 4.3a shows the constellation

(a) Raw binary constellations.
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Figure 4.3: Comparison of raw data distribution when both extractors are OFF (OFF - OFF),
when the fixed extractor is ON and the variable is OFF (ON - OFF), when the fixed extractor
is OFF and the variable is IN (OFF - ON) and when both extractors are OFF (OFF - OFF)

generated by the SPAD array for these same conditions. From the Figure we can
see the equi-probability of ‘1’s and ò’s (computed probability of 50.36% of ‘1’ vs
49.64% of ‘0’) with a homogeneous distribution among the pixels, irrespectively of
the state of the extractors, at better than 2σ deviation from the 50% distribution
mark. This observation is confirmed with the detection histograms (8-bits ham-
ming weight distributions) in all four cases shown in Figure 4.3b. Therefore, we
can conclusively confirm that the analog-digital co-integration does not have any
serious effect on the quantum process generation and measurement.

The effect of temperature on the QRNG was also evaluated and we saw a slight
decrease of entropy/bit when increasing temperature due to a higher thermally
induced noise that can lead to a bias toward ‘1’.

Before extraction, the entropy/bit was considerably low as predicted by the the-
ory, that is why entropy extraction was compulsory to increase and maintain the
mean quantum entropy. Afterwards, about 1 Gbit of extracted data (using both
extractors) were tested using the NIST statistical test suite [91] and the Diehard
test battery [92] and it passed all of them.
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4.2.4 Conclusion and Outlook

The integration of the entropy source with the post-processing logic allowed us to
demonstrate the feasibility of CMOS integrated quantum random number gener-
ator. The QRNG chip achieved 400 Mbit/s throughput with the lowest energy
per bit ever reported on standard CMOS technology for the nominal 3.3 V sup-
ply voltage at room temperature. This characteristics make our chip suitable for
portable low-power applications.

The next step will target the integration of the LED on the same Si substrate and
an efficient packaging of the whole chip to fulfill the compactness requirement and
target the System-in-Package (SiP) approach. The generation rate could also be
improved by decreasing the number of SPADs and using the available space to
implement a bigger Toeplitz matrix.
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4.3 QRNG based on Quanta Image Sensor

Another quantum random number generation method is proposed in this section.
It follows the same scheme described in Section 4.1 using an array of LEDs as the
light source and a Quanta Image Sensor (QIS) as a the transducer.

First introduced in 2005 by E. R. Fossum, the inventor of CMOS cameras, Quanta
Image Sensor is an array of sub-micron pixels called “jots” [94]. Each jot can
count incident photons and outputs single-bit or multi-bit digital signal reflecting
the number of photoelectrons [95]. A QIS can include over one billion pixels
read out at high speed, e.g. 1000 fps, with extremely low power consumption
(2.5 pJ/bit) [96]. To guarantee the photon counting capability, deep sub-electron
read noise (DSERN) is a prerequisite and it has been achieved with the pump-gate
(PG) jot device designed by the Dartmouth group [97, 98] and used in this work.

The idea of using CMOS image sensors for random numbers generation was first
brought by Bruno et al. [5] from the University of Geneva; the quantum entropy
extracted from their QRNG was limited by the technical noise (dark current and
1/f noise) which required high compression. That is why I thought that the DSEN
of the QIS would help solving this problem. Moreover, the huge number of jots
should boost the final throughput of the device.

4.3.1 Randomness generation process

First of all, our devise is a hardware-based RNG that makes use of photon emission
to generate randomness. Photon emission is a quantum process which is intrin-
sically probabilistic. In our case, the light source is modeled as a mixed density
operator over Fock states and emits photons according to Poisson statistics. The
probability P[k] of k photoelectron generated in a QIS jot is given by:

P [k] = e−λ
λk

k!
(4.4)

where λ is the average number of photoelectrons collected in each jot per frame.
So under the illumination of a stable light source, randomness exists in the number
of photoelectrons arriving in each frame.
The output signal U emitted by the jots is corrupted by the readout noise and the
readout signal probability distribution function (PDF) becomes a convolution of
the Poisson distribution with an average number of photoelectrons λ and a normal
distribution with read noise un (measured in e- r.m.s. after normalization by the
conversion gain (V/e-)). The result is a sum of constituent PDF components, one
for each possible value of k and weighted by the Poisson probability for that k
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[99]:
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∞∑
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Figure 4.4: Readout signal probability distribution function (PDF) from Poisson distribution
corrupted with readout noise for λ = 0.7 and read noise un = 0.24er.m.s.

An example of a Poisson distribution for λ= 0.7 corrupted with readout noise un=
0.24 e- r.m.s. is shown in Figure 4.4.
While jots are sensitive to multiple photons and can output signal of multiple pho-
toelectrons, subsequent electronics can be used to discriminate the output to two
binary states: ”0” meaning no photoelectrons and ”1” meaning at least one pho-
toelectron, by setting a threshold Ut between 0 and 1, typically 0.5 and comparing
U to this threshold. In this case the probabilies of the two states are given by:

”0”state : P [U < Ut] =
∞∑

k=0

1

2

[
1 + erf

(
Ut − k
un
√

2

)]
· e−λλ

k

k!
(4.6)

”1”state : P [U ≥ Ut] = 1− P [U < Ut] (4.7)

The minimum quantum entropy of this distribution is given by:

Hmin = −log[max(P [U ≥ Ut], P [U < Ut]] (4.8)

4.3.2 Experiment

A chip composed of 32 x 32 PG jots was used for data collection. The output
signal from the 32 columns was selected by a multiplexer and then amplified by
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a switch-capacitor programmable gain amplifier (PGA) before being sent off-chip
for digitization using a 14-bit ADC. A complete description of readout electronics
can be found in [98]. A 3 x 3 array of green LEDs was used as light source and was
placed at 2 cm above the test chip. The intensity of the light source was controlled
by a precision voltage source.

First a single jot was selected and read out at a speed of 10 ksamples/s and

λ= 0.7

Read-out Noise=0.24 e- r.m.s.
𝑼𝒕 = 27.5 DN (0.5 e-)
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Figure 4.5: Photon counting histogram (PCH) of the first 200,000,000 samples

a 14 bits raw digital output was collected for each sample. The average number
of photoelectrons collected in the jot was obtained from The Photon Counting
Histogram of the first 20000 test values and the threshold Ut was determined as
the median of the testing samples and then used in the following measurements.
We chose a light intensity that gave an average number of photoelectrons collected
in each jot per frame equal to 0.7 in order to obtain P [U ≥ Ut] ≈ P [U < Ut] ≈ 0.5.
Note that other combinations of λ and Ut are possible but the ones chosen gave
better stability, more details are found in [86].
The experimental photon counts histogram (PCH) created by 200,000,000 samples
is shown in Figure 4.5 and it fits with the theoretical model.
Once the measurements parameters fixed, the data was collected from the whole
chip and sent off-chip for further analysis.

4.3.3 Results

Using equation 4.8 for 500 Mbyte of random raw data, we computed a minimum
quantum entropy per output bit equal to 0.9845 with a mean photoelectron number
λ = 0.7 and un = 0.24 e- r.m.s. Then we used the obtained value in the formula 4.1



4.3. QRNG based on Quanta Image Sensor 53

with n= 1024 and it gave a compression factor equal to 1.23 (k= 832) which
corresponds to losing only 18% of the input raw data.

After extraction, the NIST tests (see section 4.1 for more details) were performed
and the obtained random bits passed all these tests.

4.3.4 Conclusion and Outlook

A new quantum random number generation method based on the QIS is proposed.
Taking advantage of the randomness in photon emission process and the photon
counting capability of the quanta image sensor, it showed high randomness quality
(near-unity entropy/bit for raw data) and promising data rate (In an array of
2.5 mm2 area size we can fit millions of jots and reach up to 12 Gb/s throughput).

More efforts have been done since the publication of this work (2016) to improve
the performance of QIS in terms of speed, noise and scalability [100, 101, 102] which
would equally enhance the performance of the QRNG based on this technology.
Moreover, Quanta Image Sensors are now commercially available by Gigajot [103],
a startup founded in 2018 by the co-writers of our paper “ Quantum random
number generation using Quanta Image Sensors” [86] and this would potentially
drive the industrialization of our QRNG chip. An application patent has been
already co-filed by Id Quantique and Thayer School of Engineering at Dartmooth
about the use of QIS for random number generation [104].
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4.4 Our QRNGs and the state of the art

In this chapter we presented two different implementations for quantum random
number generation . The first QRNG is based on SPADs matrix (Section 4.2)
and can be regarded as a stand-alone system. It has the advantage of integrat-
ing the entropy source and the digital post-processing on the same small chip
(10 mm x 4.5 mm) with an overall power at full speed less than 500 mW for 3.3V
supply voltage, which make the chip suitable for low-power portable applications.
Although it has been demonstrated that this device produce data of a satisfac-
tory randomness quality, more work needs to be done to enhance the generation
process, especially on the improvement of output data rate and device scalability
because implementing bigger extractors would increase the generator throughput
but also require bigger area and longer processing time. The SPADs array could
also be fabricated using more advanced nodes which would enable significant area
reductions and could compensate for the extractor size.

The second QRNG is based on Quanta Image Sensors (Section 4.3) and it showed
promising advantages over previous QRNG technologies because QIS seems to
cover the advantages of both SPADs and conventional CMOS image sensors ((best
trade-off between data rate and scalability, single photon detection and CMOS
manufacturing line) while providing solutions for most of their problems (speed,
dark count rate, detection efficiency). Table 4.1 summarizes the comparison of
SPADs (cite paper charbon), QIS [86] and Cmos Image Sensors (CIS) [5, 105]
under the assumption of being used as RNGs. Note that the generation processes
are different which limits the comparison points.

A more exhaustive comparison of most of the technologies that have been used for
quantum random number generation is provided in the supplementary material
of the prerpint “A Fully Integrated Quantum Random Number Generator with
on-Chip Real-Time Randomness Extraction”.

Criteria SPADs QIS CIS

Bit rate 400 Mb/s 5-12 Gb/s 4.9 Mb/s

Read Noise(r.m.s.) < 0.15 e- < 0.25 e- > 1 e-

On-chip extraction yes no yes

Dimensions(mm2) 45 6.25 22.5

Power (nJ/bit) 1.25 0.030 17

Certifications NIST, Diehard NIST NIST, AEC-Q100

Table 4.1: SPADs array vs QIS vs CIS for quantum random number generation
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General Conclusion and Outlook

During this thesis two approaches to single-photon detection have been investi-
gated, using semiconductor and superconducting technologies. Despite the huge
amount of applications relying on single-photon detectors, the technology studied
here was quantum random number generation (QRNG), since this is a relatively
young field at the core activity of Id Quantique and the University of Geneva.

5.1 Summary of the results

In the first part of this work, I discussed the low-temperature behavior of free-
running InGaAs/InP negative feedback avalanche diodes (NFADs) with a special
focus on their time resolution. This analysis has enabled the understanding of
the jitter contribution due to charge-carrier pile-up between the absorption and
multiplication regions, a phenomena which has been rarely studied. We have
shown that in order to avoid degradation of the temporal resolution due to this
effect, the operating voltage of these devices should be greater than 67 V at the
lowest operation temperature. Given this, excess bias voltage and temperature
can be chosen freely according to the applications requirements and a jitter as low
as 52 ps, which is comparable to the best gated-mode devices, can be achieved.
One of the major drawbacks of the InP based SPADs is the significant amount
of afterpulsing making operation at the free-running regime challenging. Using a
quantum cascade laser emitting at 4.9 µm and sent at the NFAD after avalanche
events, I showed a decrease of afterpulsing at short delays by releasing a part of
trapped carriers in the defects of the InP layer. These preliminary results are quite
promising but more work is required to optimize the experiment and improve this
AP reduction effect.

55
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The second part of the thesis focused on the development, fabrication and char-
acterization of superconducting nanowire single-photon detectors. These nano-
devices have showed a tremendous potential in the near-infrared range and beyond,
owing to their unique combination of high detection efficiency, low dark count rate,
excellent time resolution, high speed and no afterpulsing. Standard MoSi SNSPDs
with active areas of 15 - 20 µm-diameter have demonstrated important break-
throughs in the last few years [10, 48, 61] and in this thesis I tried to build the road
leading to similar performance using large sensitive-area SNSPDs that can be cou-
pled to MM fibers. The secret recipe being the use of high-speed parallel-SNSPDs
design [20] covering larger area (50 µm x 50 µm). For this proof-of-principle
study, I used flood-illuminated NbTiN chips and I was able to demonstrate large
active-area meanders and parallel-SNSPDs with saturated photon counting rate,
indicating a saturated registering detection efficiency. With the 50 µm-diameter
single meanders, we registered 115 ps jitter and a maximum count rate of 2.3 MHz.
On the other hand, the high-speed parallel design, featuring a low kinetic induc-
tance, gave 104 ps time resolution and a maximum count rate of 40 MHz. These
first results open up a host of applications requiring free-space or MM fibers cou-
pling. An accurate characterization of the system detection efficiency and the dark
count rate is still necessary before turning this research into a possible industrial
product.

Both detector technologies have their place in various applications, since it is not
always necessary to combine all state-of-the-art attributes simultaneously. The
user has to choose between the ease-of-use of SPADs and the unequalled perfor-
mance of SNSPDs.

The final part of the thesis looks at two implementations of quantum random
number generators taking advantage of the randomness in photon emission pro-
cess. The first QRNG is based on an array of independent SPADs, homogeneously
illuminated by a DC-biased LED. This module has the advantage of integrat-
ing the entropy source and the digital post-processing on the same small chip
(10 mm x 4.5 mm) with an extremely low energy per bit (1.25 nJ/bit), and can
be regarded as a stand-alone system suitable for low-power portable applications.
The second QRNG is based on Quanta Image Sensors (QIS) [98] and it showed
promising assets over previous QRNG technologies since QIS seems to cover the
advantages of both SPADs and conventional CMOS image sensors, while providing
solutions for most of their problems. This QRNG showed high randomness qual-
ity (near-unity entropy/bit for raw data) and promising data rate (in an array of
2.5 mm2 area we can fit millions of jots and reach up to 12 Gb/s throughput). A
patent application was co-filed by Id Quantique and Thayer School of Engineering
at Dartmooth as a first step toward the possible industrialization of this QRNG.
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The time-frame of my thesis arrives to an end but there are still many unfinished
developments, open questions and new directions which are left to be explored.
This shall now be briefly discussed.

5.2 Outlook into the future of the studied tech-

nologies

InGaAs/InP single photon avalanche diodes

Following the work of Korzh, B. [106] and my own work [17] about the performance
of free-running InGaAs/InP SPADs at low temperatures, we conclusively showed
that low temperature operation (between -90°C and -110°C) is very favorable to
optimize the performances of these detectors. Keeping this in mind, the struc-
ture of the device should be adapted for this temperature range. For instance,
the absorption region thickness can be increased in order to increase the photon
absorption efficiency without side effects. This has become possible because at
low temperatures thermally generated dark counts are negligible [19] so we do not
expect a dramatic increase of the DCR. On the other hand, the ionization coef-
ficients in the multiplication region are higher [43] which would lead to shorter
avalanche build-up time and would reduce the timing jitter.
From a system point of view, the electronic jitter contribution could be reduced by
using low-temperature readout electronics cooled-down at the same temperature
as the SPAD. This idea can be pushed further by developing integrated quench-
ing and readout circuits on the same substrate as the detector. This integration
would have many advantages including cost-effectiveness, detector miniaturization,
parasitic capacitance minimization and power reduction. It will also enable the
implementation of III–V SPAD arrays which would be beneficial for applications
requiring multi-pixel near-infrared single-photon detection.

Superconducting nanowires single photon detectors

SNSPDs are already available as off-the-shelf products in the single photon de-
tectors market thanks to their outstanding performance that has surpassed all
competition. Yet, there are still several challenges that are awaiting to be ad-
dressed.
The nano-fabrication process is the first to be optimized. For instance, mak-
ing extremely clean mirrors with the highest refelctivity, together with depositing
homogeneous dielectric layers with the precise intended thickness will definitely
improve the absorption efficiency and help reaching near-unity SDE. Similarly,
the absorption efficiency of other wavelengths can be improved. As for the dark
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count rate, it is actually limited by the black body radiation at room temperature
that propagates through the optical fiber to the detectors inside the cryostat. One
effective solution to suppress this limitation would be the use of low-loss filters
directly deposited on the fiber tip. In fact, we have started investigating this op-
tion for multimode fibers. Finally, the parallel nanowires design introduced in this
thesis [20] seems to offer the ultimate solution to maximize all the attributes in
one device and I strongly believe that this design, with some adjustments, will
replace the standard meander structure in most of the applications.
From a system point of view, integrated cryogenic electronics [107, 108] would
definitely improve the SNR and the timing jitter and a high-impedance readout
approach would push the limitation of the intrinsic recovery time and increase
the maximum count rate. More efforts should be put in the miniaturization of
cryostats and the compactness of the total cryogenic system which would promote
the use of SNSPDs in technically-challenging applications.

Quantum Random Number Generation

The importance of quantum random number generators has been proven in several
fields, and we see more and more applications opening up to this type of TRNG.
Mobile devices and Internet-of-Things (IoT) offer an enormous potential to expand
the use of QRNGs and bring the concept to the next level. To make this diffusion
possible, QRNG system should be optimized in terms of integration, scalability
power consumption and cost-effectiveness, while keeping a high throughput rate.
A QRNG system should translate into a QRNG IC chip that outputs true ran-
dom data ready to be used. The chip should be completely independent from
the environment where it shall be integrated (System In Package approach) while
being compatible with universal communication interfaces. The chip should also
dispose of enough power for on-chip extraction without exceeding the standard of
IC components used in mobile devices. In my opinion, QRNGs will become more
of a challenge for the electronic IC design field than for physicists and quantum
theorists.
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Negative-feedback avalanche diodes (NFADs) provide
a practical solution for different single-photon count-
ing applications requiring free-running mode opera-
tion with low afterpulsing probability. Unfortunately,
the time jitter has never been as good as for gated
InGaAs/InP single-photon avalanche diodes (SPADs).
Here we report on the time jitter characterization of In-
GaAs/InP based NFADs with a particular focus on the
temperature dependence and the effect of carrier trans-
port between the absorption and the multiplication re-
gions. Values as low as 52 ps were obtained at an excess
bias voltage of 3.5 V.
© 2016 Optical Society of America

OCIS codes: (040.5160) Photodetectors; (040.1345) Avalanche pho-
todiodes; (030.5260) Photon counting.
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Single-photon detectors (SPDs) at telecom wavelengths play
an important role in many applications. Among these are quan-
tum key distribution (QKD) [1, 2], singlet-oxygen dosimetry
for photodynamic therapy [3], photon counting optical com-
munication [4], optical time domain reflectometry [5], eye-safe
laser ranging [6, 7], testing of integrated circuits [8], biomedical
imaging [9] and general quantum optics experiments. A pop-
ular detector choice for the near-infrared range (NIR, 1000 nm
– 1700 nm) are InGaAs/InP single-photon avalanche diodes
(SPADs), thanks to their ease-of-use (cryogenic temperature not
required), compact size and competitive performance. It is often
beneficial to operate these detectors in the free-running regime,
especially when the tasks are asynchronous. The simplest solu-
tion for this is to implement a passive circuit [10], such as a series
resistance which is able to quench the avalanche current follow-
ing a detection event. So far, the most successful self-quenching
NIR SPAD is known as the negative-feedback avalanche diode
(NFAD) [11], which has an integrated monolithic thin-film re-
sistor. Recently, it was demonstrated that NFADs can achieve
extremely low dark-count rates (DCR) when cooled to tempera-

tures below -100°C [12], which has pushed the limits of several
applications [3, 13].

For a vast majority of SPD applications a critical characteristic
is the temporal resolution, also know as timing jitter. Although
this has been extensively studied in gated-mode SPADs [14],
which has shown that these detectors can be a competitive alter-
native to superconductor-based devices [15], it has not been clear
if free-running NFADs can achieve a jitter of <100 ps. Moreover,
the nature of jitter at low temperatures has not been thoroughly
studied in NFADs, which is crucial if operation with a low DCR
is an additional requirement.

In this Letter, we present a characterization of the timing
response for different NFADs with a particular focus on the tem-
perature dependence. Moreover, we analyse the effect of carrier
transport between the absorption and multiplication regions in
these devices, which limits the minimum operating bias voltage
for a given timing jitter. Subsequently this gives rise to the con-
nection between the lowest achievable DCR and the temporal
jitter, when operating at low temperatures.

Table 1. Characteristics of tested devices

Device Code Diameter (µm) Rs (kΩ) Vb at -130◦C

#1 E2G2 25 500 64.6 V

#2 E3G7 30 1700 65.3 V

#3 E2I1 25 860 70.2 V

#4 E2I9 25 1150 71.6 V

We have characterized four different NFADs manufactured
by Princeton Lightwave which have different feedback resis-
tances and active areas (see Table 1). The NFADs were placed in-
side a dry chamber of a free-piston Stirling cooler (FPSC) (Twin-
bird SC-UE15R or SC-UD08) that enables cooling of the detectors
down to -130◦C. The readout circuit is described in Ref. [16]. To
measure the timing jitter of the complete SPD system, we used
an optical probe signal, generated by difference-frequency gen-
eration (DFG) in a nonlinear PPLN crystal that is pumped by
a 3 ps mode-locked laser operating at a wavelength of 771 nm
and a continuous wave laser operating at 1546 nm. The result-
ing optical pulse at 1538 nm has the same pulse duration and
repetition rate (76 MHz) as the pulsed laser. This probe signal
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Fig. 1. Efficiency at 1550 nm and dark count rate versus excess
bias voltage for different temperatures for diode #3.

was attenuated to the single photon level prior to arriving at the
NFAD. A synchronization signal is generated by a fast photo-
diode illuminated by the pulsed laser. For the acquisition, we
used a time-correlated single-photon counting (TCSPC) module
(SPC-130 from Becker & Hickl), which generates a histogram of
the delay between the NFAD detection and the synchronization
signal. The instrument response function (IRF) of the measure-
ment setup has a full-width-half-max (FWHM) of 7 ps (given by
the contribution of 3 ps FWHM from the optical signal and 6.5 ps
FWHM from the TCSPC card) which is negligible in comparison
to the detector jitter.

Prior to discussing the temporal jitter behaviour, we present
the efficiency (characterized at 1550 nm) and DCR results for a
typical NFAD (#3 in this case), which motivates the reason for
using these devices at low temperatures. Figure 1 shows the
two characteristics as a function of excess bias (difference of the
bias voltage and the breakdown voltage) for different tempera-
tures between -50◦C and -110◦C. The measured efficiencies were
between 12% and 30% and a DCR of 6 cps is achieved at the low-
est temperature and excess bias. Note that we have presented
the efficiency/DCR data for other NFAD devices in previous
studies, for E2G2 (#1 here) in Ref. [12] and E3G7 (#2 here) in
Ref. [3]. Of the three, the E2G2 device exhibited the lowest DCR
at a temperature of -110°C, which was 1 cps at around 12% ef-
ficiency. It is believed that this difference is due to the fact that
the breakdown voltage of device #1 is significantly lower than
that of device #3 (see Table 1), meaning that the absolute electric
field in the amplification region is lower. The main contributions
to the DCR are the thermal-carrier generation in the absorption
region and the field-dependent trap-assisted-tunnelling (TAT)
in the amplification region, since these devices utilize a sepa-
rate absorption and multiplication (SAM) structure [17]. Below
-70◦C the TAT becomes the dominant effect and, although it
is not directly temperature dependent, it is reduced at lower

temperatures due to the reduction of the breakdown voltage.
As seen in Fig. 1, below -70◦C, the detection efficiency starts
to reduce for a given excess bias. This is due to a blue-shift in
the spectral response [18] at lower temperatures, since 1550 nm
lies at the edge of the detection spectrum. Therefore, if shorter
wavelengths were of interest, there would be no reduction of
efficiency. These results demonstrate that it is beneficial to oper-
ate NFADs at low temperatures, if the application calls for low
DCR and does not require high count rates, since the required
hold-off time increases [19]. We shall now analyse the temporal
jitter dependence on the operating bias voltage, which will allow
us to make a connection between the minimum possible DCR at
a given jitter.

There are two dominant contributions to the timing jitter in
InGaAs/InP SPADs. The first is attributed to the time distribu-
tion of the transit time of the photo-generated carriers (holes)
from the absorption region to the multiplication region [17]. Due
to the band gap difference between the two regions (InGaAs and
InP, respectively), there exists a valance-band energy step which
has to be overcome by the holes travelling to the multiplication
region [20]. Such a barrier leads to charge pile-up which can be
liberated through thermionic emission, giving rise to a temporal
distribution with an exponential tail. With increasing electric
field, the effective barrier is reduced, increasing the emission
rate. In addition, NFAD structures are implemented with grad-
ing layers at the heterojunction, in order to decrease the slope of
the energy step [11], meaning that the effective barrier reduces
to zero at lower field-strengths. Nevertheless, there exists a
given field-strength whereupon the barrier is non-zero and in
the following we shall probe the onset of this effect.

Subsequently, upon the arrival of the hole in the multipli-
cation region, a fundamental build-up time is needed for the
avalanche amplitude to reach a predetermined threshold level,
signalling the detection event. The temporal distribution of this
process is Gaussian. Therefore, the system temporal jitter is
expected to be a convolution of an exponential (thermionic emis-
sion during the hole transport) and Gaussian (impact ionization)
distributions.

Figure 2(a) shows the temporal jitter histogram for a temper-
ature of -130◦C, for diode #1. It is indeed clear that there exist
two distinct contributions, where at small delays the distribution
is Gaussian, whilst at longer delays a clear exponential tail is
visible. In order to isolate the two effects, we can exploit their
temperature dependence. Both effects are field-dependent, how-
ever, the thermionic emission is dependent on the absolute bias
voltage of the NFAD, whilst the impact ionization is dependent
on the excess bias. As can be seen in Fig. 2(b), when the excess
bias is kept constant at different temperatures, the histograms
overlap at short delays, meaning the impact ionization process is
unaffected. On the other hand, at longer delays, the exponential
time-constant is changing significantly at different temperatures,
which is due to varying absolute bias voltage caused by a tem-
perature dependent breakdown voltage in the multiplication
region (temperature coefficient is 0.134 V/K). Indeed, if the bias
voltage is kept constant for the same temperature range, the
contrary is true: the exponential tail is almost unchanged, whilst
the Gaussian component changes, as can be seen in Fig. 2(c). The
temperature dependence of the decay rate (from Fig. 2(c)) gives
a measure of the energy barrier experienced by the holes [20],
which is approximately 0.03 eV at 65.6 V and drops to near zero
at around 67 V, leaving the impact ionization as the dominant
effect.

To illustrate the overall effects of temperature and excess bias
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variation, we can plot the FWHM of the jitter histograms. Fig-
ure 3(a) shows the results obtained with diode #1 for different
temperatures between -60◦C and -130◦C. For a constant tem-
perature, the jitter decreases with increasing excess bias voltage
as expected, due to the speed up of the impact ionization pro-
cess [21]. For decreasing temperature and fixed excess bias, it
reduces slightly (about 10%) in the range of -60◦C to -100◦C. This
can be explained by the increase of ionization coefficients with
lower temperature in the multiplication region [22], meaning
the avalanche build-up process is yet again faster. At tempera-
tures below about -110◦C, for low excess bias voltages, one can
see the increase of the jitter due to the significant hole trapping
between the absorption and multiplication regions. This effect
is clearly negated through the increase of the excess bias, which
reduces the energy barrier, as discussed earlier. For many ap-
plications, such as QKD, the detection scheme requires a very
high extinction ratio, therefore it is important to quantify the
jitter width at a lower level than the half-max, especially when
the jitter histogram shows non-gaussian behaviour. To analyze
this, Fig. 3(b) shows the the full-width at 1/100 of the maximum
(FW1/100M, ∆τ1/100) for device #1, which shows similar tem-
perature behaviour as the FWHM. At the highest excess bias, a
∆τ1/100 = 200 ps is achieved.

Since the hole-trapping phenomena is mainly dependent on
the operating bias voltage, one strategy to reduce this effect is to
use a diode with a higher breakdown voltage. Figure 3(c) shows
the FWHM jitter for all four NFADs tested for the same range
of temperatures and two excess bias voltages, 1 V and 3.5 V.
At high excess bias, all the detectors have the same behaviour
with the minimum jitter being between 52 ps and 67 ps.We also
performed measurements at 4V of excess bias obtaining slightly
lower timing jitter at the expense of a disproportionate increase
of DCR and afterpulsing. However, for low excess bias voltage
we see that two of the NFADs do not exhibit the sharp increase
in the jitter at low temperatures (devices #3 and #4). This is
due to the fact that these diodes have a breakdown voltage
of around 5-6 V higher (see Table 1) than the diodes which do
exhibit the low temperature jitter increase, hence the bias voltage
remains sufficiently high in order to keep the energy barrier at
the heterojunction below zero, preventing hole pile-up. Note
that the design structure of all the devices was the same and
the differences in breakdown voltage are most probably due to
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run-to-run fabrication variations.
These results suggest that for optimum operation of the

NFAD, the bias voltage should be sufficiently large in order
to avoid the hole pile-up jitter effects, however, it should not
be too high, in order to minimize TAT contribution to the DCR.
In order to keep the thermally generated DCR well below the
1 cps level, the NFAD should be operated at -130◦C. Hence, the
optimum breakdown voltage would be around 67 V for this
temperature, which would allow operation at any excess bias,
without any hole pile-up effects.

In most applications the signal-to-noise ratio (SNR) is a cru-
cial characteristic. In QKD the SNR defines the maximum trans-
mission distance of the system. In order to maximize the signal,
it is preferable to operate at the maximum possible clock rate,
which is limited by the jitter of the detectors. This means the
signal of a QKD system is proportional to η/∆τ1/100, where η
is the detection efficiency and we consider the FW1/100M jit-
ter in order to ensure low error rates. The noise is given by
the DCR (rdc) within the detection time window, hence the
SNR = η/rdc∆τ1/100

2. This shows that the timing jitter is the
most important characteristic for a long distance QKD system.
Given the jitter demonstrated in this work, QKD operation at
5 GHz and an increase of the maximum distance would be pos-
sible.

To conclude, we have demonstrated that free-running In-
GaAs/InP NFADs, which achieve efficient passive quenching,
can operate with a temporal jitter as low as 52 ps, which puts
them on par with the best gated-mode devices [23–26] and is
only a factor of 2 larger than the record-holding superconduct-
ing detector [27]. We have also analysed the low-temperature
performance of the NFAD jitter and this has enabled the under-
standing of the jitter contribution due to charge-carrier pile-up
between the absorption and multiplication regions, a phenom-
ena which has been rarely studied. Afterwards, we have shown
that in order to avoid degradation of the temporal resolution
due to this effect, the operating voltage of these devices should
be greater than 67 V at the lowest operation temperature. Given
this, excess bias voltage and temperature can be chosen freely
according to the applications requirements.
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Abstract: A new quantum random number generation method is proposed. The method is based
on the randomness of the photon emission process and the single photon counting capability of
the Quanta Image Sensor (QIS). It has the potential to generate high-quality random numbers with
remarkable data output rate. In this paper, the principle of photon statistics and theory of entropy are
discussed. Sample data were collected with QIS jot device, and its randomness quality was analyzed.
The randomness assessment method and results are discussed.
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1. Introduction

The generation of high-quality random numbers is becoming more and more important for several
applications such as cryptography, scientific calculations (Monte-Carlo numerical simulations) and
gambling. With the expansion of computers’ fields of use and the rapid development of electronic
communication networks, the number of such applications has been growing quickly. Cryptography,
for example, is one of the most demanding applications. It consists of algorithms and protocols
that can be used to ensure the confidentiality, the authenticity and the integrity of communications
and it requires true random numbers to generate the keys to be used for encoding. However,
high-quality random numbers cannot be obtained with deterministic algorithms (pseudo random
number generator); instead, we can rely on an actual physical process to generate numbers. The most
reliable processes are quantum physical processes which are fundamentally random. In fact, the
intrinsic randomness of subatomic particles’ behavior at the quantum level is one of the few completely
random processes in nature. By tying the outcome of a random number generator (RNG) to the
random behavior of a quantum particle, it is possible to guarantee a truly unbiased and unpredictable
system that we call a Quantum Random Number Generator (QRNG).

Several hardware solutions have been used for true random number generation, and some of
them are exploiting randomness in photon emission process. This class of QRNG includes beam
splitters and single-photon avalanche diodes (SPADs) [1–3], homodyne detection mechanisms [4,5]
and conventional CMOS image sensors (CIS) [6]. Although it has been demonstrated that these
devices produce data of a satisfactory randomness quality, more work needs to be done to enhance the
generation process, especially on the improvement of output data rate and device scalability. Practically,
in an RNG utilizing image sensors, the photon emission is not the only source of randomness, and
some noise sources in the detector, such as dark current and 1/f noise, will act as extra randomness
sources and reduce the randomness quality since they have a strong thermal dependency. Therefore,
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an ideal detector should have high photon-counting accuracy with low read noise and low dark current
to completely realize quantum-based randomness.

The Quanta Image Sensor (QIS) can be regarded as a possible solution to meet these goals because
of its high-accuracy photon-counting capability, high output-data rate, small pixel-device size, and
strong compatibility with the CIS fabrication process.

Proposed in 2005 as a “digital film sensor” [7], QIS can consist of over one billion pixels. Each
pixel in QIS is called a “jot”. A jot may have sub-micron pitch, and is specialized for photon-counting
capability. A QIS with hundreds of millions of jots will work at high speed, e.g., 1000 fps, with extremely
low power consumption, e.g., 2.5 pJ/bit [8]. In each frame, each jot counts incident photons and outputs
single-bit or multi-bit digital signal reflecting the number of photoelectrons [9]. The realization of QIS
concept relies on the photon-counting capability of a jot device. As photons are quantized particles
in nature, the signal generated by photons is also naturally quantized. However, with the presence
of noise in the read out electronics, the quantization effect is weakened or eliminated. To realize
photon-counting capability, deep sub-electron read noise (DSERN) is a prerequisite, which refers
to read noise less than 0.5 e´ r.m.s. But, high-accuracy photon-counting requires read noise of
0.15 e´ r.m.s. or lower [10,11].

The pump-gate (PG) jot device designed by the Dartmouth group achieved 0.22 e´ r.m.s. read
noise with single correlated double sampling (CDS) read out at room temperature [12,13]. The low
read noise of PG jot devices was fulfilled with improvements in conversion gain (CG) [14], and the
photoelectron counting capability was demonstrated with quantization effects in the photon counting
histogram (PCH) [15].

2. Randomness Generation Concept

To quantify the randomness in a sequence of bits, we refer to the concept of entropy, first
introduced by Shannon [16]. Entropy measures the uncertainty associated with a random variable and
is expressed in bits. For instance, a fair coin toss has an entropy of 1 bit, as the exact outcome—head
or tail—cannot be predicted. If the coin is unfair, the uncertainty is lower and so is the entropy. And
when tossing a two-headed coin, there is no uncertainty which leads to 0 bit of entropy.

To compute the value of the entropy, we need to have full information about the random number
generation process. In a photon source, the photon emission process obeys the principle of Poisson
statistics [10], and the probability P rks of k photoelectron arrivals in a QIS jot is given by:

P rks “ e´H Hk

k!
(1)

where the quanta exposure H is defined as the average number of photoelectrons collected in each
jot per frame. So under the illumination of a stable light source, randomness exists in the number of
photoelectrons arriving in each frame.

During readout, the photoelectron signal from the jot is both converted to a voltage signal through
the conversion gain (V/e´) and corrupted by noise. Let the readout signal U be normalized by
the conversion gain and thus measured in electrons. The readout signal probability distribution
function (PDF) becomes a convolution of the Poisson distribution for quanta exposure H and a normal
distribution with read noise un (e´ r.m.s.). The result is a sum of constituent PDF components, one for
each possible value of k and weighted by the Poisson probability for that k [11]:
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An example of a Poisson distribution corrupted with read noise is shown in Figure 1. While
in practice the photodetector may be sensitive to multiple photoelectrons, subsequent circuitry can
be used to discriminate the output to two binary states (either a “0” meaning no photoelectron, or a
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“1” meaning at least one photoelectron) by setting a threshold Ut between 0 and 1, typically 0.5 and
comparing U to this threshold. From a stability perspective, it is better to choose the threshold Ut at a
valley of the readout signal PDF, such as at a 0.50 e´ when H = 0.7, so that small fluctuations in light
intensity have minimal impact on the value of entropy. The probability of the “0” state is given by:

P rU ă Uts “
8ÿ

k“0

1
2

„
1` erf

ˆ
Ut ´ k
un
?

2

˙
¨ e´H Hk

k!
(3)

and the probability of the “1” state is just:

P rU ě Uts “ 1´ PrU ă Uts (4)
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Figure 1. Readout signal probability distribution function (PDF) from Poisson distribution corrupted
with read noise. Quanta exposure H = 0.7 and read noise un = 0.24 e´ r.m.s.

The minimum quantum entropy of this distribution is given by [6]:

Smin “ ´log2rmaxpP rU ě Uts , PrU ă Utsqs (5)

If the measured value U will be encoded over b bits, the quantum entropy per bit of output will
be, on average, equal to:

S “ Smin
b

ă 1 (6)

where b = 1 for the single-bit QIS. It is, therefore, optimal to choose a quanta exposure H such that
P rU ă Uts = P rU ě Uts = 0.5. These two conditions of stability and entropy lead to a preferred quanta
exposure H – 0.7. An example of the cumulative probability function for the readout signal for H = 0.7
is shown in Figure 2. It should be noted that other combinations of H and Ut such as H = 2.67 and
Ut = 2.5 e´ are also viable options. For read noise un above 1 e´ r.m.s., where the photon-counting
peaks of Figure 1 are fully “blurred” by noise (e.g., conventional CMOS image sensors), the optimum
settings of Ut and H converge so that the resultant Gaussian readout signal PDF is split in half at the
peak, as one might deduce intuitively.
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Figure 2. Cumulative probability of readout signal with read noise un = 0.24 e´ r.m.s. and quanta
exposure H = 0.7.

Stability is illustrated by comparing two cases with different quanta exposures and respective
thresholds: H = 0.7 and H = 1.2. As shown in Figure 3, the thresholds for each case were selected to
maximize the binary data entropy: Ut = 0.5 is located at a valley of PCH for H = 0.7, and Ut = 1 is
located at a peak of PCH for H = 1.2. With 2% variation of quanta exposure in both cases, the output
data of H = 0.7 showed better stability in entropy.
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It should be noted that only perfectly random bits will have unity quantum entropy, otherwise an
extractor is required. A randomness extractor is a mathematical tool used to post-process an imperfect
sequence of random bits (with an entropy less than 1) into a compressed but more random sequence.
The quality of a randomness extractor is defined by the probability that the output deviates from a
perfectly uniform bit string. This probability can be made arbitrarily very small by increasing the
compression factor. The value of this factor depends on the entropy of the raw sequence and the
targeted deviation probability and must be adjusted accordingly.

In this paper, we used a non-deterministic randomness extractor based on Universal-2 hash
functions [17]. This extractor computes a number q of high-entropy output bits from a number n > q of
lower-entropy (raw) input bits. This is done by performing a vector-matrix multiplication between the
vector formed by the raw bit values and a random n x q matrix M generated using multiple entropy
sources. The compression ratio is thus equal to the number of lines divided by the number of columns
of M. After extraction, statistical tests are run in order to make sure that randomness specifications
are fulfilled.
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3. Data Collection

The feasibility of applying the QIS to the QRNG application was tested with PG jot devices.
In the PG jot test chip, an analog readout approach is adopted. The output signal from 32 columns
is selected by a multiplexer and then amplified by a switch-capacitor programmable gain amplifier
(PGA) with a gain of 24. The output signal from the PGA is sent off-chip and digitized through a
digital CDS implemented with an off-chip 14-bit ADC. A complete description of readout electronics
can be found in [13]. A 3 ˆ 3 array of green LEDs was used as light source, located in front of the test
chip. The distance from the light source to the sensor was 2 cm, and the intensity of the light source
was controlled by a precision voltage source. During the data collection, a single jot with 0.24 e´ r.m.s.
read noise was selected and read out repeatedly, and a 14-bit raw digital output was collected. Under
the limitation of the readout electronics on this test chip, the single jot was readout at a speed of
10 ksample/s. The testing environment was calibrated with 20,000 testing samples, and the quanta
exposure H was obtained using the PCH method. In order to improve the randomness entropy of the
data, the threshold Ut was determined as the median of the testing samples and then used with later
samples to generate binary random numbers. The experimental PCH created by 200,000,000 samples
is shown in Figure 4, which shows quanta exposure H of 0.7, and a read noise of 0.24 e´ r.m.s. The
threshold was set to 27.5DN, or 0.5 e´. The binary random numbers generated by first 10,000 samples
are shown in Figure 5.
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Although the light source was controlled by a stable voltage source, there was still a small
fluctuation inferred in the light intensity. As shown in Figure 6, the quanta exposure H of 200 datasets
is depicted, in which each dataset contains 1,000,000 samples and H is determined for each data set
using its PCH. During the data collection, about 2.1% variation in quanta exposure was observed.
To minimize the impact of light source fluctuation, the testing environment was calibrated to have an
average quanta exposure H close to 0.7, for which the threshold Ut is located at a valley between two
quantized peaks in the PCH.Sensors 2016, 16, 1002 6 of 8 
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4. Results

For a first test, we collected 500 Mbyte of raw random numbers by reading the jot at 5 ksamples/s
(200 h of data collection). Using Equation (5), we were able to compute a minimum quantum entropy
per output bit equal to 0.9845 for H = 0.7 and un = 0.24 e´ r.m.s. Then we used the obtained value in the
formula of the probability that the extractor output will deviate from a perfectly uniform q-bit string:

εhash “ 2´pSn´mq{2 (7)

where n is the number of raw bits and m the number of extracted random bits.
Since a value of εhash “ 0 is generally unachievable, we try to keep εhash below 2´100 implying

that even using millions of jots one will not see any deviation from perfect uniform randomness in
a time longer than the age of the universe. This gave a compression factor for n = 1024 equal to 1.23
which corresponds to losing only 18% of the input raw bits.

After extraction, we perform NIST tests [18] on the obtained random bits. This set of statistical
tests evaluate inter alia, the proportion of 0 s and 1 s in the entire sequence, the presence of periodic or
non-periodic patterns and the possibility of compression without loss of information. The QIS-based
QRNG passed all these tests.

5. Comparison with Other Technologies

The idea of using an optical detector for random number generation is not new and has been
driven by the intrinsic quantum nature of light. Single Photon Avalanche Diode (SPAD) arrays
illuminated by a photon source and operating in Geiger mode have been widely used for this
purpose [19,20]. Besides the single photon detection capability and technology maturity, SPAD
matrices offer high-quality random data and can be fabricated in standard CMOS manufacturing line.
However, these SPAD sensors require high supply voltage (22–27 V) for biasing above breakdown,
suffer from after-pulsing phenomena, and have lower throughput per unit area than other optical
detectors because of larger pixel size (600 Mbits/s for a matrix size of 2.5 mm2 [19] and 200 Mbits/s
for a matrix size of 3.2 mm2 [20]).
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Another technology exploiting optical quantum process has been recently introduced by the
University of Geneva [6] and it consists of extracting random numbers of a quantum origin
from an illuminated CIS. This low-power technology is more compatible with consumer and
portable electronics since cameras are currently integrated in many common devices. Unfortunately,
conventional image sensors are not capable of single-photon detection and provide lower randomness
quality [6], which requires higher compression factor and hence lower output data rate. The choice of
using QIS for random number generation was driven by the results obtained with SPADs and CIS since
we noticed that QIS covers the advantages of both technologies (best tradeoff between data rate and
scalability, single photon detection and CMOS manufacturing line) while providing solutions for most
of their problems (speed, dark count rate, detection efficiency). Table 1 summarizes the comparison
of the three techniques performances under the assumption of being used as RNGs. Note that the
generation processes are different which limits the comparison points.

Table 1. The three technologies main comparison points.

Criteria QIS CIS SPADs Matrix

Data Rate 1 5–12 Gb/s 0.3–1 Gb/s 0.1–0.6 Gb/s
Read Noise <0.25 e´ r.m.s. >1 e´ r.m.s. <0.15 e´ r.m.s.

Dark Current/Count Rate 2 0.1 e´/(jot¨ s) 10–500 e´/(pix¨ s) 200 counts/(pix¨ s)
Power Supply 2.5/3.3 V 2.5/3.3/5 V 22–27 V

Single Photon Counting YES NO YES
1 For a device with 2.5 mm2 area size; 2 We define Dark Current for QIS/CIS and Dark Count Rate for SPADs,
these values are measured at room temperature.

6. Summary

A new quantum random number generation method based on the QIS is proposed. Taking
advantage of the randomness in photon emission and the photon counting capability of the Quanta
Image Sensor, it shows promising advantages over previous QRNG technologies. Testing data
was collected with QIS pump-gate jot device, and the randomness quality was assessed. Both
randomness assessment method and data collection process are discussed, and the results show
good randomness quality.
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With the explosive growth of mobile devices, security has become a serious concern. And9

it is security that will dominate the next technological milestone, the pervasive diffusion of10

electronic devices connected to form the Internet of Things (IoT). In fact, such pervasive dif-11

fusion will only be possible with robust security protocols at device level. Random Number12

Generators (RNGs) are the fundamental primitive in most secure protocols, but often the13

weakest one. Establishing security in billions of devices will require RNGs with sufficiently14

high throughput but also an unprecedented level of integration to remove, in real time, poten-15

tial biases in the entropy source. However, current RNGs are often very sensitive, and their16

output can be significantly altered by neighboring circuitry. We present the first fully inte-17

grated Quantum RNG (QRNG) in a standard CMOS technology node. The QRNG is based18

on a parallel array of independent Single-Photon Avalanche Diodes (SPADs), homogeneously19

illuminated by a DC-biased LED, and co-integrated logic for random number extraction. We20

1



describe the randomness generation process for different operating conditions and we ana-21

lyze the parasitic effects of such logic on the quality of the random number generation. Our22

CMOS QRNG can reach up to 400 Mbit/s with high integration level and low power con-23

sumption. Thanks to the use of standard CMOS technology and a modular architecture, our24

technology is shown to be highly scalable.25

With the ubiquity and density of mobile devices, security has become a very serious concern26

and, at the same time, a key enabler for next generation IoT and cyber-physical systems. True27

random number generators (TRNGs) are the core building block in almost all security schemes28

today1, 2. A typical TRNG comprises at least a source of entropy and a digital interface to generate29

usable bit sequences. Several implementations have been proposed, while the specific requirements30

are depending on target applications. Numerous works focus on extremely high-speed architec-31

tures 3, some on using optical entropy sources 4, others on extracting entropy from existing devices32

such as FPGAs 5 or general-purpose processors 6. We argue that the large majority of applica-33

tions do not require an extremely high-speed random number generator but a physically-secure,34

compact, integrated architecture, capable of guaranteeing the required throughput in real time 2.35

In this paper, we present a fully integrated Quantum Random Number Generator (QRNG)36

with on-chip real-time randomness extraction. The QRNG is based on a parallel array of indepen-37

dent CMOS SPADs, homogeneously illuminated by a DC-biased LED. Digital post-processing is38

implemented on chip; it generates a true random bitstream through two parallel digital interfaces.39

We discuss the randomness generation process and the quantum entropy extraction, we propose a40

2



model to ensure that the produced randomness is indeed originated from a quantum phenomenon41

and we evaluate the influence that the co-integrated digital post-processing may have on the raw42

randomness quality. We perform statistical analysis on final data after randomness extraction. Our43

CMOS QRNG can output up to 400 Mbit/s with significant area reduction and low energy per44

generated bit.45

QRNG with Integrated Entropy Extraction Architecture46

Our system is depicted in Figure 1; it features a QRNG IC implementing the SPADs matrix, the47

two extractors, and a high-speed digital interface. The entropy source is obtained from a LED48

illuminating an array of 16,634 single-photon avalanche diodes (SPADs), which convert photons49

chaotically distributed in space and Poissionian in time, onto a randomized 2D constellation of50

binary digits ’1’ if at least a photon is detected and ’0’ otherwise. The chip features two extractors51

based on vector-matrix multiplication to generate high entropy bit sequences starting from the52

original constellation. The two extractors target different application requirements. The first is53

a fixed extractor, denominated ‘A’; it is realized from standard logic gates using a hard-coded n54

x k matrix pre-generated from an independent QRNG; this extractor is intended for applications55

requiring higher throughput and minimal area. The second is a variable extractor, denominated56

‘B’; it is a matrix of memory elements, realized by means of scan chain registers to minimize the57

amount of pads needed for programming it and to allow the use of design tools; this extractor is58

intended for applications requiring one to extract an ad hoc matrix in the field. The QRNG IC59

was fabricated using a technology where the SPADs exhibit low noise, negligible afterpulsing, and60
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Figure 1: Detailed overview of the QRNG system use for our experiments. The QRNG system

used for the experiments presented in the paper comprises a LED source, the QRNG chip realized

using photo sensitive material, and a custom made FPGA used to control the QRNG chip and to

format and transmit the bit stream to the host PC where the sequence of data are analyzed.
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low crosstalk. These characteristics are essential to enable the maximum speed with the desired61

randomness quality.62

The block diagram of the proposed QRNG is shown in Figure 2. The chip comprises an63

array of SPADs organized in a matrix of 128x128 pixels, whose schematic is shown in the inset64

of the figure. In each pixel a SPAD, implemented as a P+/N-well junction with lightly doped N65

wells as guard rings, is passively quenched and recharged by means of T1. T2 is used to trigger66

the static embedded all-NMOS memory (T3, T4, T5, T6), while T7 is used as reset and T8 and T967

are used to read out the content of the memory in a random access fashion. The matrix is read out68

four-rows-in-parallel every 40ns and the raw data is stored in a 512-bit register whose content is69

diverted to the two extractors; the entire matrix is read out in 1.3µs.70

Extractor ‘A’ comprises 1024x32 XOR reduction cells fed by the register through an interme-71

diate 1024-bit register. Extractor ‘B’ is an array of 8x1024 SRAM cells whose content is provided72

externally. Both extractors are operating within the chip in real time: extractor ‘A’ can reach a73

throughput of 400Mbit/s, extractor ‘B’ of 100Mbit/s, both producing random words at 12.5MHz.74

The resulting bit streams are read out from the chip in 8-bit and 32-bit packets, using two parallel75

interfaces. In test mode, we can independently access the raw entropy source output at 1.6Gbit/s to76

verify the quality of raw data at the source in accordance with high security standards. The SPADs77

are characterized in Figure 3. The figure shows a plot of the breakdown voltage distribution and78

of the dark count rate (DCR) across the entire population of pixels. The afterpulsing probabil-79

ity (APP) was characterized by means of the autocorrelation of several pixels in time based on80
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Figure 2: Block and timing diagram of the proposed QRNG chip. The chip comprises an array

of 16,384 independent SPADs illuminated through a diffuser made of a standard 4µm polyimide

layer. The SPADs act as entropy sources that generate a fast bit stream, which is then transformed

onto a fully randomized 400Mbit/s binary stream via an extractor integrated on chip. The timing

diagram of the readout process is shown in the inset. .
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their digital output. Crosstalk was measured as the cross-correlation of a central pixel with all81

the surrounding of pixels. The plot in the figure shows central pixel (7,7) within a surrounding82

11x11 pixel matrix. The excess bias voltage and dead time used in this chip were 2.1V and 1.3µs,83

respectively, so as to keep APP and crosstalk below 0.1%, as indicated in the table of Figure 3.84

Effects of Integration on Entropy85

The main goal of the chip was to conclusively show the negligible influence of on-chip digital86

post-processing on the quality of generated randomness, thus rejection the common thought of co-87

integration adding noise and heating effect and demonstrating the feasibility of a fully integrated88

QRNG in a commercially relevant CMOS technology. To this end, we carried out extensive sta-89

tistical analysis of the random sequence before and after extraction under various conditions of90

operation and at a wide range of temperatures.91

We first started by comparing the statistical distribution of raw data (before post-processing)92

when the two extractors are not powered on, when only one of them is working and when both93

are performing on-the-fly extraction. Figure 4 shows the constellations generated by the SPAD94

array for these same conditions. From the figure the equi-probability of ‘1’s and ‘0’s is apparent95

(and actually we computed a probability of 50.36% of ’1’ vs 49.64% of ’0’) with a homogeneous96

distribution among the pixels, irrespective of the state of the extractors, at better than 2σ devi-97

ation from the 50% distribution mark. This observation was confirmed when we compared the98

detection histograms (8-bits hamming weight distributions) in all four cases (shown in Figure‘5.99
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Figure 3: Performance of the SPAD used in this work. Clockwise from top-left: (a) dark count rate

frequency vs. excess bias under four operation conditions; (b) breakdown voltage distribution; (d)

autocorrelation function for several pixels vs. lag time; (c) cross-correlation function with respect

to surrounding pixels. All measurements are at room temperature.
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Therefore, we can conclusively confirm that the analog-digital co-integration doesn’t have any100

quality-deterioration effect on the quantum process generation and measurement.101

The effect of temperature on the QRNG was also evaluated and we saw a slight decrease102

of entropy/bit when increasing temperature. This decrease is due to a higher thermally induced103

noise that can lead to a bias toward ‘1’. Before extraction, the entropy/bit was relatively low due to104

errors coming from correlations between pixels signals and constant values given by dead pixels,105

that’s why entropy extraction was compulsory to increase and maintain the mean quantum entropy.106

Afterwards, about 1 Gbit of extracted data were tested using the NIST statistical test suite 7 and107

the DIEHARD test battery 8 and it passed all of them.108

Our chip achieved an extremely low energy per bit compared to the ones reported on standard109

CMOS technology, while the overall power at full speed was less than 499mW for the nominal110

3.3V supply voltage at room temperature, making the chip suitable for low-power applications.111

The full integration of the entropy source and the extractors enabled us to achieve the highest112

level of integration to date with negligible impact on the quality of the random sequence. The113

micrograph of the QRNG chip is shown in Figure 6; the chip measures 10×4.5mm2 in this CMOS114

technology, while more advanced nodes would enable significant area reductions, provided similar115

noise, AP, and crosstalk performance in SPADs.116
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Figure 4: Performance of the QRNG when different extractors are active. Raw binary constella-

tions. (a) Both extractors are OFF; (b) the fixed extractor is ON and the variable extractor is OFF;

(c) the fixed extractor is OFF and the variable extractor is ON; (d) both extractors are ON.
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Figure 5: Detection histogram. Detection histogram (8-bits Hamming Weight distributions) of raw

data for different operating conditions: (green) Both extractors are OFF; (grey) the fixed extractor

is OFF and the variable extractor is ON; (white) the fixed extractor is ON and the variable extractor

is OFF; (blue) both extractors are ON.
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[h]

Figure 6: Chip micrograph. Complete chip micrograph of the proposed QRNG chip implemented

in standard 0.35µm CMOS technology. From left, it is possible to see the Extractor A and its read

out at the bottom, the entropy source composed by a matrix of 128×128 SPADs and its readout at

the bottom, the Extractor B and its readout at the bottom
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Modeling the Quantum Randomness117

Randomness has been previously defined in several ways. For Philosophers, randomness is a prop-118

erty of any event that happens by chance 9. As such, it is not always possible to generate it or119

measure it. In information theory, a sequence of bits is called random if its Kolmogorov complex-120

ity is maximal 10. However, this asymptotic definition does not include the unpredictability of the121

bit sequence, that is instead a fundamental property for many applications, including cryptography.122

When it comes to entropy source used for the generation of random numbers, randomness should123

be defined as the a property of the physical process whose the outcome is uniformly distributed124

and independent of all information available in advance 11. Quantum Random Number Genera-125

tors offer a sound solution for high-quality randomness generation, since they are compliant with126

this definition. The main characteristic of a QRNG is the use of quantum phenomena as entropy127

source, and, as direct consequence, the use of quantum mechanics to prove the randomness of the128

generated bits. Chaotic systems, even when not robust with respect to their initial conditions, can129

be completely described by a deterministic model. Quantum mechanic, instead, is intrinsically130

probabilistic, and the measurement results of quantum processes can not be predicted, even by131

a malicious third party. This characteristic makes QRNGs extremely suitable for cryptography132

applications. However, we need to ensure, by modeling the entropy source, that the produced ran-133

domness is due to a quantum process (and not coming , for instance, from classical side noise). To134

do so, we propose a model to demonstrate that, under given assumptions of the possible knowledge135

of an adversary, the randomness produced by our QRNG is indeed quantum.136
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generated and then converted into a digital value and a stream of data is produced. Raw data, that
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also implemented on chip, that produces the sequence of true random numbers.
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In the QRNG that we propose here, the entropy comes from an LED that illuminates a matrix137

of SPADs. The quantum process that is exploited is the distribution of photons over the surface138

of the detectors. Figure 7 The position of each photon is not deterministically known before its139

detection. The probability distribution of its position is given by the intensity profile of the elec-140

tromagnetic field impinging on the detectors. The distance between the detectors and the source is141

chosen such that the light intensity profile on the detectors is uniform. Considering the time inter-142

val defined by the acquisition time and the space mode spanned by the area of the detectors matrix,143

the quantum state emitted by the LED is a mixed state in the Fock space, where the probability of144

having n photons is given by the Poisson distribution PN :145

PN(n) = e−λ
λn

n!
(1)

We model the matrix of SPADs as a collection of independent detectors. Their efficiency η is146

considered in our model, as the probability that one photon is detected. If n photons arrive on one147

detector, the probability that at least one of them is detected (probability that the detector clicks) is148

given by P n
det = 1− (1− η)n. Similarly, we can model the dark counts probability with a random149

variable Si = 0, 1 for each detector. In the case of Si = 1 the ith detector will click independently150

of the light coming into it. This event has probability pdark equal to the probability of having a151

dark count on one pixel.152

Using the methods proposed by Frauchiger et al. 11 to evaluate the amount of quantum ran-153
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domness of our device we need to evaluate the min-Entropy of the output distribution conditioned154

on the distribution of all the predictable side information. In our case, the side information is mod-155

eled as classical and determined by the random variable E. The conditional min-Entropy that we156

need to compute is thus the following:157

Hmin(X|E) = −
∑

e

PE(e) log2[max
x

PX|E=e(x|e)] (2)

whereX represents the random variable of the output sequence, PX|E is the conditional probability158

distribution of X knowing the variable E, and the quantity 2−Hmin(X|E) represents the maximum159

guessing probability of X given E. In order to find the probability distribution of the output se-160

quence we have to characterize the quantum state of our device ρ, and the measurement represented161

by the operators Πx, where x is a possible output bit string. Moreover, all side information is rep-162

resented by the value e which is model after the result of the measurement Ee. Given the physical163

characterization of the device the probability distribution is given by the Born rule:164

PX,E(x, e) = Tr[ΠxEeρ(Ee)†] (3)

without any need for a stochastic model (see Supplementary material for more information). The165

most critical part of a QRNG is however defining all the possible side information. In the device166

here analyzed the photon distribution of the source and the random variables corresponding to the167

dark counts are the principal source of classical side information and are considered as completely168

foreseeable. The event of a photon to be detected (described by the efficiency η) is considered to169

16



be independent of any possible observer. However, in the model, we consider a possible shot to170

shot uncertainty with respect to the average observed value of the efficiency.171

In the device here studied all the possible sources of side information have been character-172

ized. The following parameters have been measured accurately in order to certify that the extracted173

randomness is of quantum nature: η = 0.12± 0.03 (considering a possible deviation of 25% from174

the average efficiency), pdark = 8.45 ·10−5 per detection window, to this probability we added also175

the probability of cross-talk of around Pcross = 0.001 (this corresponds to the worst case scenario176

where each click provoked by the click of another detector is known by an adversary), the mean177

photon number λ of photon arriving on the detectors chosen in such a way that the probability178

of each of them to click is equal to 0.5 (as set experimentally). With this characterization of the179

device the min-Entropy per bit has been estimated to be Hmin(X|E)/m ≈ 77% which is a lower180

bound on the possible extractable randomness from the raw generated sequence of bits.181

In practical implementation of QRNG, the quantum process used to generate entropy cannot182

be perfectly created or perfectly measured. In fact, there are always hardware imperfections and183

different noise sources that cannot be controlled. These two elements can affect the raw output184

of the RNG introducing a bias or a pattern. These effects can be removed using randomness185

extraction function, such as the hash function based on vector-matrix multiplication 12 used in this186

work. This extractor is applied to vectors of n raw bits and output shorter vectors of k random bits.187

The (n x k) elements composing the extraction matrix are constant and they are generated by an188

independent RNG. Once the length of the raw string n is chosen, the parameter k will be bound189

17



by the probability that the output bit string deviates from perfectly random output bits ε. If the190

extraction function is taken from a two-universal family of hash functions, it is possible to quantify191

this failure probability by the Leftover Hash Lemma with side information:192

ε = 2−(Hmin(X|E)·n−k)/2 (4)

For instance with the obtained value of min-Entropy and for a vector of 1024 raw bits, the193

parameter k should be lower than 588 for efficient entropy extraction. In our case the parameter k194

is equal to 32 for the fixed extractor and equal to 8 for the variable extractor which confirms the195

high efficiency of our on-chip extraction.196

Conclusions197

We have presented the first fully integrated Quantum random number generator (QRNG) in a198

standard CMOS technology node. RNGs are a fundamental primitive in most secure protocols199

and the ones based on quantum technology will enable the high levels of security required by the200

emerging applications. To demonstrate the possibility to integrate advanced functionalities with201

the entropy sources, we developed a modular architecture comprising an array of independently202

operating SPADs, illuminated by a DC-biased homogeneous LED, and logic for random number203

extraction. The fabricated QRNG reaches a throughput of 400 Mbit/s with an extremely low energy204

per bit. We characterized the randomness generation process for different operating conditions and205

we analyzed the potential effects extraction logic on the quality of the random number generation.206
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Methods207

Fabrication of the Integrated QRNG The QRNG integrated circuit was fabricated in a standard208

0.35µm 1P4M high-voltage CMOS technology through Europractice multi-project wafer foundry209

service. The SPAD device junction is formed between a p+ anode and deep n-well cathode em-210

bedded in the standard p-type substrate. A p-well guard ring is used to realize a uniform electric211

field and prevent premature edge-breakdown of the device. The SPAD is of circular shape with an212

active diameter of 6µm.213

Measurements For measurements the IC was bonded in a ceramic PGA-256 package and inserted214

in a socket on a adapter PCB for connection with the FPGA main board. The FPGA main board215

contains a Xilinx Spartan 6 FPGA connecting directly to the QRNG I/O and a Cypress FX3 USB216

transceiver for communication with a control computer. Voltage supplies for the chip are provided217

through the main board with separate jumpers for the extractor supply.218

A Rohde&Schwarz HMP2030 dc power supply was used to provide controllable operat-219

ing bias and quenching voltage for the SPAD and pixel circuit. A custom-built matrix of relay220

switches (Kemet EC2-12TNU) and a USB-SMU (Agilent/Keysight U2723A) were used to re-221

spectively switch power of the extractor matrices and control the LED illumination current. For222

measurements in a temperature-controlled environment the QRNG together with the FPGA board223

was put in an ESPEC SU-262 temperature control chamber. The temperature chamber is outfitted224

with a nitrogen purge to avoid condensation.225

To evaluate the breakdown voltage of the individual detectors the voltage was sweeped from226
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a voltage where no events are detected to where all detectors show activity in steps of 50mV.227

Through readout of individual detectors, the number of events during one second at each voltage228

step has been recorded and fitted with a two-piece linear function. The function evaluates to zero229

below the breakdown voltage and increases thereafter, thus providing the breakdown voltage for230

each detector.231

Data from the extraction matrices is acquired through the control FPGA in the same way232

used to acquire the raw data needed to evaluate the breakdown voltage. The operating conditions,233

namely excess bias and quenching voltage and LED illumination current are set. Then synchronous234

control signals are applied to read out the data from the output register of the matrices. The control235

FPGA relays the data to a computer where they are stored on disk for analysis.236

Randomness Evaluation The random data sequences were stored off-chip and tested using the237

NIST Statistical Test Suite (SP 800-22) downloaded from the NIST website (https://csrc.238

nist.gov/Projects/Random-Bit-Generation/Documentation-and-Software).239

The parameters used to perform these tests are the followings: blockFrequencyBlockLength =240

12800, nonOverlappingTemplateBlockLength = 10, overlappingTemplateBlockLength = 9, ap-241

proximateEntropyBlockLength = 10, serialBlockLength = 16 and linearComplexitySequenceLength242

= 1000. The results are stored in an dedicated file, automatically generated when the tests are243

launched. The same data sequences were tested using the Diehard battery of tests available244

https://webhome.phy.duke.edu/˜rgb/General/dieharder.php245
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Supplementary Material 1 : Results of Statistical tests

1 NIST SP 800-22 tests

The tests were performed using 1000 sequences of 1 Mbit each.

The minimum pass rate for each statistical test with the exception of th erandom excursion (variant)

test is approximately = 980 for a sample size = 1000 binary sequences.

The minimum pass rate for the random excursion (variant) test is approximately = 599 for a sample

size = 613 binary sequences.

The tests results for data generated by the fixed and the variable extractor are shown in Table 1 and

Table 2 respectively.

2 Diehard battery of tests

Diehard tests were performed on two data sets of 500 Mbits generated by the fixed extractor (P-

Value ’A’) and the variable extractor (P-value ’B’). The results are presented in Table 3.
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Table 1: NIST tests results: The uniformity of P-values and the proportion of passing sequences

for 1000 samples of 1 Mbit each generated by the fixed extractor ’A’

Statistical test P-Value Proportion

Frequency 0.99577 988/1000

Block-Frequency 0.239266 990/1000

CumulativeSums1 0.941144 989/1000

CumulativeSums2 0.062427 986/1000

Runs 0.928857 989/1000

LongestRun 0.473064 993/1000

Rank 0.301194 990/1000

FFT 0.029205 983/1000

NonOverlappingTemplate 0.662091 993/1000

OverlappingTemplate 0.735908 988/1000

Universal 0.829047 991/1000

ApproximateEntropy 0.767582 988/1000

RandomExcursions 0.349160 606/613

RandomExcursionsVariant 0.359855 607/613

Serial 0.800005 994/1000

LinearComplexity 0.747898 994/1000
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Table 2: NIST tests results: The uniformity of P-values and the proportion of passing sequences

for 1000 samples of 1 Mbit each generated by the variable extractor ’B’

Statistical test P-Value Proportion

Frequency 0.614226 991/1000

Block-Frequency 0.616305 995/1000

CumulativeSums1 0.626709 990/1000

CumulativeSums2 0.980341 994/1000

Runs 0.190654 989/1000

LongestRun 0.612147 986/1000

Rank 0.452173 988/1000

FFT 0.870856 989/1000

NonOverlappingTemplate 0.757790 993/1000

OverlappingTemplate 0.039073 988/1000

Universal 0.014550 988/1000

ApproximateEntropy 0.221317 987/1000

RandomExcursions 0.822122 607/613

RandomExcursionsVariant 0.367493 610/613

Serial 0.777265 994/1000

LinearComplexity 0.809249 992/1000
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Table 3: Diehard tests results for 500 Mbit of true random data

Statistical test P-Value ’A’ P-Value ’B’ Result

Birthday Spacing 0.865773 0.842883 SUCCESS

Overlapping 5-permutation 0.513342 0.471146 SUCCESS

Binary Rank for 31 x 31 matrices 0.634721 0.755819 SUCCESS

Binary Rank for 32 x 32 matrices 0.415482 0.352107 SUCCESS

Binary Rank for 8 x 8 matrices 0.576012 0.361938 SUCCESS

Bitstream 0.970227 0.051626 SUCCESS

Overlapping-Paris-Spares-Occupancy 0.219893 0.015640 SUCCESS

Overlapping-Quardruples-Spares-Occupancy 0.173054 0.015065 SUCCESS

DNA 0.150832 0.016380 SUCCESS

Count-the-1’s 0.944274 0.058056 SUCCESS

Count-the-1’s for specific bytes 0.703417 0.365542 SUCCESS

Parking lot 0.229559 0.239266 SUCCESS

Minimum distance 0.794391 0.320832 SUCCESS

3D spheres 0.448424 0.064255 SUCCESS

Squeeze 0.317565 0.455628 SUCCESS

Overlapping sums 0.250307 0.988284 SUCCESS

Runs 0.814724 0.194590 SUCCESS

Craps 0.840551 0.823860 SUCCESS
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Supplementary Material 2 : Entropy calculation

The model used in our paper follows the method introduced in Frauchiger et al. (CITE).

We specify first the density operator ρ corresponding to our QRNG. We consider our state as

represented by different subsystems. A subsystem I that, following a Poissonian distribution,

encodes the number of photons. A subsystem D that encodes the state of the detectors given

by the random variable S. If S = 1 the detectors will experience a dark count and it will click

independently of the absorption of a photon, otherwise the detector will behave normally. The

string s corresponds to the state of each detector. If the detectors are labelled from 0 to m − 1.

Finally the subsystem P consider the position of the photons with respect to the matrix of SPADs.

ρ =
∑

n,s

PN(n)PS(s)|n〉〈n|I ⊗ |s〉〈s|D ⊗ |φ〉〈φ|⊗nP (1)

The state of the n photons is in the form |φ〉⊗n. This corresponds to consider the photons as

distinguishable. This is due to the fact that in beam-splitting experiment the behaviour of photons

can be in-principle described in this way as it is shown in the work of (CITE Leonhardt). Since the

illumination of the SPAD matrix have been calibrated to be uniform, we can consider each photon

to have equal probability to be in front of any detectors. This means that we model the state |φ〉

to be the |W 〉 state of dimension m. If the illumination is imbalanced this state should be adjust

accordingly.
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The detection POVM can be described in terms of different operators for each detector Di.

The following expressions describe the POVM’s elements relative to the detection or no detection

of a photon:

P n,1
Di

:= (η(1− |0〉〈0|))⊗n P n,0
Di

:= ((1− η)1 + η|0〉〈0|)⊗n (2)

For each photon arriving on the detector we consider a probability η that the photon is ab-

sorbed by the detector. This event is considered to be unforeseeable by a third party.

The operator related to generating a sequence x is now given by:

Πx =
∑

n,s

|n, s〉〈n, s|D
⊗

i

P n,xi,si
i (3)

where the sum over s consider all the sequences consistent with the output sequence x (if si = 1

this means xi is necessarily 1) and.

P n,xi,si
i =





P n,xi , if si = 0

id⊗n, if si = 1

(4)

meaning that if the random variable si = 1 the detector will click independently of the photon state

|φ〉⊗n.

Once that the measurement operator and the preparation state of the device are define we have

2



to consider the classical noise. In order to model this we consider the following measurement:

En,s = |n, s〉〈n, s|
⊗

i

1⊗n (5)

the classical noise is define as its outcome and corresponds to the random variable N ∈ {0, ...,∞}

corresponding to the number of photon and S which is the sequence of random variables corre-

spond the state of each detector with respect to a possible dark-count.

The probability to have a certain output string of bits at each sampling event is given now by

the Born rule:

P (x) = Tr(Πxρ) (6)

which corresponds in the observed experimental distribution of the obtained bits strings.

However the probability distribution of importance in the presented model is given by the

joint probability of the output variable and the classical noise, given again by the Born rule:

P (x, n, s) = Tr(ΠxEn,sρ(En,s)†) (7)

By simple combinatorial calculation it is possible to obtain the expression given in the main

text:
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P (x, n, s) = PN(n)PS(s)

H(x)−H(s)∑

i=0

(−1)i
(
H(x)−H(s)

i

)(
1− η − H(x)− i

m
η

)n

(8)

where the vector s = s1, s2, ..., sm collects all the variables for dark counts for each detector,

H(·) is the Hamming weight function and m is the number of detector considered. This model

corresponds to a generalization of the two model previously proposed for two detectors ?.
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Supplementary Material 3: Comparison with the state of
the art

Table 1: Comparison Table. Comparison of the presented Quantum Random Number Generator

with the state of the art
Performance This Work Stefanov1 Amri2 Sanguinetti3, 4 qStream5 Wei6 Nie7 Dynes8 Matsumoto9

Bit Rate 400Mb/s 4-16Mb/s 5-12Gb/s 4.9Mb/s 1Gb/s 280Gb/s 96Mb/s 4Mb/s 20Mb/s

Thermal Noise < 0.1% < 1% < 1% < 3% Not specified < 0.1% < 0.1% < 2% N/A

Full Integration yes no no no no no no no no

On-chip Extractor yes no no yes yes no no no no

Dimension (mm2) 45 7728 25 22.5 10,892.4 N/A N/A N/A 0.012

Standard Tests/ NIST, NIST, DIEHARD,
NIST

NIST, ISTO/
NIST

DIEHARD
NIST

NIST,
NIST

Certifications DIEHARD METAL, CTL, AIS31 IEC-18031 STS DIEHARD

Power (mW) 499 1,500 25 83.44 12,780 N/A N/A N/A 1.9

FOM (nJ/bit) 1.25 93.7 0.0025 17 12.8 N/A N/A N/A 0.095

1. Stefanov, A., Gisin, N., Guinnard, O., Guinnard, L. & Zbinden, H. Optical quantum random

number generator. Journal of Modern Optics 47, 595–598 (2000).

2. Amri, E., Felk, Y., Stucki, D., Ma, J. & Fossum, E. R. Quantum random number generation

using a quanta image sensor. Sensors 16, 1002 (2016).

3. Sanguinetti, B., Martin, A., Zbinden, H. & Gisin, N. Quantum random number generation on a

mobile phone. Physical Review X 4, 031056 (2014).

4. IdQuantique. Quantis QRNG Chip Brochure. https://www.idquantique.com/random-number-

generation/products/quantis-qrng-chip/ (2019).
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5. QuintessenceLab. qStream. https://www.quintessencelabs.com/. Accessed:

2020-02-27.

6. Wei, W., Xie, G., Dang, A. & Guo, H. High-speed and bias-free optical random number gener-

ator. IEEE Photonics Technology Letters 24, 437–439 (2011).

7. Nie, Y.-Q. et al. Practical and fast quantum random number generation based on photon arrival

time relative to external reference. Applied Physics Letters 104, 051110 (2014).

8. Dynes, J. F., Yuan, Z. L., Sharpe, A. W. & Shields, A. J. A high speed, postprocessing free,

quantum random number generator. applied physics letters 93, 031109 (2008).

9. Matsumoto, M. et al. 1200µm 2 physical random-number generators based on sin mosfet for

secure smart-card application. In 2008 IEEE International Solid-State Circuits Conference-

Digest of Technical Papers, 414–624 (IEEE, 2008).
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High detection rate and high detection efficiency with parallel-SNSPDs
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1)Group of Applied Physics, University of Geneva, CH-1211 Geneva, Switzerland
2)ID Quantique SA, CH-1227 Geneva, Switzerland

(Dated: 2 March 2020)

Recent progress in the development of superconducting nanowire single-photon detectors (SNSPD) has delivered ex-
cellent performance, and their increased adoption has had a great impact on a range of applications. One of the key
characteristic of SNSPDs is their detection rate, which is typically higher than other type of free-running single-photon
detectors. The maximum achievable rate is limited by the detector recovery time after a detection, which itself is linked
to the superconducting material properties and to the geometry of the meandered SNSPD. One potential approach to
increase the detection rate further is based on parallelizing smaller meander sections. In this way, a single detection tem-
porarily disables only one subsection of the whole active area, thereby leaving the overall detection efficiency mostly
unaffected. In practice however, cross-talk between parallel nanowires typically leads to latching, which prevents high
detection rates. Here we show how this problem can be avoided through a careful design of the whole SNSPD structure.
We demonstrate highly efficient molybdenum silicide-based superconducting nanowire single-photon detectors capable
of detecting at more than 200 MHz using a single coaxial line. This significantly outperforms detection rates achievable
with single meander SNSPDs while maintaining high efficiency and low jitter.

Superconducting nanowire single-photon detectors1

(SNSPDs) are known for yielding overall excellent per-
formance thanks to their high efficiency2, low dark count
rate3, short dead time4 as well as timing jitter in the order
of picoseconds5–7. This makes them a key technology for
application requiring highly efficient single-photon detection
such as optical quantum information processing8, deep-space
optical communication9 and optical quantum computing10.
In particular, their typical dead time of a few tens of nanosec-
onds is of great interest in various applications requiring high
detection rates with free-running detectors such as quantum
key distribution11,12.

Although SNSPDs offer high detection rate, their dead-time
still limits their use to rates of several tens of MHz. Indeed,
the detection efficiency is directly dependent on the biasing
current into the nanowire, which drops to zero after a de-
tection and recovers over time. Consequently the detection
rate of SNSPDs is ultimately limited by their recovery time13:
when a photon is absorbed the nanowire becomes resistive
and the biasing current rapidly leaves the nanowire (with a
typical time of about 1 ns or less), this effectively leads to
a zero efficiency right after the detection. After the current
left the nanowire, it rapidly cools back to its superconduct-
ing state, and the current flows back inside the nanowire. At
this point, the kinetic inductance of the superconducting me-
ander forces the bias current to recover with a time constant
τ = Lk/R, where R the overall series impedance of the read-
out circuit and Lk is the kinetic inductance of the nanowire.
The timing constant τ typically is in the range of a few tens of
nanoseconds. A longer nanowire exhibits a larger kinetic in-
ductance, which slows its current dynamic down and hence in-
creases the time needed before the detector recovers its nom-
inal efficiency. Consequently, at high detection rates where
successive detection can happen in time intervals of the order
of τ , the system detection efficiency drastically drops. Sub-

a)matthieu.perrenoud@unige.ch

nanosecond recovery times can be obtained with extremely
short nanowires coupled to integrated waveguides4, but such
detectors have so far not shown high system detection effi-
ciency when coupled to an optical fiber, due to the fibre to
waveguide coupling loss. Arrays of detectors can be used to
keep the efficiency to high detection rates14,15, but this comes
to the cost of using multiple coaxial readout lines drastically
increasing the cooling power needed to operate the system.

A potential solution to solve this limitation is to use a par-
allel SNSPDs design, which consists of splitting the SNSPD
into several nanowires connected in parallel16. This idea is
represented on Fig. 1a. Series resistors ensure that the bias-
ing current is split evenly between the different nanowires.
Splitting the whole detector in several nanowires can effec-
tively reduce their individual lengths, hence lowering their re-
spective kinetic inductance, which leads to a shorter recovery
time for each nanowire. Moreover only part of the detector
is disabled after a detection event which leaves the remain-
ing nanowires available to detect another photon at their full
detection efficiency. Similar designs have also been used to
demonstrate photon-number-resolving detection17 and fast re-
covery time16,18. However, to the best of our knowledge, their
potential for achieving very large detection rates has not been
demonstrated before. As we observed and report on below,
the problem seems to be that at high detection rate, electronic
crosstalk between the different nanowires cumulates, and this
leads to a cascading effect between the different nanowires.
Ultimately, this leads to latching, i.e. all nanowires end up in
a steady resistive state where the whole detector is effectively
disabled.

In this work, we demonstrate a fiber-coupled parallel
SNSPD design that overcomes this limitation. Cascading
effect between the nanowires is mitigated by adding care-
fully designed superconducting nanowires to the structure.We
demonstrate detection rates over 200 MHz without any latch-
ing, and a fibre-coupled system detection efficiency (SDE) as
high as 77%, and more than 50% average SDE per photon at
50 MHz detection rate under continuous wave illumination.
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To operate parallel SNSPD design at high detection rates,
we must consider the electronic crosstalk between the differ-
ent nanowires : after a photon absorption in one nanowire, the
electronic current in that nanowire will be partly redirected in
every other nanowires as well as in the readout circuit. In each
nanowire, this signal will add-up with the already present bias
current. At high detection rates, when multiple absorption oc-
cur in different nanowires at time intervals shorter than the
recovery time of each nanowire, this effect will stack-up and
can eventually bring the current in the remaining nanowires
above their critical current value Ic. This cascading effect will
lead to a latched state. As the total current in any nanowire
has to remain under Ic, only a finite number of photons can
be detected in a short time interval for a given biasing current
per nanowire Ib < Ic. With a larger difference Ib − Ic, a larger
number of photons can be detected in a given time interval
without cascades. The use of lower Ib values thus allows for
operation at higher detection rates. Nonetheless low Ib values
are not sufficient to obtain saturated efficiency and lower Ib
values thus lead to lower detection efficiencies.

The solution we propose here ensures that the total cur-
rent will never exceed the critical current Ic in each nanowire
while using a bias current Ib high enough to maintain the sat-
urated efficiency of the detector. To achieve this, additional
nanowires are added in parallel to the structure as shown in
Fig. 1b. They are positioned outside the optical fiber spot
which makes them unexposed to light. Part of the redirected
current after a detection is therefore split into these unex-
posed nanowires, which effectively reduces the additional cur-
rent seen by the exposed nanowires. This effect can be en-
hanced by reducing the kinetic inductance of the unexposed
nanowires. By designing them with larger widths than the
exposed nanowires, it can be ensured that even if every ex-
posed nanowire detects a photon, this additional structure will
carry the excess current without reaching its critical current
value. Thanks to the reduced crosstalk seen by the exposed
nanowires, our design effectively allows for high biasing cur-
rent Ib with respect to Ic. However this comes at a cost: lower-
ing the crosstalk also lowers the current flowing into the read-
out, which inevitably decreases the output signal amplitude16.
Hence the number of parallel nanowires and their minimum
kinetic inductance is limited by the performances of the am-
plification electronics.

We present results obtained with two detectors which char-
acteristics are shown in table I. Device A is made of few ex-
posed wires and very large unexposed nanowires with low in-
ductance. This device is designed to be resistant to cascade
effects and latching. Device B is made with a large num-
ber of exposed nanowires, which minimizes the probability
of consecutive absorption in the same nanowire. Thus de-
vice B is expected to maintain its nominal efficiency at higher
rates. However the width of every nanowire (exposed and un-
exposed) is the same. This device is sensitive to cascade and
requires a lower biasing current Ib to be operated at high de-
tection rates.

In the design, we also need to consider that the heat gener-
ated by the detection mechanism can trigger other nanowires
located in the vicinity of the absorption. This thermal

FIG. 1. Parallel SNSPD design. a) Schematic of a basic parallel
SNSPD design16, which consists of a limited number of photosen-
sitive nanowires with a specific inductance Lk connected in parallel.
An additional series inductor Ls can be added to choose the overall
inductance of each section which has an impact on the output sig-
nal amplitude. Series resistors Rs ensure that the biasing current is
evenly split among every nanowire. b) Additional nanowires with
low inductance Lk2 are added in order to decrease the electronic
crosstalk between the nanowires during detection events. The val-
ues of LS2 and R2 can be sized to optimize the crosstalk reduction
while keeping output signal of sufficient amplitudes. c) A bias tee is
used to bias the detector and amplify the output signal with the same
coaxial line.

TABLE I. Characteristics of the two devices presented in this work.

Device A Device B
Exposed nanowires 6 16
Unexposed nanowires 8 24
Width of exposed nanowires 100 nm 150 nm
Width of unexposed nanowires 1600 nm 150 nm
Protected from cascade effect Yes No

crosstalk, can be avoided with proper spacing of the differ-
ent parallel nanowires. We observed no thermal crosstalk be-
tween nanowires when spaced by a 800 nm gap and imple-
mented this distance in our designs. As the fraction of the de-
tection area required by the gaps increases with the number of
exposed nanowires, designs with a larger number of exposed
nanowires have a lower fill factor which in turn decreases the
detection efficiency.

The parallel SNSPD designs are patterned using electron
beam lithography on 6 nm MoSi film. Series resistors and
electrodes are created by lift-off of a 10 nm Ti and 90 nm Au
evaporated double layer, with photo-lithography techniques
used to pattern resistive lines of 5 µm width and various
lengths. Fig. 2 shows a scanning electron microscope (SEM)
picture of different parts of the structure. Gold resistors of dif-
ferent values can be seen on the outside, while the photosensi-
tive area (16 µm× 16 µm) is found at the center of the image.
An optical cavity is built, which consists of a silver mirror and
a SiO2 spacer integrated under the device, and a single SiO2
capping layer on top19. The devices are then separated from
the wafer using deep reactive ion etching (DRIE), and pack-
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FIG. 2. SEM pictures of the devices. a) Overview of a detector simi-
lar to device A presented in the text, with 4 photosensitive nanowires
and 36 non photosensitive additional large wires. The 4 photosensi-
tive nanowires can be seen in the center of the image (dotted square).
The 36 additional nanowires are positioned on a circle around the
center, large gold resistive lines can be seen on the edge of the im-
age. The dotted lines show a zoom on the photosensitive area of this
design, the four nanowires are shaped in a meander and connected in
parallel. b) Zoom on the photosensitive area of a detector, similar to
device B presented in the text, made of 20 parallel straight nanowires.

aged using a self-alignment package technique20. The pack-
aged SNSPD is then cooled down to 0.8 K using a sorption-
equipped closed-cycle cryocooler. Amplification of the out-
put pulses is done through a first amplification stage cooled at
40 K, and a second amplification circuit at room temperature.

The efficiency at low detection rate of different parallel de-
sign devices has been characterized using a calibrated power-
meter and three variable attenuators7. The incoming light po-
larization was optimized to maximize the detection efficiency.
Fig. 3 shows the SDE vs bias current at low detection rate of
device A. A saturation plateau is reached with a maximum
efficiency of 77%. High efficiency is obtained with this de-
sign thanks to a relatively high fill factor. Indeed, this design
consists of nanowires in a meander shape with a fill factor of
60% and five large spacing of 800 nm between each nanowire
leading to a global filling factor of 42%. In comparison, de-
vice B is made of 16 exposed wires, all of which are spaced
by a 800 nm spacing. The fill factor of device B is therefore
only 16% which drastically reduces the maximum efficiency
obtained. At low detection rate, device B exhibits a saturating

250 300 350 400 450 500 550 600
Total bias current[µA]

0.0

0.2

0.4

0.6

0.8

1.0

S
y
st

em
D

et
ec

ti
o
n

E
ff
ic

ie
n
cy

10-2

10-1

100

101

102

103

104

105

106

107

D
ar

k
C

ou
n
t
R

at
e

FIG. 3. System detection efficiency of device A. The average fill fac-
tor of the device is 42%. The efficiency is improved by an integrated
optical cavity. DCR could be reduced using simple fiber loops to
filter unwanted wavelengths.

plateau at around 30% SDE.
At high detection rate, several consecutive photons can be

absorbed in the same exposed nanowire of the detector before
they could fully recover their efficiency. As a result, the aver-
age efficiency will decrease with the rate of incident photons.
To characterize this effect, the rate of incident photons illumi-
nating the detector is progressively increased for a given bias
current. The detection rate is monitored for each different il-
lumination rate and from this the average SDE per photon is
calculated. Fig. 4 shows the SDE vs detection rate of device A
and device B. An efficiency drop of 10% of the nominal SDE
is observed at 13.4 MHz for device A. An efficiency of 33%
is obtained at a detection rate of 100 MHz. As desired, the
additional large parallel wires protect the device from latch-
ing at high detection rate. As a result, the detector can still be
operated with rates above 200 MHz.

The operation of device B at high rates was not possible
with a bias current close to Ic because the device is sensitive
to cascading effect, as explained above. To operate this de-
tector, the bias current Ib was decreased well below Ic, which
reduces its efficiency to a value of 12% at low detection rates.
In this regime the detector was able to operate above 100 MHz
before latching due to the cascading effect caused by the ac-
cumulation of current in the nanowires following multiple de-
tections in short time intervals. The large number of exposed
nanowires of device B however reduces the probability of fast
consecutive absorptions in the same nanowire, which main-
tains the efficiency of the detector at higher rates than what
was observed for device A. This design exhibits a 10% effi-
ciency drop at detection rates as high as 88 MHz.

This results confirms the importance of designing wider
parallel wires to protect them from cascading and latching,
as well as reducing the number of exposed nanowires to limit
the possible accumulation of current at high detection rates.
An optimized detector would consist in maximizing the num-
ber of exposed nanowires while still allowing operation with
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FIG. 4. System detection efficiency of different devices versus de-
tection rate. Device A (red dots) exhibit an SDE at low detection rate
almost as high as single meander designs, with an efficiency drop
of 10%. The device never latches even above 200 MHz. Device B
(blue squares) maintains its efficiency at higher counting rates than
device A, but latches when operated at high rates.

a bias current Ib high enough to reach the saturated efficiency.
This can be done by minimizing the inductance of unexposed
nanowires to the limits allowed by the output signal amplifi-
cation capabilities of the setup, and use detectors geometries
with high Ic with respect to the saturated efficiency current.

Timing fluctuation (jitter) in the detection event has an im-
portant impact for many application. We characterized the
jitter of the system at low detection rates using a TCSPC card
with 10 ps time resolution. We measured a jitter of 62 ps full
width at half maximum (FWHM) with a detector which design
is similar to device A (Fig.5). This result is higher than what is
usually obtained with MoSi single meanders SNSPDs7. The
jitter due to the propagation of the signal along the nanowire
is expected to be smaller in our devices than for single me-
anders due to the shorter nanowires required6,21. Thus the
relatively high jitter measured could be a consequence of the
lower output signal of our devices compared to single mean-
der SNSPDs, indeed the signal over noise ratio is an important
contribution of the total jitter of the system22,23.

This measurement was performed at an approximate de-
tection rate of 2 MHz. We expect that the jitter deteriorates
at higher counting rates in the order of 1/τ . Indeed in this
regime, many detection occur in several nanowires during
their recovery time, and the actual biasing current redirected
in the readout can take any value below the critical current.

A detector with a detection efficiency as high as 77%
have been fabricated and operated with detection rate above
200 MHz. This device was prevented from cascading effects
at very high detection rates thanks to the addition of larger
nanowires unexposed to light. The necessity of protecting
the additional nanowires from cascading by increasing their
width has been verified. We also showed that the efficiency
can be maintained at higher detection rates with more parallel
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FIG. 5. Timing distribution of the photon detection event. Full-width
at half maximum is 62 ps

nanowires exposed to light. Better performances are expected
to be achievable with designs adjustments. Limitations due
to the lower filling factor of our designs can be overcome by
improving the optical cavity, which is a key factor for any
detector aiming to near perfect detection efficiency. Improve-
ment of the amplification scheme can lead to better jitter at
high detection rate.
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One of the key properties of single-photon detectors is their recovery time, i.e. the time required for the detector to
recover its nominal efficiency. In the case of superconducting nanowire single-photon detectors (SNSPDs), which can
feature extremely short recovery times in free-running mode, a precise characterisation of this recovery time and its time
dynamics is sometimes essential to use them in certain quantum optics or quantum communication experiments. We
introduce a fast and simple method to characterise precisely the recovery time of SNSPDs. It provides full information
about the recovery of the efficiency in time for a single or several consecutive detections. We also show how the method
can be used to gain insight into the behaviour of the bias current inside the nanowire after a detection, which allows
predicting the behaviour of the detector and its efficiency in any practical experiment using these detectors.

I. INTRODUCTION

Single-photon detectors are a key component for optical
quantum information processing. Among the different tech-
nologies developed for single-photon detection, supercon-
ducting nanowire single-photon detectors (SNSPDs) have be-
come the first choice of many applications showing perfor-
mances orders of magnitude better than their competitors.
These nano-devices have stood out as highly-promising de-
tectors thanks to their high detection efficiency1, low dark
count rate2, excellent time resolution3,4 and fast recovery5.
Superconducting nanowire single photon detectors have al-
ready had an important impact on demanding quantum optics
applications such as long-distance quantum key distribution6,
quantum networking7, optical quantum computing8, device-
independent quantum information processing9,10 and deep
space optical communication11.

Depending on the application, some metrics become more
important than others and can require extensive characterisa-
tion. One example is quantum key distribution (QKD), where
the recovery time of SNSPDs limits the maximum rate at
which it can be performed. In such a case, studying the time
evolution of the SNSPD efficiency after a detection becomes
important and would give us insight into the detector’s fu-
ture behaviour, allowing the prediction of experimental per-
formances. Obtaining accurate information is however a non-
trivial task because the recovery time is intrinsically linked to
the time dynamics of the bias current flowing inside the detec-
tor, from which extracting a faithful information is not possi-
ble because of the electrical readout influence that affects the
shape of the current pulse as initially generated by the SNSPD.

There are several methods used to characterise the recov-
ery time of the efficiency of a SNSPD. The first one uses the
output pulse delivered by the readout circuit to gain knowl-
edge about the recovery time dynamics. As mentioned above,
we cannot fully trust this method since the time decay of the
output voltage pulse is inevitably affected by the amplifier’s
bandwidth and by all other filtering and parasitic passive com-
ponents. In the best case we can only have an indirect estima-
tion of the efficiency temporal evolution. A second method

consists of extracting the recovery time behaviour from the
measurement of the detection rate as a function of the inci-
dent photons rate. This method can be performed with either
a continuous-wave or a pulsed laser source. The main prob-
lem with the pulsed source configuration is that we can only
probe the efficiency at time stamps multiple of the pulse pe-
riod which does not give full information about the continu-
ous time dynamics. Both methods have the drawback of only
providing an average efficiency per arriving photon. They
can moreover be very sensitive to external parameters such as
the discriminator’s threshold level. Hence, using one of these
measurements does not allow one to make unambiguous pre-
dictions about the outcome of any other experiment using the
detectors. Another method is based on measuring the auto-
correlation in time between two subsequent detections when
the detector is illuminated with a continuous-wave laser12 or
a pulsed laser13. This method has the clear advantage over all
other methods of allowing a direct observation of the recovery
of the efficiency in time, and it can therefore reveal additional
details (for example the presence of afterpulsing). While the
implementation of this auto-correlation method is relatively
simple, the acquisition time can however be very long.

In this article we introduce and demonstrate a novel
method, simple in both its implementation and analysis, to
fully characterise the recovery time dynamics of a single-
photon detector. This method is based on an "upgrade" of
the autocorrelation method mentioned above, and has the ad-
vantage of a much shorter acquisition time with no need of
data post-processing. We apply it to characterise the recovery
time of SNSPDs under different operating conditions and for
different wavelengths. We can also use it to estimate the vari-
ation of the current inside the detector after a detection, and
consequently, gain insights into what happens to the bias cur-
rent when two detections occur within the time period needed
by the efficiency to fully recover. This method also allows us
to reveal details that are otherwise difficult to observe, such
as afterpulsing or oscillations in the bias current’s recovery as
well as predict the outcome of the count rate measurement.
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FIG. 1. Schematics of the experimental setups for the a) pulsed-autocorrelation method and for the b) hybrid-autocorrelation method. DG:
delay generator, TDC: time-to-digital convertor, Att: attenuators.

II. HYBRID AUTOCORRELATION METHOD

To investigate the time-dependence of the detection effi-
ciency after a first detection event, a useful tool is the nor-
malised time autocorrelation of one detector, which is pro-
portional to the expected probability value of having two de-
tection events separated in time by ∆t on the same detector.
For an ideal detector with a zero recovery time, the detection
events occuring at times t and t +∆t are independent when il-
luminated with coherent light. In this case the autocorrelation
will be equal to one for any value of ∆t. For a detector with
a non-zero recovery time, the autocorrelation function will be
equal to zero at ∆t = 0, and then it will recover towards one
with a shape that is directly indicative of the value of the effi-
ciency after a detection occurring at time zero.

This method can be implemented with a continuous wave
(CW)12 or pulsed laser13 and it has the advantage of allowing
a direct observation of the recovery of the efficiency in time.
Its implementation requires a statistical analysis of the inter-
arrival time between subsequent detections. A schematic of an
implementation of this method with a pulsed laser is shown in
Fig. 1a, and we use it for comparison with the novel method
we introduce hereafter. A delay generator (DG) is used to gen-
erate two laser pulses with a controllable time delay between
them. The triggerable laser is generating short pulses that are
then attenuated down to ≈ 0.1 photon per pulse by calibrated
variable attenuators. The output signal of the detector is fed
to a time-to-digital converter (TDC) that records the arrival
times of the detections.

To reconstruct the recovery of the efficiency in time after
a first detection, we analyse the time stamps to estimate the
probability of the second detection as a function of its de-
lay with respect to the first one. This method can be signif-
icantly time consuming because only one given delay can be
tested at once. Moreover, one needs a detection to occur in
the first pulse to count the occurrences. It also requires to
have the same power in both pulses and that this power needs
to be very stable during the whole duration of the experiment,
which can be difficult to guarantee with some triggered laser
such as gain-switched laser diodes.

Here we introduce a new method, named hybrid-
autocorrelation, that combines the pulsed and CW autocor-
relation methods. The advantages of this hybrid measurement
are its rapidity, flexibility in terms of wavelengths, ability to
faithfully reveal the shape of the recovery of the efficiency
as well as tiny features such as optical reflections in the sys-
tem or even oscillations of the bias current after the detection
and most importantly, it doesn’t require any post-processing
to extract information. In the hybrid autocorrelation method
(Fig. 1b), a light pulse is used to make the detector click with
certainty at a predetermined time, which greatly reduces the
total collection time needed to build the statistics. This pulse
is combined on a beamsplitter with a weak but steady stream
of photons (typically about 106 photons/second or less) com-
ing from an attenuated CW laser. These photons are used to
induce a second detection after the one triggered by the pulsed
laser, and the detection probability is proportional to the effi-
ciency at this given time. There are no big constraints on the
pulsed laser; its pulse width needs only to be much smaller
than the recovery time, it does not have to be at the same
wavelength as the one required for the recovery time measure-
ment (which is determined by the CW laser) and its power and
polarisation do not need to be highly stable (because its only
role is to create a detection at a given time with certainty). To
record the detection times we use a TDC building start-stop
histograms configuration, where the start is given by the DG
triggering the pulsed laser.

III. RESULTS

We implemented the pulsed and hybrid autocorrelation
methods using a 1550 nm gain-switched pulsed laser diode
with 300 ps pulse width and a CW laser at 1550 nm (for the
hybrid method). We also used meandered and fibre-coupled
molybdenum silicide (MoSi) SNSPDs fabricated by the U. of
Geneva group4. The arrival times of the detections were
recorded with a TDC (ID900 from IDQ) with 100 ps-wide
time bins. Figure 2 shows the temporal evolution of the nor-
malised efficiency after a first detection obtained with the
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pulsed and hybrid autocorrelation methods. The detector was
biased very closely to the switching current ISW, defined as
the current at which the dark counts start to rise quickly. Both
methods yielded similar results in the trend of the curves, but
the pulsed autocorrelation method gave a much larger scat-
ter in the data. This scatter is caused by the instability of the
laser power over the duration of the measurement (about 6
hours). The hybrid-autocorrelation method measurement re-
quired only about one minute of acquisition time and gave the
exact shape of the recovery of the efficiency. We also noticed
that the detector does not show any afterpulsing effects, other-
wise the normalized efficiency curve could momentarily reach
values larger than one.
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FIG. 2. Normalized SDE as a function of the time delay between
two events for the pulsed autocorrelation method (grey points) and
the hybrid-autocorrelation method (dark blue curve).

A. Current and wavelength dependency

Using the hybrid autocorrelation method we could also in-
vestigate the dependency of the recovery time on different
operating conditions. First we looked at the behaviour with
different bias currents. Fig. 3a shows the time recovery his-
tograms for different bias currents from 8.5 µA to 13.0 µA,
which correspond to the switching current ISW of our detec-
tor. Fig. 3b shows the time needed by the detector to recover
50% (red curve) and 90% (blue curve) of its maximum effi-
ciency as a function of the bias current. The results show that
the SNSPD recovery time is shorter for increasing bias cur-
rent, which is expected from the shape of the efficiency curve
with respect to the bias current (Fig. 5b). Indeed this curve
exhibits a plateau, allowing the current that is re-flowing into
the nanowire after a first detection, to reach the full efficiency
faster.

Second we vary the wavelength of the CW laser used for
background detection. The results are shown in Fig. 4. As
expected, we can see that the lower the wavelength, the faster
the recovery time. This is due to the reduction of the critical
current with decreasing wavelength, while the switching cur-
rent stay unchanged. This leads to an increase of the plateau
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FIG. 3. a) Recovery of the normalized SDE at different bias currents;
b) shows the the time to recover 50% (red diamonds) and 90% (blue
dots) of the maximum efficiency as a function of the bias current.

length, allowing a faster recovery of the full efficiency. Inter-
estingly, the curve at 850 nm seems to reveal some small os-
cillations of the efficiency around 30 ns after the trigger detec-
tion. While the origin of this small oscillation is not entirely
clear (and we did not investigate this further), it nevertheless
illustrates the capacity of the method to reveal some specific
transient details of the efficiency recovery dynamics.
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FIG. 4. Recovery of the normalized SDE at different wavelengths.
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B. Current inside the SNSPD after detection

The SNSPD can be at first order modelled by an inductance
Lk presenting the kinetic inductance of the nanowire, serially
connected to a variable resistor whose value depends on the
state of the nanowire (0 if it is superconductive, Rhs ∼ 1 kΩ
otherwise)13. The bias current Ib is provided by a current gen-
erator through a bias tee (see Fig. 5a). When a photon is ab-
sorbed and breaks the superconductivity, it creates a local re-
sistive region called "hotspot". The current is then deviated
to the readout circuit with a time constant ∼ Lk/Rhs ∼ 1 ns.
Once the current has been shunted, the nanowire cools down
and returns to thermal equilibrium allowing the current to re-
turn to the nanowire with a time constant of τ = Lk/RL, where
RL = 50 Ω is the typical load resistance. Note that, in prac-
tice, there may be other series resistance of a few Ohms due
to the coaxial cables connecting the SNSPD to the amplifier,
which might increase slightly the effective value of RL, and
therefore slightly decrease the value of τ . Also, the amplifiers
are typically capacitively coupled, which is not shown here
on the drawing. The drop and the recovery of the efficiency
of the SNSPD after a detection are therefore directly linked
to the variation of the current and to the relation between the
detection efficiency and the bias current.
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FIG. 5. (a) Simple equivalent electrical circuit of the detector and
readout. (b) Relation between the SDE and bias current of a typical
MoSi-based SNSPD.

On Fig. 5b, we plot the system detection efficiency as a
function of the bias current of a given MoSi SNSPD, and we
observe that it follows a sigmoid shape14. We can therefore fit

that curve using the equation

η =
ηmax

2

(
1+ erf

(
I− I0

∆I

))
, (1)

where I0 and ∆I are parameters for the sigmoid and ηmax is
the maximum efficiency of the detector. After a detection, the
equivalent circuit of Fig. 5a indicates that the current variation
after a detection should be described by

I = (Ib− Idrop)
(

1− exp
(
− t

τ

))
+ Idrop. (2)

where Ib is the nominal bias current of operation of the de-
tector just before a detection, Idrop is the current left in the
nanowire immediately after a detection and τ is the time con-
stant for the return of the current. Here, we neglect the time
formation of the hotspot (and therefore the time for I to go
from Ib to Idrop) as, according to the electro-thermal model
of Ref.15, its lifetime is expected to be short (typically a few
hundreds of ps) compared to the recovery of the current τ .
By fitting the curve of the efficiency versus the current with
Eq. (1) (Fig. 5b) we can infer I0 and ∆I; by inserting Eq. (1) in
Eq. (2) and fitting the recovery time measurement (Fig. 6a) we
can estimate Idrop and τ . Here, we used Ib = 23.5 µA and the
best fit is obtained with Idrop = 3.1 µA and τ = 56 ns. Then
using both results, we can infer the value of the current in the
nanowire versus time as shown on Fig. 6b. It is worth noting
that this method predicts that Idrop > 0. Physically, this would
mean that the current did not have time to completely leave
the SNSPD before it became superconductive again. This is
the kind of detail that is very difficult to measure directly. Ad-
mittedly, this prediction made with our method is not direct
and therefore difficult to fully confirm. We note however that
we obtained values for Idrop greater than zero for all the tested
detectors. Moreover, with the values obtained for Idrop and
τ , thanks to Eq. (1) and Eq. (2) and the efficiency versus bias
current and time recovery measurements, it is possible to ac-
curately predict the behavior of a detector at high detection
rates, as shown in Section III C. This gives us an increased
confidence in the method proposed here.

When a photon strikes the nanowire and a detection occurs,
the current inside the detector drops to a percentage of its
original value and not to zero. An interesting measurement
possible with our hydrid-autocorrelation method consists in
sending a train of pulses (here two) with varying delay be-
tween them to compare the recovery of efficiency when the
wire detects a third photon while it has not yet recovered its
full current. With several consecutive detections, we might
expect some cumulative effect with the current dropping to
lower and lower values. This would lead to a longer recov-
ery time of the detector. The results of this measurement are
shown in Fig. 7. The red curves correspond to the cases where
two strong pulses where sent, with different time delays be-
tween them, and the blue curves correspond to the cases where
only one strong pulse was sent. We can see that the shape of
the autocorrelation curve for the third detection (in the case of
2 pulses) matches perfectly the one for the second detection
(in the case of 1 pulse). This gives us good confidence that
the current drops always to the same value. This observation,
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FIG. 6. (a) Normalized efficiency as a function of time after a first
detection. (b) Reconstructed bias current of the detector as a function
of time after a first detection.

made possible using the hybrid-autocorrelation method, has
not been observed as clearly before despite being important
for performance characterisation at high count rates. Indeed
for experiment where the photons arrive with very short de-
lays between them, it is important to know that the recovery
time after any detection is the same and is not affected by the
time delay between detections.

C. Predicting the counting rate with a continuous wave
source

To illustrate the predictive power of the hybrid-
autocorrelation method proposed here, it is interesting
to look at how it can be used to predict the behaviour
of SNSPDs at high counting rate, when the average time
between two detections becomes comparable to the recovery
time of the SNSPD. For example, one can consider an
experiment where the light of a continuous-wave laser is sent
to the detector and the detection rate is measured as a function
of the incident photons rate. Only a precise knowledge of the
recovery of the efficiency in time after a detection, combined
with the observation that the value Idrop is always the same,
can be used to make an accurate prediction. To estimate
the count rate versus incident photon rate from the hybrid-
autocorrelation method, we run a Monte-Carlo simulation.
We randomly select the time t of arrival of the photon since
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FIG. 7. Recovery of the normalized SDE for one pulse (blue curve)
and for two trigger pulses (red curve) with different delays between
the pulses: (a) 40 ns, (b) 50 ns and (c) 60 ns.

the last detection using the exponential distribution (which
gives the probabilitity distribution of time intervals between
events in a Poissonian process). Thanks to the autocorrelation
measurement, we know the probability of a successful event
(i.e. a detection) at time t. In case of unsuccessful event,
we look at the time t + t ′ of arrival of the next photon. Once
we have a detection, we start over. We run this until we
have N = 10 000 detections to estimate the count rate of the
detector.

Figure 8 shows, for one of the SNSPD we tested, the com-
parison between the experimental detection rate versus inci-
dent photon rate of the SNSPD and its prediction from the
hybrid-autocorrelation measurement. We can see that the
count rate data and the extrapolation from the autocorrelation
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FIG. 8. Count rate with continuous wave laser: the red dots cor-
respond to the count rate measurement versus incident photon rate,
and the blue curve correspond to the prediction from the hybrid-
autocorrelation measurement.

measurement with Idrop = 2.9 µA and τ = 58 ns fits very well
together, giving a high trust in the model and in the predictive
power of the method.

If we can reproduce the counting rate curve, then it appears
possible to reproduce all the results of any experiment with
pulsed or continuous wave light. Therefore we can see the
importance of obtaining a complete characterization of the ef-
ficiency, as is allowed by our hybrid-autocorrelation method.

IV. CONCLUSION

The method we proposed here provides a fast, simple and
most importantly direct characterisation of the recovery of the
efficiency of a SNSPD detector. The measurements showed
that the recovery of a SNSPD is faster with larger bias cur-
rent and shorter wavelengths. We demonstrated that the cur-
rent through a given detector always drop to the same non-
zero value after detection even when subjected to several con-
secutive pulses all arriving within a fraction of the total re-
covery time of the SNSPD. We also showed that our method
can be used to correctly predict how the detection rate of an
SNSPD behaves when it becomes impeded by its recovery
time. Therefore, we trust our method to allow predicting the
behavior of the SNSPD in other experiments where the vari-
ation of the efficiency in time is of importance. Finally, it
is also worth noting that this method can be applied to any
type of single-photon detector, and could be considered as a
universal benchmarking method to measure and compare the
recovery time of single-photon detectors.
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QUANTA IMAGE SENSOR QUANTUMRANDOM NUMBER GENERATION

RELATEDAPPLICATIONS

[0001] This application claims the benefit of US Provisional Application No. 62/332,077,

filed May 5, 2017, which is hereby incorporated herein by reference in its entirety for purposes

of each PCT member state and region in which such incorporation by reference is permitted or

otherwise not prohibited.

BACKGROUND

[0002] The present disclosure generally relates to random number generation (RNGn),

random number generation using photo-detectors, and more particularly to highly-random,

non-deterministic, photon-emission-based random number generation.

[0003] Generating high quality random numbers is becoming more and more important

for several applications such as Cryptography, scientific calculations (Monte-Carlo numerical

simulations), and gambling. With the expansion of computers' fields of use and the rapid

development of electronic communication networks, the number of such applications has been

growing quickly. Cryptography, for example, is one of the most demanding applications. It

involves algorithms and protocols for ensuring the confidentiality, the authenticity, and the

integrity of communications, which requires true random numbers for generating encryption.

High-quality random numbers, however, cannot be obtained with deterministic algorithms (e.g.,

a pseudo-random number generator (PRNG)); instead, an actual physical process may be relied

on to generate high-quality random numbers. The most reliable processes are quantum physical

processes which are fundamentally random. In fact, the intrinsic randomness of subatomic

particles' behavior at the quantum level is one of the few completely random processes in nature.

By tying the outcome of a random number generator (RNG) to the random behavior of a

quantum particle, it is possible to guarantee a truly unbiased and unpredictable system, which

may be referred to as a Quantum Random Number Generator (QRNG).

[0004] The emission of photons is a Poisson process and has been used as the source of

randomness in RNGn. Photon detectors used in previous photon-emission-based RNGn

technologies include single-photon avalanche diodes (SPADs) and conventional CMOS image

sensors (CISs). SPADs can provide single-photon detection capability and realize QRNGn based



on photon quantum effects, but the relatively large size (e.g., 7-20µιη pixel pitch in a SPAD

array) limits the data output rate per unit area size. Also, the high dark count rate (e.g., -1000

counts/sec) in SPADs degrades the randomness quality. A conventional CIS is limited by a

relatively high noise floor (e.g., > 1 e- r.m.s.) in the readout electronics and does not have

single-photon detection capability. In this case, the photon signal is significantly corrupted by

read noise, and as read noise is also randomly distributed, the RNGn process using a

conventional CIS is not fully quantum-effects based, thus limiting the randomness quality and

stability of the output.

[0005] As such, there is a need for further developments and improvements in QRNGs

to, for example, provide QRNGs that more fully exploit and/or realize quantum-based

randomness. And such developments and improvements may provide for increasing

photon-counting accuracy, reducing noise, reducing dark current, increasing the output data rate,

and/or increasing scalability.

SUMMARY OF SOME EMBODIMENTS

[0006] To, for example, address at least one or more of the above-described and/or other

limitations of QRNGs, some embodiments of the present disclosure provide methods and

apparatus for quantum random number generation based on a single-bit or multi-bit Quanta

Image Sensor (QIS) providing single-photon counting over a time interval for each of an array of

pixels of the QIS, wherein random number data is generated based on the number of photons

counted over the time interval for each of the pixels.

[0007] In some embodiments, a QRNG comprises (i) a QIS that includes an array of

pixels, wherein each pixel is configured to convert a single photon incident on the pixel into a

single photocharge-carrier (an electron or a hole) that is stored in the pixel, and wherein the QIS

is configured to readout from each pixel, with single-photocharge-carrier sensitivity (thereby

providing for single-photon sensitivity), the photocharge-carriers, if any, stored in the pixel

within a time interval, so as to generate a pixel signal (e.g., an analog voltage signal or a digital

number/signal) corresponding to the number of stored photocharge-carriers; and (ii) comparison

circuitry configured to compare (e.g., in the analog or digital domain), for each pixel, the pixel

signal with a threshold level to generate for each pixel a bit having a binary value that depends

on whether or not the pixel signal is less than the threshold level or not less than the threshold



level, wherein the binary values are substantially equiprobable based on the threshold level,

thereby providing for binary output data having high quality randomness (e.g., with bit entropy

~1).

[0008] All or part of the comparison circuitry may be monolithically integrated with the

pixel array of the QIS; in some embodiments, the QIS readout circuitry may embrace or

comprise the comparison circuitry.

[0009] In some embodiments, the QRNG may also comprise one or more of (i) a photon

source configured to generate the photons incident on the QIS pixel array, (ii) an optical

conditioner disposed such that photons emitted by the photon source impinge on the optical

conditioner prior to impinging on the pixel array, and (iii) a randomness extractor configured to

process data (e.g., the random output data, or digital pixel signals) generated from readout of the

QIS.

[0010] In various embodiments, the QRNG may include control circuitry configured to,

for example, adjust or control one or more of, the threshold level, the time interval over which

the pixel accumulates photocharge-carriers, the photon source emission intensity, and/or the

optical conditioner, to maximize the randomness (e.g., according to the bit entropy metric) of the

random number data generated by the QIS. In some embodiments, such adjustment control may

be based on, for example, monitoring the quanta exposure and/or measuring/monitoring the

randomness of the generated random number data.

[001 1] In accordance with some embodiments, the single-bit or multi-bit QIS comprises

an array of pixels (e.g., jots), each pixel being configured for photoconversion of an incident

photon into a corresponding photocharge (e.g., electron (e-) or hole (h+)), and having sufficient

in-pixel conversion gain, without in-pixel avalanche gain, to provide for readout of the

photocharge with single-electron sensitivity and resolution, thereby providing for single-photon

counting over the time interval. In-pixel conversion gain, according to various embodiments,

may be at least 420 µν /charge-carrier (e- or h+), and may be more than 500 µΥ / charge-carrier

(e- or h+), and may further be more than ΙΟΟΟµν/ charge-carrier (e- or h+). And, in accordance

with various embodiments, the read noise associated with each QIS pixel is about 0.5 charge

carriers (e- or h+) rms or less, and may be about 0.3 e- or h+ rms or less, and may further be

about 0.15 e- or h+ rms or less. Each QIS pixel may include a charge storage (accumulation)



region configured to store (accumulate) the photocharge that is generated in the pixel over the

time interval and that is readout from the pixel following the time interval. The full well charge

storage capacity of the pixel storage region may be vary depending on the implementation (e.g.,

single-bit or multi-bit QIS, conversion gain, voltage limits on readout chain, target threshold

level, etc.).

[0012] Throughout the description and claims, the following terms take at least the

meanings explicitly associated herein, unless the context dictates otherwise. The meanings

identified below do not necessarily limit the terms, but merely provide illustrative examples for

the terms. The phrase "an embodiment" as used herein does not necessarily refer to the same

embodiment, though it may. In addition, the meaning of "a," "an," and "the" include plural

references; thus, for example, "an embodiment" is not limited to a single embodiment but refers

to one or more embodiments. Similarly, the phrase "one embodiment" does not necessarily refer

the same embodiment and is not limited to a single embodiment. As used herein, the term "or" is

an inclusive "or" operator, and is equivalent to the term "and/or," unless the context clearly

dictates otherwise. The term "based on" is not exclusive and allows for being based on

additional factors not described, unless the context clearly dictates otherwise.

[0013] In addition, as used herein, unless the context clearly dictates otherwise, the term

"coupled" refers to directly connected or to indirectly connected through one or more

intermediate components and, in some contexts, may also denote or include electrically coupled,

such as conductively coupled, capacitively coupled, and/or inductively coupled. Further,

"conductively coupled" refers to being coupled via one or more intermediate components that

permit energy transfer via conduction current, which is capable of including direct current as

well as alternating current, while "capacitively coupled" refers to being electrostatically coupled

through one or more dielectric media, and possibly also via one or more intervening conductors

(e.g., via a series of capacitive components), that permit energy transfer via displacement current

and not via direct current. Those skilled in the art will further understand that elements may be

capacitively coupled intentionally or unintentionally (e.g., parasitically) and that in some

contexts, elements said to be capacitively coupled may refer to intentional capacitive coupling.

In addition, those skilled in the art will also understand that in some contexts the term "coupled"

may refer to operative coupling, through direct and/or indirect connection. For instance, a

conductor (e.g., control line) said to be coupled to the gate of a transistor may refer to the



conductor being operable to control the gate potential so as to control the operation of the

transistor (e.g., switching the transistor between "on" and "off states), regardless of whether the

conductor is connected to the gate indirectly (e.g., via another transistor, etc.) and/or directly.

[0014] In this regard, for ease of reference, as used herein, two layers, regions, or other

structures/elements may be referred to as being "adjacent" if they do not include one or more

intervening layers, regions (e.g., doped regions), or other structures/elements. In other words,

two layers, regions, or other structures/elements referred to spatially (e.g., "on," "above,"

"overlying," "below," "underlying," etc.) with respect to each other may have one or more

intervening layers, regions, or other structures/elements; however, use of the term "adjacent" (or,

similarly, "directly," such as "directly on," "directly overlying," and the like) denotes that no

intervening layers, regions, or other structures/elements are present.

[0015] It will be appreciated by those skilled in the art that the foregoing brief description

and the following description with respect to the drawings are illustrative and explanatory of

some embodiments of the present invention, and are neither representative nor inclusive of all

subject matter and embodiments within the scope of the present invention, nor intended to be

restrictive or characterizing of the present invention or limiting of the advantages which can be

achieved by embodiments of the present invention, nor intended to require that the present

invention necessarily provide one or more of the advantages described herein with respect to

some embodiments. Thus, the accompanying drawings, referred to herein and constituting a part

hereof, illustrate some embodiments of the invention, and, together with the detailed description,

serve to explain principles of some embodiments of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

[0016] Aspects, features, and advantages of some embodiments of the invention, both as

to structure and operation, will be understood and will become more readily apparent in view of

the following description of non-limiting and non-exclusive embodiments in conjunction with

the accompanying drawings, in which like reference numerals designate the same or similar parts

throughout the various figures, and wherein:

[0017] FIG. 1 schematically depicts a high-level block diagram of an illustrative Quanta

Image Sensor (QIS) Quantum Random Number Generator (QRNG), in accordance with some

embodiments according to the present disclosure; and



[0018] FIG. 2 depicts an illustrative example of an output signal distribution and binary

data conversion in connection with implementing a QIS QRNG, in accordance with some

embodiments according to the present disclosure.

DETAILED DESCRIPTION OF SOME EMBODIMENTS

[0019] In accordance with some embodiments according to the present disclosure,

random numbers are generated based on a Quanta Image Sensor (QIS) providing single-photon

detection of photons emitted from a photon source having Poisson photon-emission statistics,

wherein for each QIS pixel (e.g., jot) the number of photons detected by the QIS pixel within a

time interval is the quantum random variable used for quantum random number generation

(QRNGn). As will be understood by those skilled in the art in view of the present disclosure,

such QIS QRNGn embodiments overcome (among other things) limitations of known

SPAD-based and conventional CIS-based random number generators (RNGs) (e.g., such as

limitations discussed above), and provide for quality quantum random number generation.

[0020] And, more particularly, as will be understood in view of the ensuing description,

in some embodiments of a QIS quantum random number generator (QRNG) according to the

present disclosure, each pixel (e.g., jot) of the QIS QRNG provides for generating a random

number based on a comparison between a threshold (e.g., threshold Ut in hereinbelow illustrative

embodiments) and a signal that is generated by reading out the pixel and that corresponds to a

number of individual photons detected by the pixel within a given time interval.

[002 1] For a given average number of photoelectrons collected in each j ot per given time

interval (e.g., frame), referred to herein as the quanta exposure (H), the threshold may be selected

such that the probability of the signal being less than the threshold is equal (or substantially

equal) to the probability of the signal being greater than or equal to the threshold, thus providing

for high quality binary quantum random number generation. As will also be understood in view

of the present disclosure, in some embodiments, the threshold may be controlled (e.g.,

dynamically, based on feedback) to ensure quality randomness in view of, for example, temporal

fluctuations in the quanta exposure (e.g., due to varying average emission intensity of the photon

source). Alternatively or additionally, the quanta exposure may be controlled to ensure quality

randomness (e.g., by controlling the photon source emission rate and/or the pixel integration

time).



[0022] In addition, in some embodiments the random data generated from the QIS output

may be input to and processed by a randomness extractor to provide random number data having

further improved randomness qualities. The randomness quality of the random data output by

the QIS may require greatly reduced post-processing (e.g., randomness extraction processing)

compared to, for example, prior SPAD and CIS based RNGs. And, some embodiments may

provide high quality quantum random number generation without requiring a randomness

extractor.

[0023] Referring now to FIG. 1, depicted is a schematic, high-level block diagram of an

illustrative QIS QRNG, in accordance with some embodiments according to the present

disclosure. As shown, the illustrative QIS QRNG embodiment comprises a photon source 12

and an optical conditioner 14 under control of control circuitry 16, a Quanta Image Sensor

(QIS) 20, and a randomness extractor 30. Photon source 12, conditioner 14, and QIS 20 are

configured (e.g., according to position/alignment, and/or use of reflection, optical waveguiding

(e.g., using an optical fiber or other waveguide structure), and/or other optical components) such

that photons emitted by source 12 impinge via optical conditioner 14 on a QIS pixel array 2 1 of

QIS 20. In various embodiments, QIS QRNG may be implemented monolithically (e.g., formed

on a common semiconductor substrate), or as two or more separate chips (e.g., die) or other

components. For instance, in some embodiments, photon source 12 may be formed on a first die,

QIS 20 may be formed as a backside-illuminated imager on a second die, and extractor 30 (and

possibly additional processing and/or buffering circuitry) may be formed on a third die, with the

first, second, and third dies vertically stacked (in sandwich-like fashion) and integrated.

[0024] Photon source 12 may be implemented as any of various optical sources that

emits photons according to Poisson statistics, such as one or more light emitting diodes (LEDs;

e.g., an silicon (Si) LED device or Si LED array), or one or more laser diodes (e.g., driven with

above-threshold drive current). In such embodiments, for example, the intensity of the photon

signal emitted by photon source 12 may be controlled by circuitry 16 according to the LED or

laser drive current. Alternatively or additionally, the photocarrier (e.g., photoelectron) rate

generated in the QIS may be adjusted based on the relative location of the photon source to the

pixel array, and in some embodiment this relative location is configured to be

controllable/adjustable (e.g., manually and/or automatically (e.g., without user input)). In some

embodiments, however, the photon source 12 (and any photon source control circuitry) may be



independent of the QIS QRNG apparatus; for example, in some such embodiments photon

source 12 may be an independent photon source, such as a source of ambient light that may be

detected by QIS 20. In other words, in such embodiments, the photon source may not be

considered as being part of the QIS QRNG apparatus, although QIS QRNG embodiments

according to the present disclosure may be configured to include photon source 12 as well as its

drive/power and/or control circuitry.

[0025] Optical conditioner 14, which is an optional component, may be included to

provide additional control over the photon signal that impinges on the QIS array 21. For

example, optical conditioner may be a controllable attenuator, splitter, or the like.

[0026] QIS 20 is schematically depicted as comprising a pixel (e.g., jot) array 21, a

readout chain comprising a programmable gain amplifier (PGA) 22, correlated-double-sampling

(CDS) circuitry 24, and analog-to-digital converter (ADC) 26, all under control of control

circuitry 28, which may also be coupled with control circuitry 16 for purposes of coordinated

control of photon source 12, optical conditioner 14, and QIS 20 in providing a quality quantum

random number data signal QRNl output from QIS 20 (e.g., by controlling H and/or Ut, as will

be further understood below). It will be understood that the simplified block diagram of QIS 20

is set forth for clarity of exposition in describing the operation of the QIS QRNG with respect to

readout of an individual pixel (jot) within the QIS pixel array 21, which may comprise around a

billion or more (e.g., several billion) sub-diffraction limit pixels that may be read out row-wise in

column-parallel manner, with each column of pixels being associated with a readout chain

comprising PGA, CDS, and ADC circuitry (though, e.g., in some embodiments all columns may

not be read out in parallel simultaneously as groups of two or more columns may share readout

chain circuitry (e.g., such as sharing at least an ADC)). In addition, for example, QIS 20 may

comprise additional circuitry, such as an output buffer and/or image/data processing circuitry

coupled between the output of ADC 26 and input to extractor 30 (e.g., by way of non-limiting

example, data QRNl may be input to a buffer that is accessible to image/data processing

circuitry that is configured to process QRNl data and write the processed data back to the buffer

for output to extractor 30).

[0027] Depending on the implementation, QIS 20 may be a single-bit QIS or multi-bit

QIS. Each pixel/jot of QIS 20 has single-electron sensitivity (e.g., ~0.15e- r.m.s.) which may be



obtained from high, in-pixel conversion gain, e.g., more than 500 µν /e-, and more than

ΙΟΟΟµν/e- in some embodiments. As described, QIS 20 may comprise at least one billion jots

(at least 1 G-jot, such as several G-jots), though some embodiments may employ less than

1 G-jot (e.g., -0.1 G-jots or more). And the readout speed may be more than lOOOfps, which

yields an output data rate of (e.g., for a single-bit QIS) about lOOGb/s to more than 1 Tb/s (e.g.,

several Tb/s). Depending on the application, the output data rate may be varied according to the

number of jots in the QIS array and/or the readout scan rate may be varied.

[0028] The QIS jots may be implemented as pump-gate jots; however, any suitable jot

device for implementing a single-bit or multi-bit QIS (e.g., having sufficient conversion gain for

single photocarrier detection) may be employed. Additional aspects and details concerning

implementations of a QIS in a QIS QRNG in accordance with embodiments of the present

disclosure may be understood by those skilled in the art in view of, for example, each of the

following publications, each of which is hereby incorporated by reference herein in its entirety:

(i) PCT international application publication no. WO/2015/153806 (corresponding to PCT

international application no. PCT/US20 15/023 945), "CMOS Image Sensor with Pump Gate and

Extremely High Conversion Gain," published Oct. 8, 2015, (ii) J . Ma and E.R. Fossum, A Pump-

Gate Jot Device with High Conversion Gain for Quanta Image Sensors, IEEE J . Electron

Devices Society, vol. 3(2), pp. 73-77, March 2015, (iii) J . Ma and E.R. Fossum, Quanta image

sensor jot with sub 0.3e- r.m.s. read noise and photon counting capability, IEEE Electron Device

Letters, vol. 36(9), pp. 926-928, September 2015, (iv) J . Ma, D . Starkey, A . Rao, K . Odame, and

E.R. Fossum, Characterization of quanta image sensor pump-gate jots with deep sub-electron

read noise, IEEE J . Electron Devices Society, vol. 3(6), pp. 472-480, November 2015, and (v) S .

Masoodian, A . Rao, J . Ma, K . Odame and E.R. Fossum, A 2.5pJ/b binary image sensor as a

pathfinder for quanta image sensors, IEEE Trans. Electron Devices, vol. 63(1), pp. 100-105,

January 2016.

[0029] As will be understood, readout of the jots in the QIS array 2 1 is analogous to

readout of accumulated charge from pixels in conventional CISs. During readout, the jot output

signal (e.g., output from an in-jot source-follower amplifier, not shown) corresponding to the

charge accumulated in the jot may be coupled to a column bus (e.g., corresponding to the input

to PGA 22), resulting in a corresponding analog signal being coupled to the input of ADC 26 via



PGA 22 and CDS 24 circuitry. ADC 26 converts the input analog signal into an n-bit digital

signal.

[0030] In a single-bit QIS, the bit width (n) is one (1), and the binary output of the ADC

corresponds to whether or not the analog signal input to the ADC 26 from CDS 24 (the "ADC

signal input") is less than Ut or not less than Ut. As described above, and as may be further

understood in view of the ensuing disclosure (as well as the Appendix of priority US Provisional

Application No. 62/332,077, filed May 5, 2017, which is hereby incorporated herein by reference

in its entirety), Ut may be selected such that these cases are equiprobable, thus providing for the

binary output (e.g., QRN1) having high quality randomness (e.g., with bit entropy ~1) based on

the quantum optical randomness of the photon source.

[003 1] In some multi-bit QIS embodiments, the bit width (n) may be an integer value

between, for example, two and about 6 (e.g., 1 < n < 6). In some such embodiments, the LSB

may correspond to one photoelectron. It will be understood, however, that in various alternative

embodiments, it is also possible to configure the ADC such that the LSB is less than the

equivalent of one photoelectron (e.g., 0.2 electrons). Some multi-bit QIS embodiments may

employ more than 6 bits, and the DN output by the ADC may be linearly scaled over the range of

the analog signal range input to the ADC based on the number of photoelectrons that can be

detected/counted by the jot, the readout noise, and the gain (e.g., jot conversion gain, PGA gain).

[0032] In some embodiments, control circuitry 28 may provide threshold Ut as an analog

signal to ADC 26 (e.g., control circuitry 28 may convert a digital Ut signal to the analog Ut

signal; or Ut may originate as an analog signal in control circuitry 28), which may compare the

threshold Ut in the analog domain to the analog signal input to the ADC 26 from CDS 24 (the

"ADC signal input"), and output a binary value (e.g., "0" or "1") according to whether the ADC

signal input is less than Ut or not less than Ut. Similarly, such analog domain comparison may

be implemented wherein control circuitry 28 provides a digital Ut value to ADC 24, which may

comprise digital-to-analog converter (DAC) circuitry to convert Ut to an analog signal.

[0033] In some embodiments, the comparison with Ut may be executed in the digital

domain. For example, ADC 26 may convert the ADC signal input into an multi-bit digital

number (DN). That multi-bit digital number may be compared with a digital representation of Ut

(e.g., which may be generated from an analog Ut signal, or may originate as a digital value), and



a binary value may be generated based on whether the DN is less than or not less than Ut. It will

be understood that such digital comparison may be implemented within the QIS (e.g., in circuitry

following the ADC output (not shown); or, in some implementations, such circuitry may also be

embodied in (or considered as being logically part of) ADC 26). Alternatively, for example,

such digital comparison circuitry may be implemented external to (e.g., off-chip) from the QIS,

and may be embodied within the extractor 30 in some embodiments.

[0034] Accordingly, in some multi-bit QIS embodiments, the output of the ADC may be

a multi-bit digital number (DN) (e.g., representing the ADC input signal) that may be provided to

additional circuitry to generate a single-bit random number bit stream based on comparison with

a threshold value. And, in some multi-bit QIS embodiments, the output of the ADC may be a

single-bit random number bit stream (e.g., where the ADC incorporates digital-domain

comparison circuitry).

[0035] As noted, in some embodiments, such post-ADC digital-domain comparison

circuitry may be embodied in randomness extractor 30, which may further process the random

number bit stream to provide a random number bitstream QRN2 having improved randomness

using techniques known to those skilled in the art (e.g., compression algorithms based on

hashing and/or matrix multiplication). In some embodiments, however, randomness extractor 22

may not be required (and thus may not be included as part of QIS QRNG). For example, QIS

QRNG may be configured to periodically or aperiodically adjust/control one or more of, for

example, the threshold value (Ut), the jot detection time interval, and the photon source emission

intensity to maximize the randomness (e.g., according to the bit entropy metric) of the generated

random number data (e.g., QRN1). In some embodiments, such adjustment control may be

based on, for example, monitoring the quanta exposure and/or measuring/monitoring the

randomness of the generated random number data.

[0036] Design and operational principles for implementing a QIS QRNG according to

some embodiments of the present disclosure may be further understood in view of the following,

as well as in view of the Appendix of priority US Provisional Application No. 62/332,077, filed

May 5, 2017, which is hereby incorporated herein by reference in its entirety.

[0037] In a QIS (as in a conventional CIS), the photon signal is converted to a voltage

signal in one pixel/ jot and corrupted with noise in the readout chain. The distribution of the



output signal is a convolution between the Poisson distribution of the arrival of photoelectrons

and a normal distribution of noise. An example of signal distribution is shown in FIG. 2 . The

average rate of photoelectrons is defined as quanta exposure H. In a single-bit QIS, an artificial

threshold U (e.g., 0.5e-) is set in the readout chain to convert the output signal to binary data:

output signal higher than U will be converted into "1" and to "0" when it is below U . The

probability of "1" state is:

where u n is the read noise of the sensor, and the probability of "0" state is:

P [U ≥ Ut ] = l - P [U < Ut ]

[0038] Given a proper quanta exposure H (e.g. H<1), a 1-bit random number can be

generated from one readout of one jot. The QIS based random number generator can include a

QIS device and a stable light source (e.g., such as described hereinabove in connection with

embodiments according to FIG. 1 and some variations thereof). An ideal random number

generator is expected to generate "0s" and "Is" with equal probability; otherwise, an extractor

may need to be applied to select the useful data. The minimum entropy indicates the percentage

of useful data, which is given by:

min = - log2 [max(P[ > Ut ], P [U < Ut ] ]

[0039] An entropy close to 1 is ultimately desired. To achieve that, a quanta exposure

H = log e (2) may be set up by the illumination condition (e.g., light source, packaging, QIS

integration time).

[0040] As noted above, further description of a QIS QRNG, including its principles of

operation, according to some embodiments of the present disclosure is presented in the Appendix

of priority US Provisional Application No. 62/332,077, filed May 5, 2017, which is hereby



incorporated herein by reference in its entirety, which Appendix is set forth as an article entitled

" Quantum Random Number Generation Using Quanta Image Sensor," which illustrates some

embodiments of the present invention as well as various features and advantages that may be

associated with some embodiments, and is not intended to limit the present invention.

[0041] In view of the present disclosure, it will be understood that a QIS QRNG provides

many features and advantages that, among other things, overcome limitations of known SPAD

and conventional CIS based RNGs. For example, as discussed, a QIS may include, for example,

lOOMjots to one or more Giga-jots having photon-counting capability, with the jot array having

submicron pitch (e.g., 200nm-500nm), and the QIS can be readout at a high frame rate (lOOOfps).

Accordingly, these features (e.g., small jot size and high speed) provide the QIS QRNG with

extremely high data output rate. And the photon-counting capability of jot device can ensure the

QRNG is fully photon quantum effects based. Further, the low dark current (e.g., 0 .1 e-/sec at

room temperature) provides for improved randomness quality and stability. In short, some

embodiments of a QIS- based QRNG device provides for, among other things, high data rate

(e.g., 5-12 Gb/s), low dark current error, and high stability.

[0042] Accordingly, although the above description of illustrative embodiments of the

present invention, as well as various illustrative modifications and features thereof, provides

many specificities, these enabling details should not be construed as limiting the scope of the

invention, and it will be readily understood by those persons skilled in the art that the present

invention is susceptible to many modifications, adaptations, variations, omissions, additions, and

equivalent implementations without departing from this scope and without diminishing its

attendant advantages. For instance, except to the extent necessary or inherent in the processes

themselves, no particular order to steps or stages of methods or processes described in this

disclosure, including the figures, is implied. In many cases the order of process steps may be

varied, and various illustrative steps may be combined, altered, or omitted, without changing the

purpose, effect or import of the methods described. Similarly, the structure and/or function of a

component may be combined into a single component or divided among two or more

components. It is further noted that the terms and expressions have been used as terms of

description and not terms of limitation. There is no intention to use the terms or expressions to

exclude any equivalents of features shown and described or portions thereof. Additionally, the

present invention may be practiced without necessarily providing one or more of the advantages



described herein or otherwise understood in view of the disclosure and/or that may be realized in

some embodiments thereof. It is therefore intended that the present invention is not limited to

the disclosed embodiments but should be defined in accordance with claims that are based on the

present disclosure, as such claims may be presented herein and/or in any patent applications

claiming priority to, based on, and/or corresponding to the present disclosure.



What is claimed is:

1. A quantum random number generator(QRNG), comprising:

a Quanta Image Sensor (Q S) comprising a pixel array, wherein each pixel of the Q S is

configured to convert photons emitted from a photon source into charged photocarriers, wherein

the QIS is configured to readout each pixel to provide a signal representing a count of the

number of photocarriers with single-photocarrier sensitivity; and

wherein the QRNG is configured to output random number data having randomness

based on the number of collected photocarriers within a time interval.

2 . The QRNG according to claim 1, wherein for each pixel the number of photocarriers

collected within the time interval is converted to a voltage and then into binary signal using a

threshold level.

3 . The QRNG according to claim 2, wherein the voltage is compared to the threshold level

in the analog domain.

4 . The QRNG according to claim 2, wherein the conversion is performed in the digital

domain, wherein the photocarrier signal is converted to a digital signal or digital number (DN)

by an ADC which has a bit depth higher than 1-bit, and the digital signal or digital number is

converted to a 1-bit random number.

4 . The QRNG according to any of the preceding claims, wherein the photon source intensity

is tunable to realize an ideal randomness entropy of the random number data and/or to realize

greater than a minimum value of the randomness entropy of the random number data.

5 . The QRNG according to any of the preceding claims, wherein the photocarrier collection

rate and the threshold level are tunable to realize an ideal randomness entropy of the random

number data and/or to realize greater than a minimum value of the randomness entropy of the

random number data.



6 . The QRNG according to any of the preceding claims, wherein the photocarrier rate is

capable of being adjusted based on the relative location of the photon source to the pixel array.

7 . The QRNG according to any of the preceding claims, wherein the threshold level can be

adjusted by a reference voltage supplied by an on-chip or off-chip DAC.

8 . The QRNG according to any of the preceding claims, wherein the generated random

number data's adjustable levels are periodically or aperiodically reset to maximize randomness

entropy

9 . The QRNG according to any of the preceding claims, wherein one or more of the

fo owing are periodically or aperiodially adjusted to maximize randomness entropy of the

random number data: the time interval over which photocarriers are collected, the photon source

intensity, and the threshold level used to determine the value of the binary output.

10. The QRNG according to any of the preceding claims, wherein the QRNG includes the

photon source.

1 . The QRNG according to any of the preceding claims, wherein the QRNG includes a

randomness extractor.

12. The QRNG according to any of the preceding claims, wherein the QRNG includes an

optical conditioner disposed such that photons emitted by the photon source impinge on the

optical conditioner prior to impinging on the pixel array.

13. A QRNG, comprising :

a Quanta Image Sensor (QIS) comprising an array of jots that are each configured to

provide single-photon detection of photons emitted from a photon source having Poisson

photon-emission statistics; and



wherein the QRNG is configured to output random number data, wherein for each jot the

number of photons detected by the jot within a time interval is the quantum random variable used

for generation of the random number data.

14. A QRNG comprising :

a QIS that includes an array of pixels, wherein each pixel is configured to convert a

single photon incident on the pixel into a single photocharge-carrier that is stored in the pixel,

and wherein the QIS is configured to readout from each pixel, with single-photocharge-carrier

sensitivity, the photocharge-carriers, if any, stored in the pixel within a time interval, so as to

generate a pixel signal corresponding to the number of stored photocharge-carriers; and

comparison circuitry configured to compare for each pixel, the pixel signal with a

threshold level to generate for each pixel a bit having a binary value that depends on whether or

not the pixel signal is less than the threshold level or not less than the threshold level, wherein

the binary values are substantially equiprobable based on the threshold level, thereby providing

for binary output data having high quality randomness.

15. The QRNG according to claim 14, further comprising one or more of (i) a photon source

configured to generate the photons incident on the QIS pixel array, (ii) an optical conditioner

disposed such that photons emitted by the photon source impinge on the optical conditioner prior

to impinging on the pixel array, and (iii) a randomness extractor configured to process data

generated from readout of the QIS.

16. The QRNG according to claim 14 or 15, wherein the QRNG includes control circuitry

configured to adjust or control at least one of (i) the threshold level, (ii) the time interval, (iii) the

photon source emission intensity, and (iv) the optical conditioner, to maximize the randomness

of the random number data generated by the QIS.

17. The QRNG according to any one of claims 14 to 16, wherein each pixel has sufficient

in-pixel conversion gain, without in-pixel avalanche gain, to provide for readout of the

photocharge with single-electron sensitivity and resolution.



18. The QRNG according to any one of claims 14 to 17, wherein the read noise associated with

each QIS pixel is at least one of about 0.5 charge carriers rms or less, about 0.3 charge carriers

rms or less, and about 0.15charge carriers rms or less.

19. A method for quantum random number generation, the method comprising:

generating for each of a plurality of pixels of a single-bit or multi-bit Quanta Image

Sensor (QIS) a signal representing the number of individual photons incident on the pixel over a

time interval; and

generating random number data based on the signals representing the number of photons

detected over the time interval for each of the pixels.
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