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Résumeé

Les premiers signes du réchauffement climatique commencent a se faire ressentir un peu
partout dans le monde, gagnant progressivement les milieux lacustres également. Ces
changements, bien que pour linstant encore relativement mineurs, pourraient avoir de
séveres conséquences sur les écosystémes si cette tendance allait se confirmer. En effet,
une augmentation moyenne des températures de 1.5°C a 2.5°C pourraient induire des
changements dans la structure et la fonction des écosystémes, de méme que modifier les
interactions écologiques entre les especes et leur répartitions géographiques (Fischlin et al.
2007). Afin d’évaluer I'évolution du climat régional et quantifier les impacts potentiels que ce
dernier peut avoir sur I'écosystéme aquatique, il est nécessaire de recourir aux prédictions
issues des résultats de modéles de circulation générale (GCM) ou de modéles régionaux du
climat (RCM). Malgré les incertitudes liées a I'’évolution des émissions des gaz a effets de
serre, les modéles s’accordent a dire que le réchauffement va se poursuivre dans les
décennies a venir (Christensen et al. 2007). En Europe, on projette des augmentations de 1
a 5.5°C pour la période 2070-2099 par rapport a la période de référence (1961-1990), soit au
climat actuel (Alcamo et al. 2007).

Cette étude se concentre sur les impacts d’'une augmentation de la concentration de CO,
atmosphérique sur le lac Léman, un lac monomictique chaud et profond (309 m) dans lequel
les effets d’'un climat plus doux se sont déja fait ressentir (Lazzarotto et al. 2004). Ayant pour
objectif d’étudier I'évolution thermique du lac sur le long terme, cette étude a d’abord voulu
évaluer la capacité de modeles de lac, alimentés par des observations atmosphériques, a
reproduire ses conditions en son point le plus profond. Etant donné l'efficacité des modéles
de lac a une dimension (1D) pour des applications climatologiques (en termes de temps de
calcul), quatre d’entre eux ont été retenus et testés pour les besoins de cette étude. On
trouve un modéle de diffusion turbulente, soit le ‘modéle de Hostetler’, un modeéle lagrangien,
le Dynamic Reservoir Simulation Model, ‘DYRESM’, un modele de diffusion-dissipation de la
turbulence, le k-¢ modéle ‘SIMSTRAT’, et un modéle basé sur le concept de la
ressemblance (forme attendue) de la courbe de température en fonction de la profondeur, le
modele ‘Freshwater Lake’, soit ‘FLake’.

Sur la base de ses bonnes performances, le modele de lac numérique SIMSTRAT
(Goudsmit et al. 2002) a été sélectionné pour simuler les profils thermiques du Lac Léman.
Afin de connaitre de quelle maniere ce dernier va étre affecté par des changements du
climat d'ici la fin du 21°™ siécle, on a eu recours a deux différentes méthodes.

Dans la premiére, les observations collectées pendant la période de référence ont été
utilisées pour tourner SIMSTRAT, avant d’étre perturbées en fonction des changements
diagnostiqués dans les sorties du RCM HIRHAM entre un climat futur et actuel. Ces sorties
de modele sont issues du projet EU-Prudence (Christensen et al. 1998), pour le scénario de
'IPCC A2 (Nakicenovic et al. 2000). Cependant, plutét que d’ajouter une différence moyenne
(par exemple de température) aux observations, notre méthode propose d’appliquer un
certain nombre de perturbations a une méme variable ce, afin de mieux prendre en compte
la variabilité du changement d’une variable.
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Dans la seconde, un modéle atmosphérique a colonne unique (SCM), nommée FIZC, est
couplé au modele de lac SIMSTRAT. Les intrants nécessaires pour tourner FIZC sont fournis
par les champs générés par le GCM canadien de seconde génération (McFarlane et al.
1992). Le modeéle couplé FIZC-SIMSTRAT est ensuite employé pour simuler les
changements dans les propriétés thermiques du Lac Léman en réponse a un climat plus
chaud. Le climat futur est le résultat d’'un doublement de la concentration en CO par rapport
a une simulation de contréle (1 X CO2). En comparaison avec la premiére méthode ou les
flux de la surface du lac ne peuvent pas modifier I'état de I'atmosphére, cette technique
couplée a l'avantage de prendre en compte les rétroactions mutuelles entre le lac et
I'atmosphére.

Dans chaque expérience, on note que les augmentations de CO, atmosphérique ménent a
des changements significatifs des composantes du budget d’énergie a la surface du lac.
Bien que les conclusions de ces deux expériences soient similaires en termes de réponse du
lac au réchauffement global, les flux de chaleur qui gouvernent le modele de lac divergent de
maniére significative a certaines périodes. Ces différences peuvent étre dues a linclusion
des mécanismes de rétroaction du lac dans le modeéle de climat, mais aussi aux modéles de
climat et aux spécifications de la modélisation utilisés pour simuler un climat futur.

Quoi qu'’il en soit, di a 'augmentation des températures de l'air et de la surface du lac, de
plus fortes valeurs de rayonnement infrarouge entrant et sortant sont diagnostiquées a la
surface du lac, résultant en un bilan positif pour le lac. Les changements de flux de chaleur
sensible ont pour effet de réchauffer le lac. Inversement, une réduction de I'humidité relative
combinée a de plus hautes températures de l'air augmente le déficit en vapeur d’eau a
Iinterface air-eau, et refroidit le lac. Au contraire de I'expérience unidirectionnelle,
I'expérience couplée, développée pour prendre en compte les rétroactions entre la surface
du lac et 'atmosphére, s’est révélée sensible aux variations d’humidité dans la colonne
atmosphérique et a la formation de nuages. Elle est alors en mesure d’influencer les flux
radiatifs solaires et infrarouges.

Dans les deux expériences, I'analyse de sensibilité du lac aux changements de la teneur de
I'atmosphére en CO, a montré que toute la colonne d’eau pourrait se réchauffer, jusqu’a un
maximum de 3.83°C (aolt) et 4.20°C (juillet) dans I'épilimnion et de 2.33°C (mars) et 2.25°C
(mars) dans I'hypolimnion, respectivement. L’évolution des températures mensuelles de
I'épilimnion suit celle des températures de l'air, sans qu’il n'y ait aucun retard dans les
maxima et minima de températures dans le lac. Etant donné que le réchauffement des
couches de surface est supérieur a celui des couches plus profondes de la colonne d’eau, le
métalimnion se révéle plus fortement stratifié. Réduisant ainsi les échanges de chaleur épi-
hypolimniques par rapport au régime actuel. De méme, cette plus forte stabilité a pour effet
d’affaiblir le mélange induit par le stress du vent en surface a la fin de I'été, retardant ainsi
I'érosion de la stratification. Un allongement de la période ou le lac est stratifié (3 semaines)
est également simulé dans les 2 expériences, avec des changements dus autant a une mise
en place plus précoce qu’a une plus longue durée de la stratification. Le raccourcissement
de la période ou le lac est peu stratifié devrait réduire la fréquence des brassages complets
du lac. Néanmoins, les augmentations de température, similaires dans toute la colonne en
février et mars, ou en mars uniquement (selon la méthode), laissent penser que des
renversements pourraient toujours avoir lieu occasionnellement.

v



Resume

Lake thermal response to recent atmospheric warming reveals the first signs of observed
change in many regions. These changes may become problematic, as an increase in mean
temperature of 1.5 to 2.5°C may induce changes in ecosystem structure and function as well
as ecological interactions between species and their geographical ranges (Fischlin et al.
2007). To assess regional climate evolution and quantify potential impacts on this aquatic
ecosystem, Regional Climate models (RCMs) or General Circulation Models (GCMs), forced
by climate change scenarios are required. Despite uncertainties concerning future
greenhouse gas emissions, the models indicate that there is considerably strong evidence to
confirm this warming over the coming decades (Christensen et al. 2007). In Europe, an
increase of 1 to 5.5°C is expected in the 2070 - 2099 timeframe compared to the baseline, or
“current”, (1961 - 1990) climate (Alcamo et al. 2007).

This project studies the impact of an increase in atmospheric CO, concentration on Lake
Geneva, a warm and deep monomictic lake (309 m) within which the effects of warmer
meteorological conditions have recently been observed (Lazzarotto et al. 2006). With the
purpose of examining the long term thermal evolution of Lake Geneva, this study first aimed
at evaluating the ability of lake models, driven by atmospheric observations, to reproduce the
thermal characteristics of its deep segment. Because of their computational efficiency for
climatological applications, one-dimensional (1D) lake models have been chosen for the
purpose of this study. The four models tested include an eddy-diffusive lake model, the
Hostetler model; a Lagrangian model, the one-dimensional Dynamic Reservoir Simulation
Model ‘DYRESM’; a k-¢ turbulence model, ‘SIMSTRAT’; and finally, a model based on the
concept of self-similarity (assumed shape) of the temperature-depth curve, the Freshwater
Lake model ‘FLake’.

Based on the good performance of the numerical lake model SIMSTRAT (Goudsmit et al.
2002), it has been chosen to simulate water temperature profiles of the lake. To explore how
Lake Geneva might be affected by changes in climatic conditions by the end of the 21%
century, two different techniques were applied.

In the first method, observed meteorological data, collected during the reference period, were
used to drive SIMSTRAT, before being perturbed using changes diagnosed in the outputs of
the HIRHAM RCM for a future and current climate. These results were produced in the
context of the EU-Prudence project (Christensen et al. 1998) under the IPCC A2 scenario
(Nakicenovic et al. 2000). However, rather than just adjusting the observation by a difference
between period-average results (for instance a monthly temperature change), our method
proposes providing a number of perturbations for the same variable to take into better
account its variability.

In the second method, a single column atmospheric model (SCM) called FIZC was interfaced
with the lake model SIMSTRAT. Inputs required to run FIZC were provided by fields
generated through the second-generation Canadian GCM, GCMii (McFarlane et al. 1992).
The coupled FIZC- SIMSTRAT model was then used to simulate changes in Lake Geneva
water temperature profiles, in response to global warming following a doubling in
atmospheric CO, concentrations compared to a “control” 1 x CO, simulation. Compared to



the first method where flux from the water surface could not lead to changes in the
atmosphere, the main challenge of this method was to control the feedbacks between the
lake surface and the atmosphere.

In each experiment, increasing CO, concentrations in the atmosphere produced significant
changes in the components of the energy budget at the lake surface. Although both
experiments provided similar conclusions on Lake Geneva’s response to global warming,
heat fluxes driving the lake model proved to diverge significantly at some time. These
differences may be due to the inclusion of lake feedback mechanisms in climate models, and
to the climate models and modelling assumptions used to provide the future climate (Hingray
et al. 2007).

However, due to the increase in air and surface water temperature, higher values of
downward and upward infrared radiation were diagnosed at the lake surface, resulting in a
positive balance for the lake. Additionally, changes in sensible heat flux had a warming effect
on the lake. While on the contrary a combined increase in air temperature and decrease in
relative humidity enhanced the water vapour deficit at the air-water interface, inducing a
cooling effect in the lake. Unlike the one-way experiment, the coupled experiment, developed
to include feedbacks between the lake surface and the atmosphere, showed sensitivity to the
moisture variations in the atmospheric column and to cloud formation which had an influence
both on the downward solar as well as on longwave radiative fluxes.

In both experiments, the lake sensitivity analysis to changes in greenhouse gases showed a
warming of the whole column, of a maximum of 3.83°C (August) and 4.20°C (July) in the
epilimnion, and of 2.33°C (March) and 2.25°C (March) in the hypolimnion, respectively. The
evolution of monthly epilimnic temperatures correlate with that of the air temperatures without
any delay in the timing of maxima and minima. Due to a higher warming in the upper layers
compared to the lower layers of the water column, the metalimnion proved to be more
strongly stratified. Epi-hypolimnic heat exchanges are thus reduced compared to today’s
regime. Moreover, the stronger stability of the water column reduces mixing caused by wind
stress at the end of summer and hence delays the stratification decay. An increase in the
period of stratification (3 weeks) was also simulated in both experiments, with changes
almost equally due to an earlier onset than to a longer duration of the stratification. The
shorter duration of the weakly stratified period should reduce the frequency of complete
mixing. However, a similar increase in water temperatures through the whole column in both
February and March or February alone (method dependant) suggests that overturns might
still occasionally occur.
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Overall introduction

Regional climate is a dominant factor controlling the evolution of the thermal structure and
water movements in lakes. Inter- and intra- annual variations of thermal and dynamic
properties in lakes are thus strongly dependent on meteorological conditions and may in turn
affect the distribution of nutrients, and other chemical properties (Wetzel 2001). Annual
variations of these entities are not an issue and are part of the natural process that may be
observed in lakes. However, significant shifts from these natural variations may be severely
detrimental for ecosystem functioning, affecting lake biodiversity and more specifically water
quality and drinking-water supply.

The interest in assessing lake response to global warming comes from first signs of changes
observed in many parts of the world as a result of the very rapid atmospheric warming,
considered to be the most rapid of the last 10’000 years (Alcamo et al. 2007). There is every
reason to believe that this trend will continue over coming decades and therefore affect the
thermal structure of lakes and their ecosystems. Indeed, the increase in global mean surface
temperature in the range of 1.8°C to 6.4°C projected by the Intergovernmental Panel on
Climate Change (IPCC) by the end of the 21 century suggests that severe impacts may be
expected (Meehl et al. 2007). Lakes studies can therefore no longer be confined only to
monitoring and understanding internal physical processes and ecosystem functioning. There
is a need to investigate changes in the thermal structure of lakes and possible indirect effects
on aquatic ecosystems and water resources to this warming. Prior studies based on
observed or simulated trends in lakes in a changing environment revealed that a further
increase in air temperature may, in addition to the direct effects of rising temperatures,
decrease the occurrence of turnover and thus modify levels of dissolved nutrients (Noges et
al. 2008). Milder winters may favor the onset of stratification earlier in spring, particularly in
temperate lakes, with direct impacts on phytoplankton development (DeStasio et al. 1996;
Jacquet et al. 2005; Peeters et al. 2007). Warming of surface waters may also intensify
vertical stratification, increase the mixing resistance in autumn and lengthen the period of
stratification, promoting the appearance of some microorganism and phytoplankton bloom
formations (Walsby 1997). While not systematically reported in lakes, a deeper thermocline
may take place, reducing the light availability due to a thicker mixed layer depth, thereby
affecting phytoplanktonic production in the metalimnion (Huisman et al. 1999).

Among the indirect impacts on aquatic ecosystems relating to climate change, studies
highlight the possible connection between the recent upsurge and expansion of the growth of
cyanobacteria, as harmful algal blooms, and environmental change (Pearl and Huisman
2008). It is no longer possible to attribute such algal blooms solely to the nutrient over-
enrichment of waters by urban, agricultural and industrial development (Reynolds 1987;
Pearl 1988): they are also related to higher water temperatures or more stable water
columns. The poleward spreading of species originating from the subtropics, such as
Cylindrospermopsis, support this hypothesis. (Ryan et al. 2003; Wiedner et al. 2007). Also,
the dominance of cyanobacteria such as Planktothrix Rubescens during warm years,
emphasises the competitive advantage of these buoyant species (that can exploit the water
column by regulating their buoyancy) to strongly stratified waters (Jaquet et al. 2005; Fernald
et al. 2007; Jéhnk et al. 2008). Potential sustained development of these algal blooms in the



future represents a real threat to the use of freshwater ecosystems and reservoirs for
drinking water, irrigation, fishing and outdoor water activities (Codd 1995; Carmichael 2001;
Chorus 2001; Paerl and Huisman 2009). For human health, ingestion or direct contact with
these cyanotoxins may even cause pathologies ranging from skin allergies to severe liver
and digestive diseases, leading in some cases to death (Carmichael 2001; Cox et al. 2003;
Huisman et al. 2005). Ecological and economic consequences of cyanobacteria blooms are
starting to be observed in lakes all around the world. In perialpine lakes, the problem is
currently not as severe as in Lake Victoria (Verschuren et al. 2002), Lakes Erie and Michigan
(Rinta-Kanto et al. 2005) or Lake Biwa (Maeda et al. 1992). However, since species such as
the toxic cyanobacteria, Planktotrix rubescens, have already been recorded on occasion in
Lake Geneva, Lake Bourget (Jacquet et al. 2005), Lake Zirich (Walsby and Schanz 2002),
and Lake Pusiano, (Legnani et al. 2005), the evolution of these algae in large perialpine
lakes and their development in high elevation water bodies in the Alps is a problem area
which needs to be addressed. Such investigations should provide solutions designed to
reduce economic and health-related risks.

This thesis is thus part of an interdisciplinary project that ultimately aims to assess the
impacts of climate change on cyanobacteria blooms and their potential effects on water
quality and health in different perialpine lakes. Addressing these complex questions requires
extensive collaboration between scientists in order to develop an appropriate set of
adaptation and mitigation options aiming at reducing the risk of infection. The goal of this
project is to develop an integrated modelling system that associates climate and lake
dynamics with biological processes within the aquatic milieu in order to determine whether
health-threatening thresholds of cyanobacteria may be exceeded more frequently and over
longer periods of time under certain climatic conditions.

The overall goals of the thesis are to investigate changes in the thermal structure of lakes in
a future warmer climate resulting from enhanced atmospheric concentrations of greenhouse
gases. Biological and health aspects are treated in a parallel study that does not form part of
this manuscript. If many studies report on climatic impacts on thermal structure of American
lakes, only a few perialpine lakes have been investigated with respect to global warming
(Peeters et al. 2002; 2007). Due to the time required to calibrate and validate lake models, as
well as difficulties to obtain full and long datasets in water bodies, we decided to focus on
one lake only, but with the application of different techniques to assess changes in the lake’s
thermal structure in the future, under different global warming scenarios. These techniques
are then certainly applicable to the other perialpine lakes. Lake Geneva, located at an
altitude of 372 m a.s.l. between Switzerland and France, has thus been chosen to serve as
an experimental laboratory to quantify thermal changes within the water column and to
evaluate changes in qualitative aspects of the lake (such as the location of the thermocline,
the occurrence of turnover and the timing of the onset of stratification). The choice of this
particular lake is motivated by the long monitoring with deep lake soundings since the 1950s,
and the fact that it has never been studied for such purposes until now. The depth of Lake
Geneva makes it also particularly attractive as it allows quantifying the time response of a
large lake to atmospheric perturbations.

To reach these objectives, the specific topics that this thesis covers include:

- an evaluation of the ability of numerical lake models, driven by atmospheric
observations, to reproduce the thermal characteristics of the deep segment of Lake
Geneva in a realistic manner. (Chapter 1)

- a numerical investigation of the response of Lake Geneva to atmospheric warming
caused by enhanced concentrations of carbon dioxide. To reach this goal, a lake
model driven by outputs from an atmospheric model simulates water temperature
profiles through to the end of the 21™ Century. While former experiments do not take
into account the interaction between the lake and the atmosphere (Chapter 2), a



method has been developed to allow the control of the feedbacks between the lake
surface and the atmosphere (Chapters 3-4).

- an assessment of the sensitivity of the water temperature profiles to warmer climatic
conditions by examining quantitative and qualitative changes in simulated mean daily
water temperature profiles between a “current climate” and a “future climate”
(Chapters 2 and 4). Outputs using both methods allow a comparison of energy
budgets and validation of temperature trends.

As a background to the issues addressed in this study, a brief presentation of the lake
features is provided in order to define the main terminology used in this work. Thereafter, a
presentation of lake models developed to simulate profiles of lake water temperature and
density is given, with an overall discussion on the thermodynamic processes included in
these models. This chapter will enable an understanding of the criteria that have determined
the choice of a particular lake model. Following this, an overview of atmospheric models
developed to assess climate state forward in time is presented, together with a description of
future emission scenarios. We will then explain the methods used to link expected changes
in atmospheric variables with the thermal evolution of Lake Geneva waters. Finally, an
overview of observed and expected changes in European and Swiss climate allows an
estimation of the threat of these physical changes on perialpine water ecosystems.

0.1 Thermal structure of warm monomictic lakes

Heat energy exchanges at the lake-atmosphere interface as well as the surface wind stress
are usually the main drivers of seasonal heat storage in lakes. In temperate areas, the
thermal evolution of lakes over the different seasons thus generally follows a similar pattern.
In winter, the structure of temperate perialpine lakes may however diverge, and lakes may
thus be classified as being either dimictic (Lakes Zuerich, Pfaeffikon, Aegeri and Greifensee)
or monomictic [Lakes Geneva, Lucern, Lugano and Constance, (Hendricks Franssen and
Scherrer 2008; Dill 1993)]. Unlike monomictic lakes that are subjected to one spring turnover
when temperatures homogeneised in the column are equal to or exceed 4°C, dimictic lakes
mix twice during the cold season. Since this study focus on Lake Geneva, we will restrict our
description of its thermal structure to warm monomictic lakes.

At the end of the winter season, water bodies are usually rather homogeneous, with waters
at all depths close to 4°C or slightly warmer (Fig. 0.1a). Even though a moderately higher
surface temperature may induce lower density overlying higher density layers, no significant
amounts of energy are required for these layers to mix well together. Complete spring
turnover may occur for some days or weeks. Wind-driven processes may prolong deep
mixing in early spring and, jointly with the increase in air temperature, warm the entire
column. However, when the amount of heat distributed downward is less than that stored at
the surface, resistance to mixing increases. A warmer and less dense surface layer forms
and bottom temperatures do not evolve much. Lakes are thus thermally structured in 3 strata
(Fig. 0.1b).

- The surface layers, exposed to wind and rather turbulent, form the “epilimnion”.

- The deep stratum of colder waters, over which the upper water floats, composes the
hypolimnion.

- In between, the metalimnion is the stratum of thermal discontinuity, acting partially as
a barrier to mixing.
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Figure 0.1. (a) Homogenised and (b) stratified thermal profiles in a freshwater body (Danis
2003).

The concept of stratification, widely discussed in the forthcoming chapters, refers to this
segmentation of the lakes in three layers. The location and strength of the stratification (i.e.,
strong when the thermal gradient is well-established) is largely dependent on meteorological
conditions, since they drive the seasonal variations of the lake’s thermal and dynamic
properties.

Lake stratification lasts up to the end of summer when heat loss from the lake exceeds that
gained from the atmosphere. At that time, colder surface waters, thus denser than in the
underlying epilimnion, sink, mix to warmer waters, and erode the metalimnion. Depending on
factors such as lake morphometry or meteorological conditions (Stewart and Haugen 1990),
the lake basin may be either weakly stratified or well-mixed in winter. In deep lakes, such as
the perialpine Lake Geneva, Lake Lucerne and Lake Maggiore, complete mixing only occurs
occasionally (Lazzarotto et al. 2006; Buehrer and Ambuel 2001; Marchetto et al. 2001). This
cyclic pattern is then repeated every year.

Since properties of the stratification determine surface water temperature and heat
exchanges between surface and bottom waters, lake stratification will thus require particular
attention in the assessment of the performance of the lake model discussed in Chapter 1.

0.2 Lake model

A lake can be viewed as a fluid that behaves according to the laws that govern fluid
dynamics and thermodynamics applied to freshwater. The evolution of the salient
characteristics of the water is governed by boundary conditions such as the bathymetry,
surface and bottom stress, and energy balance. The specific variables that characterize the
lake are the velocity field, the water density, its salinity and its temperature. The equation of
state for fresh water, in the general case, relates the density of water to temperature and
salinity around the point of maximum density (~4°C). The lake is forced by two major
atmospheric inputs, namely the heat and momentum fluxes at its upper boundary. Heat
energy exchanges at the lake-atmosphere interface are provided by the net solar S* and
infrared L* radiation as well as by the sensible Q4 and latent Q¢ heat fluxes, whereas the
momentum exchange is described by the wind stress. All these physical processes, such as
transport and mixing processes (advection, shear, molecular diffusion, turbulence and
turbulent diffusion, entrainment, convection and dispersion) can be formulated
mathematically and assembled in terms of a model, ultimately transcribed in the form of a
computer program to enable numerical simulations. Lake models are similar to atmospheric
models in that internal mechanisms are based on hydrodynamic and thermodynamic
principles. Any code which attempts to model water bodies takes into account only a limited



number of environmental conditions. The numerical model focuses on certain key aspects of
the lake system and thus is not a full representation of reality. A particular lake model is then
used to represent its current state and predict its future behaviour, particularly under varying
external factors. A lake may become stratified to the extent that apparent density
discontinuities can be tracked. This has led to the design of models consisting of layers of
water of different densities (Simon 1973) and with a sufficient resolution in the vertical to
adequately represent temperature.

For the purpose of studying climate impacts on lake water quality and ecosystems, and for
managing water resources, the stability of the water column and the seasonal dynamics of
the vertical temperature profile are the most important parameters to model accurately.
However, in order to improve the prediction of the evolution in a future climate due to the
influence of a water surface, the lake surface temperature (LST) has to be carefully
simulated. A more realistic estimation of the fluxes at the lake-atmosphere interface also
allows to better control the heat content of the lake. In this case, the vertical thermal structure
is also of importance as water stability controls the rate at which buoyancy forces damp
turbulent mixing produced by external factors. Since the early to mid 1960's, a wide range of
physically-based lake models have been developed to provide such information. Most of
these models, called “one dimensional models” (1D models), assume that water bodies are
represented by a vertical series of horizontal slabs that are well mixed laterally. One-
dimensional lake and reservoir models have proven to be effective tools for analyzing
internal lake and water quality problems because temperature and many water quality
parameters tend to vary more along a vertical distance of tens of metres than along a
horizontal distance of thousands of metres (Ford and Johnson 1986). These models have
improved over the years, by including an increasing number of processes. In the former 1D
models, radiative and convective heat exchanges taking place between the lake and the
atmosphere were included, but only a few dynamic processes were represented. The model
of Dake and Harleman (1969) for instance considered molecular diffusion of heat as the only
means of downward transport outside the epilimnion. A complex frame of mixing related to
wind action upon surface layers as well as in the meta-hypolimnion were progressively taken
into account to simulate heat penetration though the water column. In some lakes, however,
these models still present some limitations in the sense that horizontal variations in
temperature and stratification may occur. Along the shore of a lake, for instance, the
shallower depth than in the open-water region may favour differential heating over the lake.
This topographical effect can result in the formation of a thermal bar (a thermal transition
zone between homogenised open water and littoral stratified water favouring deep
convective currents, Wetzel 2001), or produce significant horizontal advection. A river flowing
into water layers of a different density also generates turbulence and induces horizontal
variations. Basin-scale energy fluxes from the wind are also of particular interest because of
their dominant role in setting the thermocline in motion and in initiating vertical and horizontal
fluxes in a stratified lake beneath the surface layer (Hodges et al. 2000). Three-dimensional
numerical lake models or 3D ocean models, customised for lakes, have thus been designed
to resolve the effects of 3D transport and spatial heterogeneity (Hodges et al. 2000).
However, we may also find some 1D models that have been developed to parameterized
these 3D processes, i.e., that they retain the memory of what these processes do to the
vertical structure (Copetti et al. 2005). For instance, the k- model of Goudsmit et al. (2002),
SIMSTRAT, or the DYRESM model (Yeates and Imberger 2003) parameterize vertical
exchanges between the epilimnion and the hypolimnion produced by basin scale oscillations.
If wind-generated processes, such as shear and convective mixing are now common to 1D
models, the numerical scheme makes them patrticularly unique. Generally, we may find eddy-
diffusion models (Orlob and Selna 1970; Henderson-Sellers et al. 1983), turbulence-based
models (Kraus and Turner 1967; Imberger et al. 1978), in particular k-¢ models (Burchard
and Baumert 1995; Goudsmit et al. 2002; Stepanenko and Lykosov 2005), mixed-layer
models (Stefan and Fang 1994; Goyette et al. 2000), or models based on similarity theory
(Mironov 2008; Mironov et al. 2009).



The choice of a model is not so trivial. Due to lake morphometry or to lake-specific
parameters, a model may not be applicable to all lakes (Orlob and Selna 1970; Markofsky
and Harleman 1973; Swayne et al. 2005). In some cases, the vertical or horizontal resolution
may be an issue. However, by means of some calibrations, a hierarchy of lake models turns
out to be efficient in simulating thermal structure over multiple lakes. Swayne (2005)
suggests selecting models with respect to the size of the lakes. In shallow lakes, a box model
approach is accurate since the water column is usually well-mixed. In intermediate-size or
deeper lakes (> 10 m), where horizontal thermal gradients are weak, a one-dimensional lake
model approach can be used since aspects of stratification and seasonal thermal evolution
are represented. For large lakes, 3D models that take into account horizontal distributions of
heat and momentum should preferably be used. However, the choice of a lake model for
simulating water temperature profiles depends primarily on the question to be addressed.
Simulating water temperature profiles of a large water body for long term integrations may
present a dilemma as to choosing between a 1D or a 3D model. If a 3D model is theoretically
an appropriate option for Lake Geneva, three limitations appear. Firstly, unlike small lakes,
large lake responses to a changing climate need more several decades to reach a steady-
state. A 3 D approach may thus represent a high computational cost for climate-related
applications (current 3 D simulations are usually run over periods shorter than a decade).
Secondly, no climatologically-relevant data have been collected over the lake surface and
thus no boundary conditions are available to drive the 3D lake models. Thirdly, the lack of
observed profiles at different locations over the lake does not enable the validation of 3D
models. Chapter 1 investigates the possibility of overcoming 3D constraints by using 1D lake
models for the large and deep Lake Geneva. For deep lakes, the hypothesis of horizontal
homogeneity for state variables (such as temperature and isotopic composition of water) is
not inappropriate (Danis 2003) and has already been shown to be accurate to simulate
thermal structure of such lakes (Hostetler et Bartlein 1990; Vassiljev et al. 1994; Benson and
Paillet 2002; Peeters et al. 2002).

With the aim of evaluating the ability of 1D models to simulate Lake Geneva water
temperature profiles, models have been selected on the basis of three main criteria. The
models:

1. need to use different approaches in order to cover a wide range of possible
hydrodynamic formulations, parameterizations, and numerical schemes

2. should be widely used and documented, with results published
3. have shown skill in simulating thermal profiles.

Since internal seiche oscillations are known to enhance mixing in Lake Geneva (Bohle-
Carbonell 1986), models that implement this 3D process also had to be tested. The selected
models thus include one eddy-diffusive lake model, the Hostetler model, a Lagrangian
model, the one-dimensional Dynamic Reservoir Simulation Model “DYRESM”, a k-¢
turbulence model, “SIMSTRAT”, and a model based on the concept of self-similarity of the
temperature—depth curve, the Freshwater Lake model “FLake”.

The performance of the models to reproduce water temperature profiles of Lake Geneva is
evaluated on the ability of the models to capture the main characteristics of the vertical
structure of the lakes, i.e., surface and bottom water temperatures, thermocline depth and
onset, and the duration of winter mixing (Chapter 1). The most accurate model is then
chosen for evaluating the thermal response of Lake Geneva to a warmer climate (Chapters
2-4) and for coupling with the atmospheric single-column model (Chapter 3).



0.3 Modelling future climates
0.3.1 Climate models

In order to simulate the global or a just sub domain of the Earth’s climate system, a hierarchy
of models has been developed, ranging from the simplest energy-balance models (EBMs) to
the more complex models that simulate fully interactive, three-dimensional (3D) climate
processes (e.g., regional climate models, or RCMs, and global climate models, or GCMs).
For particular applications, single column models (SCMs) that represent a single GCM or
RCM atmospheric column have also been developed. The treatment of all physical
processes occurring within SCMs may be identical in principle to those present in
GCMs/RCMs. The main advantage of running a SCM over GCMs/RCMs is related to the
much-reduced computational resources required in terms of speed and memory. In the SCM
described below, techniques to prescribe the advective forcing and to nudge the atmospheric
profiles have been developed in order to ensure the numerical stability for model simulations
aimed at climatic timescales.

0.3.1.1 Approaching future climates with GCMs and RCMs

With the aim of assessing the state of perialpine ecosystems over coming decades, it is
essential to predict how climate will evolve in the future. For this purpose, Global Climate
Models (GCMs) are the most advanced tools to determine the climate’s state with time and
its response to future increases in greenhouse gases. These models represent dynamical
processes related to atmospheric flows, and physical processes related to mass, heat, and
momentum exchanges between the atmosphere and the surface (ocean, sea ice, subgrid-
scale features such as lakes and land surfaces). They reproduce the large-scale atmospheric
circulation and provide results related to the evolution of global climate using a three
dimensional grid mesh. However, the relatively coarse horizontal resolution of the grid (100
km to 500 km, Randall et al. 2007) and the reduced number of vertical layers (10 to 20
layers) force GCM to use subgrid-scale parameterization to simulate important processes
operating at scales smaller than the model grid. Cirrus and stratus cloud formation and
dissipation, cumulus convection and turbulence and subgrid-scale mixing are some of the
most important processes that are not explicitly resolved, but whose properties must
however be represented on the grid. In addition, a better representation of the local climate,
taking into account the effects of alpine topography on the study area and the surface
features (e.g. vegetation and lake) of the Swiss Plateau would improve the assessment of
expected changes in the perialpine aquatic environment. Among the methods used to refine
GCM outputs, Regional Climate Models (RCMs) are one of the most widely implemented
dynamical downscaling tools (Giorgi and Mearns 1999; Wang et al. 2004; Giorgi 2006;
Laprise 2006). There are limited-area models designed for climate applications pioneered by
Giorgi (1990) and his team (Dickinson et al. 1989) using the Pennsylvania State University
mesoscale model (MM4) and then adopted and refined in many research institutions around
the globe (Cullen 1993; Jones et al. 1995; Caya 1995; Christensen et al. 1996; Jacob and
Podzen 1997). RCMs are nested in global or hemispheric coarse resolution atmospheric
models which provide the lateral boundary conditions for the RCM, and use interactive land
surface schemes. The limited area covered by these models allows a finer-scale horizontal
spatial resolution (10-50 km). Despite their high computational demand, simulations can be
undertaken for several decades, typically 20 to 30 years (Christensen et al. 2007), but also
up to a century time scale for some applications (Mc Gregor 1999), thus allowing to better
take into account sub-grid scale climate feedback mechanisms (Pesquero et al. 2010). Even
with higher spatial resolution, parameterizations of sub-grid scale processes, such as
surface-atmosphere exchanges or cloud microphysics (Bader et al. 2008) are still required.
RCMs may thus make use of the parameterization package or physics of the parent GCM or
include more sophisticated parameterizations [such as the Canadian Land Surface Scheme
model, CLASS (Verseghy 1991; Verseghy et al. 1993), the Biosphere-Atmosphere Transfer



Scheme land model, BATS (Dickinson et al. 1986; 1993) or the Interaction Soil-Biosphere-
Atmosphere land model, ISBA (Noilhan and Planton 1989; Noilhan and Mahfouf 1996)] or
regional ocean models (Saucier et al. 2004). Lakes are not resolved in low resolution GCMs,
but due to their importance on the momentum, heat and moisture exchanges with the
atmosphere, first attempts have been made to include them in RCMs (Hostetler et al. 1993).
If current surface water conditions can be deduced from observations, the large thermal
response of water makes a realistic assessment of their future evolution difficult. Neglect of
heat exchange between the earth surface and the atmosphere in a model may substantially
bias the local climate response. To improve the accuracy of RCM outputs for climatic change
studies, the incorporation of a lake component at the surface grid that takes into account
these exchanges at the lake-atmosphere interface has been implemented (Goyette et al.
2000; Swayne et al. 2003). Due to the finer grid-mesh of RCMs, lakes may be fully resolved
in a model grid cell or be part of a subgrid surface scheme. However, current experiments
that use outputs from atmospheric models to drive lake models for long term climate
applications are still confined to a stand-alone mode (Hostetler and Small 1999). First two-
way coupling experiments between lake and atmospheric models have been successful, but
over short periods of time and using 1D lake models only (Hostetler and Small 1999; Small et
al. 1999; Leung and Ghan 1999; Song et al. 2004). Complex 3D lake models have been
used to interact with the atmosphere in a stand-alone mode for coupling and regionalization
issues (Swayne et al. 2005). The high computational costs and the large amount of data
required to calibrate, validate and run these 3 D models are a further obstacle to their use for
long term integrations (Leon et al. 2007). Since there is still a large degree of uncertainty on
what lake models are optimal for certain environmental applications in order to well
reproduce lake-atmosphere interactions, the Lake Model Intercomparison Project (LakeMIP)
has been set up for testing purposes, for example in terms of lakes that are parameterised in
numerical weather prediction (NWP) models and RCMs.

Since lake models implemented in RCMs are not currently used for long term integrations, a
one-way technique of interfacing a lake model with the atmosphere is required in order to
assess the evolution of lake thermal profiles. To link the outputs from GCMs or RCMs in a
future climate to the impacts on physical features of lakes (Boyce et al. 1993; Peeters et al.
2002), the “delta method”, widely adopted in many climate studies, is applied to lake surface
temperature. It consists in adjusting the baseline observation by the difference between
period-average results for the future and those for a current climate. In this study, the method
has been improved to account for intra-monthly or daily variability of changes before being
validated (chapter 2). Since stand-alone forcing uses a prescribed atmosphere, fluxes from
the water surface cannot lead to changes in the atmosphere above. It is thus likely that this
approach maximizes the sensitivity to climate change (Hostetler and Small 1999).

As mentionned in the 3" Assessement Report of the IPCC (Giorgi et al. 2001), the better way
to assess the full range of climate change for impacts studies and adaptation strategies
would be to use jointly several GCMs and various downscaling methods. However, such a
procedure can be computationally demanding, which has reduced the number of simulations
for limnologic studies. Furthermore, by confronting RCM outputs to observations, it is not
possible to state that a single model performs better than any other, while some may be
more accurate at a specific grid point due the inclusion of a mesoscale process or a specific
parameterization (Frei et al. 2006; Rinke et al. 2006). The EU PRUDENCE (Christensen et
al. 2002) and ENSEMBLES (Hewitt and Griggs 2004) projects that attempts to assess
general trends and uncertainties in climate simulations from an ensemble of simulations with
RCMs over Europe, may help to gain confidence in the climate response using outputs from
one RCM experiment only. The HIRHAM4 RCM of the Danish Meteorological Institute
(Christensen et al. 1998) is one such model whose results correspond well with those of the
other RCMs used in PRUDENCE. This latter was thus chosen to evaluate lake response to
global warming in a first experiment detailed in chapter 2. Indeed, the fully-coupled ocean-
atmosphere general circulation model of the UK Hadley Centre, HADCMS3 (Johns et al. 2003)
has been used to drive the higher-resolution atmospheric HadAM3H model (Pope et al.



2000), that in turn provides the initial and boundary conditions for the RCM HIRHAM4. The
model operates at a 50-km resolution and has completed two thirty-year simulations, i.e.,
‘current climate” or the “control simulation” for the period 1961-1990, and the future
“greenhouse-gas climate” for the period 2071-2100. The future emissions of greenhouse-
gases are based on the IPCC SRES A2 scenario (Nakicenovic et al. 2000). This point is
discussed later on.

0.3.1.2 Simulating future climates with SCMs

To improve confidence in our understanding of lake response to global warming as a result
of uncertainties related to surface scheme, we have conducted an experiment where effects
from the lake on the atmosphere are included. The use of a single-column model (SCM) is
an option for simulating the atmospheric conditions that may provide an economical
framework compared to the computational burden of RCMs and GCMs (Ghan et al. 2000).
The SCM may be seen as representing a GCM atmospheric column. It thus allows the
isolation of the local, thermodynamic interactions and the evaluation of the feedbacks from
the surface to the atmosphere. The use of SCM for testing feedbacks between the
atmosphere and the surface appears in the works of Pitman (1994) that assessed the
sensitivity of a land-surface scheme to the parameter values. Extension of this approach for
feedbacks linked to air-water variations was proposed by Clayson and Chen (2002) using a
coupled atmosphere-ocean SCM in the tropical Pacific. However, formerly, the SCM
approach was designed to evaluate and improve physical parameterizations of atmospheric
processes in climate models. One SCM for instance served to compute cloud formation and
radiative transfer processes inside the column (Betts and Miller 1986; Grell et al. 1991;
Bechtold et al. 2000), using convective and cloud parameterization (Jacobelis and Somerville
1991; Zhang and McFarlane 1995).

To drive SCMs, the data generally required includes an initial atmospheric profile, time series
of surface boundary conditions (such as those for temperature, sensible and latent heat
fluxes) and vertical profiles of large-scale vertical motion and of the tendencies of
atmospheric variables linked to the horizontal advection are used as lateral boundary
conditions (Randall et al. 1996; Ghan et al. 2000). Many SCMs are based on the same
physics code and use the same subgrid-scale physical processes parameterization package
as their parent GCM. If large scale dynamical tendencies are specified in SCMs, there are no
interactions between parameterized processes and large-scale circulations. This is an
advantage in that it allows simulations to be undertaken much more rapidly, and new
parameterizations to be quickly tested; on the other hand, a major disadvantage is that
biases may amplify with time in some studies.

In this study, the coupling of the one-dimensional lake model SIMSTRAT to a SCM, referred
to as FIZC, has been achieved in order to study the effect of climate on lakes over long time
spans at the closest grid point to Lake Geneva (chapter 3 and 4). The inclusion of a lake
model, rather than prescribed surface conditions, as the surface boundary scheme is
believed to better reproduce elements such as the evaporative or condensation rates, the
likelihood of cloud formation and the stability of the air mass. It may in turn help better
simulate the local climate characteristics through more realistic feedback mechanisms. FIZC
takes advantage of the detailed archives of the second generation Canadian GCM (GCMii,
McFarlane et al. 1992). Indeed, this model uses the tendencies due to the ensemble effects
of the subgrid-scale physical processes as well as prognostic variables for prescribing the
contributions to the dynamical tendencies. It also uses the physical parameterizations of
GCMii. FIZC lateral boundary conditions could theoretically be provided by any RCMs or
GCMs, limitations come from the lack of an adequate data archival frequency in many of
these models. Since large-scale fields are saved only in the GCMii, FIZC is entirely
dependent on this model data availability. GCMii operates at a 2.75° resolution and provides
two thirty-year equilibrium climate, i.e., a “control climate” and a future “greenhouse-gas
climate”. Details on the future concentrations used for this study are discussed later on.



0.3.2 Emission scenarios

In order to investigate the evolution of the climate, models need to take into account key
factors that may alter the energy balance of the climate system. In 1990, the IPCC analysed
the evidence on the link between global warming (0.74°C+0.18°C from 1906 to 2005) and the
increase in anthropogenic long-lived greenhouse gases since preindustrial time (IPCC 1990).
While all anthropogenic GHG (CO,, CH,, N>O and halocarbons) emissions have increased,
carbon dioxide (CO,) emissions is dominant (77% in 2004). CO, concentrations have
increased from 288 in 1750 to 388 ppm in 2009 (Trans 2009). The representation of a
possible future climate is thus based on assumptions about both natural and anthropogenic
emissions of GHGs in the atmosphere as well as on the current understanding of the effects
of increasing GHG and other pollutants on the atmosphere. The quantification of these
emissions includes large uncertainties that depend on factors such as technologic
development, economic activity, population growth, social criteria, policy choices, etc. Since
the 90’s, emission scenarios of GHGs in the 21% century have been designed. The most
recent have been published in the IPCC Special Report on Emissions Scenario (SRES,
Nakicenovic 2000). This has served as a reference to evaluate climatic and environmental
impacts, assess mitigation and adaptation strategies for future GHG emissions, and
negotiate possible agreements for the reduction of GHG emissions.

The SRES report proposes narrative storylines (or scenario families) for future development
in social, economic, technological and policy dimensions, combined with associated
quantitative values of GHG emissions. These scenarios do not assume explicit climate policy
interventions. Based on specific quantification of driving forces (population, economy,
technology, energy, land use), 40 emission scenarios were produced. Each belonged to one
of the four scenario families (A1, A2, B1, B2). In order to reduce the number of scenarios, 6
marker scenarios (1 for each of the A2, B1 and B2, and 3 for A1) were selected and
translated into CO, concentrations (Fig. 0.2). However, for the climate-water issue, as shown
in this study simulating the evolution of the thermal structure of Lake Geneva, it is standard
practise to focus on just one scenario (Hingray et al. 2007).
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Figure 0.2. IPCC emissions scenario for carbon dioxide (GWA 2007).

Therefore, Chapter 2 uses IPCC A2 scenario changes in atmospheric properties for the
period 2071-2100 compared to the reference period (1961-1990), which results from a
gradual increase in atmospheric content of CO, and other greenhouse gases. The SRES A2
scenario projects an increase in CO, concentrations of about 800 ppm by 2100, i.e. 3 times
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the preindustrial values as a result of an increasing global population and the development of
regionally oriented economic growth, which is, however, slower than in other scenarios.
Compared to most of the other scenarios, the A2 scenario provides an estimate of the upper
boundary of climate futures discussed by the IPCC (2001) and thus drives one of the
stronger responses of the climate system to greenhouse-gas increases.

The 2-way coupling experiment in Chapter 4 use results from a climate as it is likely to be at
the time of a doubling of CO, compared to those achieved in a control “1 x CO,” climate. This
scenario is more of a medium range scenario since a doubling in CO, concentrations (660
ppm) corresponds to the value expected in the middle of 21" century in the A2 scenario and
approximately to that of the SRES B2 scenario by 2100. In the B2 scenario, lower increase in
CO, concentrations are expected due to a lower population growth, intermediate levels of
economic development and less rapid and more diverse technological changes.

0.3.3 Evolution of European climate over the 20" and 21th Century

In order to more effectively measure the climatic impact of an increase in GHGs and to
assess their threat to the aquatic environment, an overview of the climate’s evolution in
Europe and in Switzerland is presented. Over the last century, major trends in climatic
changes were initially described in relation to observation. Later in the 21% century, as
defined in emissions scenarios, these changes were characterized by the evolution of GHGs.

0.3.3.1 Climate change over the 20" century

The European climate has experienced more severe warming over the 20™ century than the
global mean, with an increase in surface air temperature reaching 0.90°C (Jones and
Moberg 2003). Annual precipitation trends also changed, but precipitation patterns show a
more contrasting picture between the north and south of the continent. Land surface
experienced increased precipitation (10 to 40%) from mid- to high latitude, but reduced
precipitation in southern areas (up to 20%) (Voigt et al. 2005). Over the last century,
Switzerland has also transitioned towards warmer conditions. An increase in mean air
temperature of more than 1°C was recorded, with significant variations between the northern
(+1.3°C and +1.6°C in the western and eastern part respectively) and the southern Alps
(+1°C, OcCC 2002). On a seasonal basis, the strongest changes have been in the increase
in winter nocturnal minima of temperature at high altitude and the diurnal temperature in
summer at low altitude (Jungo and Beniston 2001). Due to its central location in Europe, a
clear trend in annual average precipitation has not been detected in Switzerland. If inter-
annual variations are strong, the average amount of precipitation of the previous years is
similar to that of the reference period (1961-1990, OcCC 2008). However, some changes in
seasonal and regional precipitation have been observed. In eastern and western
Switzerland, mean winter precipitation has increased by 10 to 20 % (Schmidli et al. 2002).
Changes in precipitation regimes are also observed so that mean precipitation intensity has
increased in northern and western Switzerland, as well as throughout much of the Alpine
zone in autumn and winter (Schmidli and Frei 2005; Frei et al. 2006).

0.3.3.2 Climate change over the 21" century

Over the past few years, a large number and variety of simulations have been undertaken to
provide information on global and regional climate change. By combining global and regional
climate models, climate evolution over a specific area can be assessed. Based on a range of
scenarios and models, changes are qualitatively consistent among models, while variations
in the magnitude and geographical divergences may appear (Christensen et al. 2007). The
climate model results available in the last assessment report on climate change agree that
the mean trend observed in Europe over the 20" Century will continue in the following
decades despite political and economic decisions (Alcamo et al. 2007). A surface mean air
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temperature increase of 1 to 5.5°C is projected over the whole continent. The largest
changes will occur in summer in the southern and central regions and in winter in the
northern regions. Patterns of precipitation change are more spatially and seasonally-
dependant. It is projected that the quantity of annual precipitation will increase in the North,
decrease in the South and both increase in winter and decrease in summer in central
Europe. In some areas of southern and central Europe, summer precipitation may even
decrease up to 70% according to scenario A2, (Raisénen et al. 2004) and cause summer
droughts to be more frequent. The presence of the Alps plays a large role in Switzerland’s
climate and may contribute to major differences in terms of a changing climate (OcCC 2008).
By the middle of the 21" century, temperature may rise by 2°C in the winter and up to 2.5°C
in the summer (OcCC 2008). Projections in seasonal precipitation change confirm the
observed trend over the 20™ century, with an increase by as much as 8% in winter and a
decrease of at least 15% in summer. Subsequently, changes by the year 2100 will to a large
extent depend on the factors determining the evolution of GHGs. Compared with the period
from 1960 to 1990, annual temperatures will continue to rise, with summer increases
reaching between 3.5°C and 7°C (OcCC 2008). If mean summer temperature increase
exceeds 4.5°C, it is likely that one summer out of two be warmer than the summer of 2003
(Schar et al. 2004). An increase in the mean winter precipitation is expected, with rain
instead of snow at higher elevations. On the contrary, the mean summer precipitations are
estimated to decrease by up to a maximum of 30%. While summer heat waves and droughts
could be more frequent, the increasing mean temperature in winter may reduce the risk of
extreme cold events (Christensen et al. 2007). While climate uncertainties suggest a wide
range of possible changes, there is evidence that Switzerland will continue moving closer to
a Mediterranean-type climate (Marinucci et al. 1995; Rotach et al. 1999).
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Simulation of multi-annual thermal profiles in deep Lake
Geneva: a comparison of one-dimensional lake models
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Abstract

This study reports on the ability of four one-dimensional lake models to simulate the water
temperature profiles of Lake Geneva, the largest water body in Western Europe, over a 10-
year period from 1996 to 2005, using lake models driven by a common atmospheric forcing.
These lake models have already demonstrated their capability of reproducing the
temperature distribution in smaller lakes and include one eddy-diffusive lake model, the
Hostetler model; a Lagrangian model, the one-dimensional Dynamic Reservoir Simulation
Model ‘DYRESM’; a k-¢ turbulence model, ‘SIMSTRAT’; and, one based on the concept of
self-similarity (assumed shape) of the temperature-depth curve, the Freshwater Lake model
‘FLake’. Only DYRESM and SIMSTRAT reproduce the variability of the water temperature
profiles and seasonal thermocline satisfactorily. In layers where thermocline variability is
greatest, the temperature root mean square error is < 2°C and 3°C (at the time of highest
stratification) for these models, respectively. It is possible to apply certain one-dimensional
lake models that simulate the behavior of temperature to investigate the potential future
warming of the water column in Lake Geneva. Importantly, the metalimnion boundary is
successfully modeled, which represents an encouraging step towards demonstrating the
feasibility of coupling biogeochemical modules, such as, for example, a phytoplanktonic
model, to assess the possible biological responses within lakes to climate change.

Published in: Limnol. Oceanogr., 54(5), 2009, 1574-1594
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1.1 Introduction

While peri-alpine lakes are generally renowned for their scenery, they also feature extensive
biodiversity, support commercial fishing activities and are reservoirs of drinking water for
thousands of inhabitants. In Switzerland, around 20% of domestic water supply comes from
lakes (SVGW 2008). It is thus essential that the quality of these freshwater bodies be
preserved. Many of the Swiss lakes were declared polluted following their eutrophication in
the early 1950s (e.g., Lake Geneva shared by France and Switzerland, Lake Constance
shared by Germany and Switzerland, the Swiss Lakes Neuchéatel, Biel and Zug), and political
efforts were undertaken over the following decades in order to decrease their phosphorus or
nitrate loads (SAEFL 1994).

Since nutrient concentrations have decreased to values associated with an improved trophic
status, these lakes now face changes associated with present and future climate. Some of
the reported thermal effects of global warming include earlier onset of stratification, less
frequent complete winter overturning in large lakes, stronger thermal gradients in the
thermocline, shallower depths of the thermocline and an overall warming of the entire water
column (King et al. 1997; McCormick and Fahnenstiel 1999; Peeters et al. 2002). Climate-
induced changes of lake water temperatures, dynamics and the intensity of stratification
disturb the functioning of aquatic ecosystems (Gerten and Adrian 2000; Anneville et al. 2002;
Straile et al. 2003). In some cases, they also promote the development of toxic
cyanobacteria (Johnk et al. 2008; Shatwell et al. 2008) and delay the recovery of lakes
following eutrophication (Anneville et al. 2002; 2004). Under such conditions, the presence of
such toxic algae in the aquatic ecosystems of a number of peri-alpine lakes [e.g., Planktotrix
rubescens in Lake Geneva, Lake Bourget (Jacquet et al. 2005), Lake Zirich (Walsby and
Schanz 2002), and Lake Pusiano (Legnani et al. 2005)], indicates that this problem should
be investigated further. Predictions of the thermal evolution of lakes will help to assess
changes in frequencies of toxic blooms that are likely to occur in some particular lakes.

Numerical investigations of the thermal evolution of a few peri-alpine lakes in a warmer
climate, such as the Lakes Constance and Zlrich, have been reported in the literature,
indicating significant changes in the long term (Peeters et al. 2002; 2007). However, Lake
Geneva has never fully been studied in order to address this particular problem.
Consequently, the main objective of this study is to simulate multi-annual cycles of
temperature profiles at a deep lacustrine station in Lake Geneva using one-dimensional (also
referred to as single-column) numerical models.

The assumption behind the use of one-dimensional lake models is that vertical gradients of
temperature and salinity are significantly larger than the horizontal ones. This assumption is
valid if density stratification is present, external forces resulting from wind stress are weak,
in- and outflows are not very significant and other processes that may also generate
horizontal gradients are negligible. The atmospheric variables driving the lake models are
provided by the nearest onshore stations, and lake data used to validate the model
simulations are limited by the poor temporal resolution of the water temperature soundings.
Nevertheless, in this study, the underlying hypothesis regarding the application of one-
dimensional models will be, to a large extent, verified if at least one model realistically
reproduces seasonal temperature profiles when: 1) the original model formulation and
parameterization do not need to be substantially modified for this particular lake; 2) the
driving atmospheric variables do not include any significant ad hoc scaling factors other than
the values found in the literature (e.g., the wind multiplication factor, Hornung 2002); and 3)
there are no calibration parameters other than the ones found in the literature.

This study thus aims at evaluating the ability of one-dimensional numerical models, driven by
common atmospheric observations, to reproduce thermal characteristics of the deep
segment of Lake Geneva in a realistic manner. The choice of the models was undertaken
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using three main criteria. The models have 1) to use different approaches in order to cover a
wide range of possible hydrodynamic formulations, parameterizations, and numerical
schemes, 2) to be widely used, and 3) have shown skill in simulating thermal profiles. The
four models tested include one eddy-diffusive lake model, the Hostetler model (hereinafter
referred to as ‘HLM’); a Lagrangian model, the one-dimensional Dynamic Reservoir
Simulation Model ‘DYRESM’; a k-¢ turbulence model, ‘SIMSTRAT’; and one based on the
concept of self-similarity (assumed shape) of the temperature-depth curve, the Freshwater
Lake model ‘FLake’. These models will be briefly described later. Three of them have already
been tested on large lakes, yielding satisfactory results (Hostetler and Bartlein 1990; Boyce
et al. 1993; Peeters et al. 2002).

In a first phase, calibrations pertaining to each model parameter and adjustments related to
the location of the offshore station were carried out on data from three separate years (test
samples) before being applied to the ten-year period under investigation. The comparison
assesses monthly temperature profiles averaged over a number of levels in the mixed layer,
in the metalimnion and in the hypolimnion, respectively. It then evaluates the metalimnion’s
thickness and the strength of the summer stratification.

This paper first gives a description of the experimental study site in terms of available lake
and atmospheric data, and a short description of the model formulations and calibrations. It
also defines the common atmospheric data driving the numerical models, as well the
experimental design. Then, a validation of each model on the basis of available high-
resolution vertical temperature soundings is presented, and finally results of the model
comparison on the basis of their abilities to simulate the evolution of the monthly thermal
characteristics of Lake Geneva are shown.

1.2 Methods

1.2.1 Study site

Bordered by the Alps to the South and the Jura mountains to the North, Lake Geneva is
located at 46°26' latitude north, and 6°33' longitude east (mean geographic position). It is a
fresh water body with a surface area of 580 km? shared by Switzerland and France, with a
maximum length of 73 km and a maximum width of 14 km. It can be divided into 2 parts, the
‘Grand Lac’, on the eastern side and the ‘Petit Lac’ to the West, in its small and narrow
section. The former, with a maximum depth of 309 m, represents more than 96% of the total
water volume. As Lake Geneva remains stratified most of the year and surface waters do not
freeze in the main body, it is considered a warm, monomictic lake, although complete winter
mixing occurs very rarely in the Grand Lac. The last complete overturns took place
consecutively in the winters of 2004-2005, and 2005-2006, 20 yr after the previous
overturning (Lazzarotto et al. 2006; Lazzarotto and Rapin 2007). However, the shallower
Petit Lac (max depth 76 m) mixes every winter.

The French National Institute for Agricultural Research (INRA) collects bi-monthly samples of
thermal and bio-chemical properties of water such as temperature, conductivity, and oxygen
at a deepest point of the lake (Database INRA of Thonon-Les-Bains, Data CIPEL) within the
framework of a monitoring program coordinated by the International Commission for the
Protection of Lake Geneva (CIPEL). This station, called SHL2, is located more or less in the
middle of the Grand Lac (Fig. 1.1). Discrete measurements vary slightly within the time
period of this study, but are presently recorded at 0, 2.5, 5, 7.5, 10, 15, 20, 25, 30, 35,
50,100, 150, 200, 250, 275, 290, 300, 305, and 309 m depths. Additionally, high-resolution
vertical temperatures soundings (Az= 1 m) are available for the purpose of this study. They
are measured from the surface down to the bottom of the lake by a multiparameter probe ME
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(Standart-ECO-Probe Version 1) up to 2001 and then a conductivity temperature depth
(CTD) 90 multiparameter probe (Sea-Sun Tech).
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Figure 1.1. Map of Lake Geneva (longitude and latitude) with locations of the
meteorological stations (black dots) and grid points of the COSMO model (black
squares). The position of SHL2 (black triangle) and of a mast 100 m offshore (white
squares) are indicated.

Penetration of solar radiation in the water column is closely correlated to water transparency.
As no depth-dependent light extinction coefficient, K., measurements exist, bi-monthly values
are deduced on the basis of the secchi disk depth (Zsp) and interpolated through time in
order to cover the period simulated by the lake models. K, is then calculated through the
Beer-Lambert model with light intensity at depth z corresponding to euphotic depth (1% of
surface light intensity). Euphotic depth is estimated to 2.5 times the secchi disk depth
(Capblancq 1995).

Density stratification of Lake Geneva depends mainly on the vertical water temperature
gradients and to a very minor extent on salinity (here defined with the ‘practical salinity
scale’, S), as well as on the suspended particles (Umlauf and Lemmin 2005). Even though
the effects of these two last are negligible, they have been taken into account in the
computation of the water density, p,. In each model, p, depends on water temperature, T,
S, and depth induced pressure. Water conductivity, which is proportional to the concentration
of dissolved ions, is currently used to derive S. In Lake Geneva, conductivity (normalized at
25°C), ko5, is measured. Composition of seawater and lake water is different and therefore
the formula of practical salinity scale (UNESCO 1981; PSS78), which is based on salt water
to retrieve salinity from conductivity, cannot be applied. A method has been used that
reproduces local density conditions, without changing the density parameterization in each
model. The density of Swiss lakes [defined by D. Imboden and R. Kifter (unpubl.) according
to their ionic composition, as per the second term in Eq. 1] has thus been individually
equalized with the density equation of each model

pW(TW,S) = pw(Tw)(1+:Bk Kzo)- (1)

Ky is then converted into ‘density equivalent’ salinity by a linear regression of T, [0 - 20°C]

on S [0 - 0.5] as per the approach described by Wiest et al. (1996). This approximate fresh
water density equation based on the dominance of ions in Swiss lakes and rivers, namely
calcium and bicarbonate, is given through xx and By, the specific expansion coefficient for ixg
through Ca(HCO;).. xs5 has been changed into &3 by the empiric formula described in Bihrer
and Ambdihl (1975):
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Ky - K (172118 —0.0541369 T +1.14842x107° T* —1.222651x107° T°) (2)

with & the conductivity at temperature T.

1.2.2 Model descriptions

Among the range of one-dimensional lake models developed to simulate the evolution of the
water temperature profiles, two kinds of models may be distinguished, i.e., eddy-diffusion
and turbulence-based models. They have all been shown to realistically reproduce multiple
aspects of the lake thermal profiles. Therefore, the choice of a specific model depends more
on the exact questions to be addressed in the particular study. Eddy-diffusion models
simulate the vertical transport of heat in the water using a mixing parameterization based on
an eddy-diffusion approach (Orlob and Selna 1970; Henderson-Sellers et al. 1983).
Turbulence-based models compute the production and available amount of turbulent kinetic
energy, parameterize the vertical transport by eddies (Kraus and Turner 1967; Imberger et
al. 1978; Burchard and Baumert 1995), and consider the dissipation of energy.

The models selected for the purpose of this project include an eddy-diffusion model based on
a diffusion coefficient, HLM (Hostetler 1987; Hostetler and Bartlein 1990); an updated version
of the DYRESM Lagrangian model developed by Imberger et al. (1978); an extended version
of the k-& turbulence model, SIMSTRAT (Goudsmit 2002); and, a two-layer self-similarity
based bulk model, FLake (Mironov 2008). Technical details, calibration, parameter
optimization, and other simulation characteristics referring to these models are summarised
in Table 1.1. In addition, governing equations of these models are summaries in Appendix
1.1-1.4.

Numerical schemes have grown in complexity, since earlier one-dimensional lake models
considered molecular diffusion of heat as the only means of downward transport outside the
epilimnion (Dake and Harleman 1969). Parameterizations of vertical mixing have also
progressively improved so that the effects of winds upon surface layers as well as in the
meta-hypolimnion through seiching are an option for two of these models.

The HLM uses the parameterization of Henderson-Sellers (1985) as an approximation to the
eddy-diffusion coefficient. This equation is highly dependent on the surface friction velocity,
u-, obtained from the surface wind speed, v, and the aerodynamic drag coefficient, c¢p, and
the ratio between the strength of the stratification and the shear stress, provided by the
depth-dependent Richardson number (Appendix 1.1). In this model, the heat diffusion is
responsible for the evolution of the thermal profiles. Density instabilities are solved by mixing
of the unstable layers.

The Dynamic Reservoir Simulation Model (DYRESM) is a one-dimensional turbulence-model
using a Lagrangian approach developed by the Centre for Water Research (CWR),
University of Western Australia. It is designed to simulate the distribution of heat and salinity
in the water column of lakes and reservoirs. The first version has been described in detail by
Imberger et al. (1978), Imberger and Patterson (1981), and has been improved more recently
by Yeates and Imberger (2003). The public-domain version DYRESM V4.0.0-b2 is used in
this study. DYRESM is structured in layers of uniform properties but of variable thickness that
need to be defined by the user. Layer mixing occurs when the turbulent kinetic energy (TKE),
which is stored in the topmost layers and produced by convective overturn, wind stirring and
shear, exceeds a potential energy threshold (Appendix 1.2). Moreover, DYRESM accounts
for diffusion created by basin-scale internal waves. It uses the lake number, Ly, to evaluate
the amplitude of the internal wave and to parameterize the turbulence created by the
damping of the motion of seiches on the bottom boundary and the shear mixing in the interior
of the lake.
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Table 1.1. Model name, type, calibration, characteristics, and reference.

Calibration
and parameter
Model Type optimization Simulation characteristics  Other characteristics Reference
HLMS energy balance with no calibration timestep=1h Inflow and outflow : setto 0 Hostetler and Bartlein
eddy diffusivity and Viake = fct (V¥) archival frequency = 1 d' Variable K; 1990
convective mixing Co = Com = Cp (Viake)” layer depth =1 m
DYRESM process-based, vertical Vi = fct (V) timestep=1h Lagrangian layer scheme Yeates and Imberger
mixing as an extension  Cp=0.0018 archival frequency = 1 d”  include seiches 2003
of the Kraus—Turner VMC = 700 layer depth = variable (0.5 parametrization Kraus and Turner
deepening law (Kraus -3m) inflow and outflow : setto 0 1967
and Turner 1967). Constant K,
SIMSTRAT turbulent kinetic energy  Vigke = fct (V) timestep = 10 min include seiches Goudsmit et al. 2002
production and Cob = Cp (Viake) archival frequency = 1d”"  parametrization
dissipation Ctyeicne = 0.012 layer depth = 0.75 m inflow and outflow : set to 0
diffusive mixing g=0.9 Variable K,
FLake bulk heat and kinetic no calibration timestep=1h self-similarity (assumed shape) Mironov 2008

energy budgets

virtual bottom at 60 m
if deeper than 60 m
CD = CDM+

archival frequency = 1 d”
layer depth = variable

(2 layers: mixing layer and
thermocline)

of the temperature-depth curve
no hypolimnion

no inflow and outflow

slab model (no bathymetry)
active sediments (optional)
Variable K;

§ Hostetler Lake model
* v represents the hourly wind speed recorded at a land station, viake the corresponding over the lake surface at SHL2.
+ formulation used for momentum drag only



The third model, SIMSTRAT, the buoyancy-extended k-& model (Rodi 1984; Burchard et al.
1998), has been updated to include the effects of internal seiches on the production of TKE.
Turbulent mixing is solved by the two dependent equations of production and dissipation of
TKE (Appendix 1.3). The source of TKE is generated by shear stress from the wind and
buoyancy production in case of unstable stratification. Seiching developed under the action
of the wind increases TKE in the interior of the lake due to loss of seiche energy by friction at
the bottom.

The fourth model, ‘Freshwater Lake model’ or FLake is based on the concept of the self-
similarity of the thermocline structure, drawn from numerous observations of oceanic mixing
layer dynamics (Kitaigorodskii and Miropolsky 1970). A two-layer structure is assumed,
consisting of a mixing layer with constant temperature and of a thermocline, extending
between the mixing layer and the lake bottom. The water temperature shape in the
thermocline is parameterized by a fourth-order polynomial function of the depth that depends
on a shape coefficient Cr (Appendix 1.4). The mixed-layer temperature, the bottom-water
temperature, the mixed-layer depth, and the shape coefficient C; determine the water
temperature profile. The same concept of parametric shape functions is applied to other
elements of lake systems: sediment layer, ice and snow layers, with linear shape functions
for ice and snow. The model calculates the temporal evolution of an ensemble of lake
structure parameters that balance thermal fluxes on internal and external boundaries. The
mixed-layer depth dynamics include convective entrainment, wind-driven mixing and
volumetric solar radiation absorption. The two-layer water thermal structure used in FLake
precludes its application to deep lakes, since the hypolimnion is usually present between the
thermocline and the lake bottom. To avoid this limiting factor, a virtual bottom is usually
placed at 60 m, whenever the lake depth exceeds 60 m.

1.2.3 Meteorological data

Lake models need to take into account components of the energy budget as well as other
atmospheric variables and their evolution in time. The energy transfer that drives these
models is based on the surface energy budget computed as QS* + QL* - (Qe + Q) as well
as on the wind stress forcing. The energy budget involves net solar radiation
QS* = QS| - QST, taking into account incoming solar radiation, QS!, and reflected solar
radiation, QST; the net atmospheric infrared radiation QL* = QL| — QLT, considers QL|, the
infrared radiation emitted by the atmosphere down to the surface and, QL?, the infrared flux
emitted by the surface and, finally, the latent (Qg) and sensible heat (Qy) fluxes, respectively.
Positive values of the latter indicate heat extraction from the lake to the atmosphere. These
components are computed as common inputs to the lake models, but incident solar radiation,
QS|, is prescribed from observations.

The required meteorological variables are provided as hourly values of air temperature, T,
horizontal wind magnitude, v, relative humidity, hr, and cloud cover, C. Meteorological
records in the vicinity of the lake are supplied by the Automatic Network (ANETZ) of the
Federal Office of Meteorology and Climatology, Meteoswiss (Bantle 1989), and by a
MeteoFrance inland weather station nearby. Locations of the four land stations are indicated
in Fig. 1.1. Meteorological inputs used to drive the models are taken from the land station
Changins due to its central location and because its wind data are not perturbed by
surrounding land surface characteristics (Table 1.2). Surface air temperatures were adjusted
according to the station altitude differences compared to the water surface of the lake. In
order to remove the bias of inland wind speed recordings and to generate values over open
water at station SHL2, a correction factor has been implemented. It takes into account wind
outputs from a numerical weather forecast model, COSMO (Consortium for Small-scale
Modeling; Bettems 2002) provided by MeteoSwiss at three model grid points (GP1, GP2, and
GP3, respectively, as shown in Fig. 1.1).
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Table 1.2. Hourly meteorological value recorded at Changins over the 10-year period 1996-2005.

T (°C) v(ms™ hr (%) QS| Wm?  p(hPa)
Mean 10.6 2.3 73.2 142 966
Min -10.7 0 13.4 0 928
Max 36.3 17.8 100 1040 988

hr, relative humidity, QS|, incident solar radiation, p, surface pressure

A common parameterization based on the bulk transfer method has been employed for the
surface sensible and latent heat fluxes. The scheme uses the atmospheric vapor pressure e,
(hPa), computed on the basis of hr (%) and on the saturation vapor pressure e, (hPa)
function of the surface air temperature. Hostetler and Bartlein (1990) propose to use the
Richards’ equation (1971) to compute e,, as follows:

eo = 1013.25 e(l3.3185tK —~1.9761% — 064451 —0.12997¢ ) 3)

where

= 1| 3735 "
T, +273

Infrared radiation flux density emitted by the water surface is approximated by the Stefan
Boltzmann law with water emissivity set to 0.97 in all models (Henderson-Sellers 1986).
Downward atmospheric infrared radiation to the water surface is given by standard
formulation based on g, effective atmospheric emissivity. A wide range of formulations to
calculate & have been compared and presented in detail in Henderson-Sellers (1986). The
formulation for &, that depends on the cloud cover fraction, C, is proposed by Hostetler and
Bartlein (1990), as follows:

£a = 084-(0.1-9.973x107%¢, ) (1- C)+3.491x10 % ¢, 1-C204 (5a)

€4 0.87 —(0.175-29.93x10C ¢, ) (1- C) +2.693x1075¢,  :1-C<0.4 (5b)

The cloud cover fraction is taken as the mean value between two station observations,
Geneva and Aigle, that is located east of the lake.

The albedo, ¢, that is used to compute the solar flux reflected at the surface accounts for the
solar zenith angle and the solar declination angle (Bonan 1996):

a = 0.05(u+0.15)" (6)

with x, the cosine of the local solar zenith angle.
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1.3 Experimental setup

The four models are run in a ‘stand-alone’ mode over the lake station SHL2 where a
common set of atmospheric driving variables are prescribed for a ten-year period on an
hourly basis. In order to compare simulated lake profiles, observed or derived values of T,
QS|, QL|, v, and e, for the period 1996-2005 are used as input variables for the models,
also on an hourly basis. A common module then explicitly computes QS?1, QL?T, Qg, and Q4
at each time step. The transfer of energy from wind to water has been standardized using the
friction velocity u-, defined in Appendix 1.1 — 1.4. The only difference regarding input
variables concerns the light extinction coefficient. The user’s interface of DYRESM does not
allow modifying the value which is then set to the annual average. The morphometry is
common to all models and consists of height-area values characteristic of the water body as
illustrated in Fig. 1.1.

Due to the low frequency of complete turnover in Lake Geneva, an initial homogenized
temperature and salinity profile cannot be used as it would create shifts that cannot easily be
recovered during the following seasons. The previously described vertical profiles of water
temperature and salinity conducted at SHL2 were used to initialize the conditions prevailing
in the lake at the beginning of simulations. Each yearly simulation runs from the last
sounding of the previous year to 31 December of the following year. Each model has its own
time-marching scheme and time-step interval. Water temperature profiles were archived daily
at the exact same time to facilitate comparison.

1.3.1 Model calibrations and wind-speed adjustment

The calibration phase initially focuses on specific model parameters that cannot be inferred
from measurements (Table 1.1). Since buoys do not record meteorological variables at the
center of the lake, it remains difficult to assess the specific influence that each driving
variable produces. Therefore, no calibration procedure is undertaken on those components
as the error is detrimental to all models. However, since surface roughness may be
considerably different over land than it is over water, a correction to the hourly wind-speed
values is allowed. Additionally, a drag coefficient is adjusted since there are large
uncertainties in the roughness height over the water surface.

The calibration considers a sample of three disconnected years, namely 1996, 2000, and
2004. For calibration, simulated data (Tsim,) are compared to bimonthly observed
temperature profile (Tobs,) over a number m of layers (/). Validation and model comparison
are made on the basis of observed and simulated water temperatures where the root mean
square of the errors (Timse), the mean error (Tye), the standard variation of the error ( Tggey)
and the improvement of the T.se by calibration, Imp.mse (%) are computed as follows:

error(,,1,) = Tsim, (t,1,) —Tobs, (1.1;) (7)

T = ‘ (error(ti,lj)) (8)
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where j=1,2,....,m; i=1,2,...,n; nis the number of days in which a sounding has been taken,
and Timse ref aNd Timse cal @re the Timse before and after calibration.

In order to characterize the thermal layers with some degree of accuracy, the water column
was partitioned into three groups of depths: GD1 (0 to 10 m), GD2 (15 to 35 m), and GDS3 (50
to 300 m). Model calibrations were performed through the optimization of values. The optimal
value of all specific parameters is determined through minimizing the three annual T e
compared to a reference value, i.e., before calibration.

The large surface area of Lake Geneva and the topography of its surroundings cause wind
speed and direction to be spatially heterogeneous with regard to the scale of the processes
that initiate them (Lemmin and D’Adamo 1996). A correction factor to observed values is
determined in order to remove the bias in the wind speed generated by the inland station as
a surrogate to SHL2 winds. Hourly data simulated by the COSMO model for 2004 serves to
establish this factor. Two linear regressions using wind speed at the closest land grid to
Changins (GP1) and on those at grid points near SHL2, GP2, and GP3 are determined. The
resulting average regression gives a linear relation for wind forcing v of the form for SHL2:

v o= 047+1.04v,, (12)

where viaq is the wind speed recorded inland at Changins.

The varying wave height that is a function of the aerodynamic drag coefficient, cp, is
optimized (Table 1.1). Momentum exchange from wind to water is parameterized by default
using a constant drag coefficient. As reported in Wiest and Lorke (2003), typical values of cp
as a function of wind speed vary from 0.0011 for 5 m s™ to 0.0021 for 25 m s™, the latter for
well-developed waves. Nevertheless, the state of wave saturation is generally never reached
in lakes where there is limited wind stress on the surface and short fetch. Studies have
demonstrated that surface roughness increases when young waves are growing (Geernaert
et al. 1987; Smith et al. 1992). Thus, ¢p can largely exceed values for open waters with a
long fetch. In Lake Geneva, Graf et al. (1984) have analyzed the drag with respect to wave
heights at a mast located 100 m offshore of station Buchillon (Fig. 1.1), a data set for wind
speed ranging from 7 to 17.5 m s™. Consequently, ¢, is greater over Lake Geneva than the
reference value. Thus, at 17.5ms™, ¢p is 0.0027. For wind speed below 3 ms™, Bradley et
al. (1991), Lin et al. (2002) have shown that ¢, increases unexpectedly with decreasing wind
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speeds. In order to consider the key role of ¢, in momentum transfer to the water and its
implications for the process of mixing, a non-constant value for ¢, has been used to consider
the increased values at extremes of both high and low wind speed. Simulations included an
empirical drag parameterization for low wind speeds (from 3 ms™, ¢, increases as wind
speed decreases, Wlest and Lorke 2003) as well as an extra one obtained during the Lake
Geneva campaign for higher wind speeds (Graf et al. 1984) and that correlates cp with the
increase of wind speed.

In HLM, changes in the value of the momentum drag coefficient ¢, can be undertaken only
through the parameterization of surface friction velocity. However this procedure does not
modify the T t0 any significant extent. Temperature profiles are slightly improved by
scaling the wind speed according to Eg. 12 in GD1 and GD2 (for both, improvement of 4%,
Fig. 1.2a).

DYRESM is considered as a calibration-free model, containing generic parameters that are
obtained by field measurement or lab experiments (Hornung 2002; Gal et al. 2003; Hamilton
and Schladow 1997). However, it is possible to calibrate the vertical mixing coefficient (VMC)
used in the formulation of vertical heat diffusion, in addition to layer thickness defined by the
user (Hornung 2002; Yeates and Imberger 2003; Tanentzap et al. 2007). While generic
values normally do not need any modification, parameters related to formulations of TKE in
the surface mixed layer (Appendix 1.2, e.g., shear production efficiency), have also been
varied with the values found in the literature (Gal et al. 2003; Yeates and Imberger 20083;
Tanentzap et al. 2007). The VMC is set to 200 by default, a value found empirically by
Yeates and Imberger (2003). Simulations were performed with VMC varying from 200 to
1500. In addition, the maximum layer thickness was set from 1 to 5 m. With a minimum layer
thickness set to 0.5 m (Hornung 2002), the smallest Tmse Were found for maximum thickness
of 3m and of 3.5 m (not shown). Then, a range of values for VMC and ¢, (since wind-
dependent ¢, cannot be implemented in this version of the model) are tested with and
without the wind correction factor. Increasing ¢cp and VMC decreases slightly the Timse in GD1
(improvement of 2%), and reduces it further in GD2 (improvement of 28%, Fig. 1.2b). When
the wind correction factor is added, the T, decrease significantly (25% in GD1 and 48% in
GD2). These results emphasize the lack of heat penetration before calibration and the need
to increase the intensity of the mixing process. In GD3, small values of Tins are also affected
by varying these three parameter values (improvement of 12% without wind correction and
33% with wind correction). Improvements of T..s in GD1 and GD2 are found with a doubling
of the shear production efficiency (0.8) and of the wind stirring (0.12). However, they remain
very low, below 5% and 10%, respectively, and do not concern each of the calibrated years.
Consequently, modifications in the parameter files are not justified. The sensitivity of the
model to variations of the constant light extinction coefficient was tested in order to assess
whether the constant imposed by DYRESM may affect the quality of the results. DYRESM
was run with various values of K, distributed around the annual average value (+ 50%).
Whereas a strong decrease of K, tends to reduce the error in GD1 and GD2, simulations with
higher K, do not improve the thermal profile. The maximum improvement (7% in GD1 and
21% in GD2) represents a 50% decrease of K, but is not representative of real conditions as
this is what is observed during the period of minimum turbidity and would imply no biological
effects on light penetration. For a more realistic decrease of K, (25%), in GD1 and GD2,
there is a gain of about 1%, but predicted temperatures are clearly less accurate in GD3.
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Figure 1.2. Mean of Timse (1996), Timse

6 (2000), and Tynee (2004) for GD1 (first group

" 5 a b of bars), GD2 (second group of bars), and
g 4 GDS3 (third group of bars) according to (a)
= 3 HLM, in black: no calibration, Vg, in dark
2 gray: v; (b) DYRESM, in black: no calibration,

1 VMC=200, cp =0.0013, Vian, in dark gray:

0 VMC=500, ¢p =0.0022, Vg, in light gray:
VMC=200, ¢, =0.0013, v, in white:

6 VMC=700, cp =0.0018, v; (c) SIMSTRAT, in

o D c d black: no calibration, dseicne=0.006, Cp
g 4 =0.0013, g=0.75, Viang, in dark gray: Gssicne
=3 =0.013, ¢p taken from Graf et al. (1984) and
2 Wiiest and Lorke (2003), g =0.9, Viang, in light

(1) gray: dssiche =0.006, cp =0.0013, g =0.75, v, in

GD1 GD2 GD3 GDI1 GD2 GD3 white: dgeiche =0.012, ¢p taken from Wiest
and Lorke (2003), g =0.9, v; and (d) FLake, in

dark: no calibration, Viang.

SIMSTRAT uses two parameters related to the seiche activity, aeiche @and q. The former
determines the fraction of energy transferred by the wind to the seiche motion and the latter
determines the vertical distribution of energy loss from the seiching motion (Goudsmit et al.
2002). The two cp parameterizations, described above, for both high and low wind speeds,
are implemented in the model code and tested both separately and jointly. Whether or not a
correction to wind speeds is applied, Timse are reduced at all depths with stronger oseiche (Fig.
1.2c). Using wind observations at the Changins station, the error is further reduced when
both ¢, parameterizations are included (improvement of 52% in GD1, 35% in GD2, and 8%
in GD3). However, when Eq. 12 is used, even smaller T, are found when only the low
wind-speed parametrization is employed for ¢y (improvement of 56% in GD1, 41% in GD2,
and 9% in GD3). In fact, when the cp parameterization for high wind speed minimizes the
Timse In GD2, the latter increases in GD1. Since slight shifts of the thermocline produce high
Timses it was decided to favour the cp parameterization for low wind speed. Higher wind
speeds compensate for the decrease of energy induced by lower values of ¢p (Fig. 1.2¢).

The FLake model does not require any particular calibration. The water surface roughness
length is calculated with respect to wind velocity, using the Charnock formula (Charnock
1955), where the Charnock parameter is obtained from the wind fetch, using an empirical
equation. The wind fetch used as the model input parameter is no longer required since a
common formulation for the momentum flux has been introduced into the models, and cp
becomes a parameter that can be adjusted if required. The high T, in GD1 and particularly
in GD2 (Fig. 1.2d) means that too much heat penetrates deeper layers and implies that
further mixing is not necessary.

1.3.2 Validation

The model comparison was carried out on a bimonthly basis of high resolution vertical
soundings over a 10-yr period from 1996 to 2005. Temperature profiles were reset at the
beginning of each annual run with the last lake sounding of the previous year. Hence, a bias
in the thermal profile produced one year does not affect the following year’s simulation. The
optimal parameter values were prescribed after minimizing Tmse in the calibration procedure.
Simulated temperatures profiles were analyzed in terms of time and depth averages (Figs.
1.3 — 1.6). The five depth classes are 1 - 5 m (Dy5), 5 - 10 m (Ds.10), 10 - 15 m (Ds¢.15), 15 -
50 m (Dis.50), and 50 - 100 m (Dsp.100). Depths below 100 m were not taken into account in
the validation as water temperatures did not vary significantly over an annual cycle. Surface
temperature is also an important variable that requires validation. The strength and the onset
of stratification are thermodynamic aspects of the lake that were considered in the model
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validation with respect to their essential role in biological processes, particularly for studying
species composition, abundance and distribution. In addition, these characteristics are
associated with the thickness of the metalimnion and serve to explain the temperature errors
that arise in the simulated profiles. The stability of the water column with respect to small
vertical displacements was deduced from the Brunt-Vaisala frequency N (s™') as follows:

N? = i(dﬂj (13)
P, \ dz

in which g is the acceleration due to gravity, z the depth and p, was calculated using the
UNESCO equation of state (UNESCO 1981), function of T,, S and hydrostatic pressure.
Here Siis fixed to 0.

A diagnostic index for the onset of thermal stratification (Jacquet et al. 2005) has been
reformulated for Lake Geneva. The maximum depth where a 1°C difference appears
between the 100 m and 2 m layer is used to diagnose the lowest bound of the metalimnion,
Mg, as well as the first occurrence of Mg to date the beginning of stratification for each
simulated years.
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Figure 1.3. HLM simulated water temperatures and observed temperatures averaged
over the intervals (a) 0-5m, (b) 5—-10m, (¢c) 10—-15m, (d) 15-50 m, and (e) 50 —
100 m from 01 January 1996 to 31 December 2005.
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1.4 Results

As stated previously, the different adjustable parameters and model configurations make a
simple comparison difficult. Due to the different parameter values and parameterization
schemes used for VMC, oxeicre; G, and cp, we will focus on the ability of the models to
reproduce the monthly-mean temperature profiles, the strength of the stratification and Mg
over a ten-year period. The T and Tne were used to evaluate the water temperature
differences between observed and simulated data (Fig. 1.7).

s : : : : ) 6

——HLM
f —&— DYRESM

T, (O
Trmse (O C)

T, €0
Trmse (o C)

T,.C0
Trmsc (O C)
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Figure 1.7. Monthly mean HLM, DYRESM, SIMSTRAT and FLake T, (left column)
and Tmee (right column) for depth intervals (aandf) 0-5m, (band g) 5—10 m, (c and

h) 10—15m, (d and i) 15—-50 m, and (e and j) 50 — 100 m from 01 January 1996 to
31 December 2005.

In Fig. 1.3 and those that follow, the observed water temperature soundings show strong
seasonal variations at station SHL2 and are characterized by a seasonal lag and reduced
amplitude with increasing depth. From Dys t0 Dsp.100, the lowest mean temperatures were
recorded in February-March lying between 6.0 and 6.5°C. The warmest mean temperature,
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21.3 and 18.9°C for the depth classes Dy5 and Ds 1o, respectively, were recorded in August.
In deep layers, the observed delay in the seasonal occurrence of maximum temperatures is
caused by the finite heat diffusion and thus generates the warmest temperatures in
September in Dio45 at 15.6°C and in October in Diss50 at 9.7°C. Below 50 m, seasonal
variation is less pronounced with a mean change of only +0.6°C in November. In summer,
when the thermocline is well established, AT,, between Dys and Dsg.1o0 is roughly 15°C, and
the strength of stratification, N?, reaches 2.7x10° s®. Onset of stratification, using the first
occurrence of Mg, usually takes place between 20 March and 20 April, on average; this
interval is based on the observed bimonthly high-resolution temperature profiles.

1.4.1 HLM

The HLM performs well in Dys (Fig. 1.3a) with monthly T..s. generally below 1°C except
during the months of May and June, November and December where higher values (1.5°C to
2°C) coincide with the stratification and destratification periods. This model’s annual mean
bias + standard deviation is 0.08 £ 1.25°C. In Dsqy, Timse €xceeds 2°C from May to
September with a maximum of 3.4°C in July, and in Djo.45 from May to December, with a
maximum of 5.7°C in September. These Tmse correspond to monthly Ty, respectively, of
-0.5+2.3°C to -1.38+3.05°C and of -1.40+1.42°C to -5.00 +2.77°C, thus indicating
systematic underestimation of the simulated temperatures over this ten-year period (Fig.
1.3b,c). This underestimation is the result of an HLM-simulated metalimnion that is thinner
than observed. In Fig. 1.8a, it is noticed that Mg values stands close to 20 m during the
whole period of stratification, whereas observations show that those limits should deepen
down to 50 m. Therefore, this model overestimates the maxima of N? (Fig. 1.9a), reducing
the heat diffusion in deeper layers (Fig. 1.3d). Any deep-water variations are then generated
only by winter turnover (Fig. 1.3e).

1.4.2 DYRESM

DYRESM effectively simulates surface layers water temperatures (Fig. 1.4a) and produces
small monthly T, from 0.5 to 1.7°C, in Dys, where monthly Ty, is positive. Annual T
during these ten years is 0.5 + 1.2°C. During the warm season, the values of Ty increase
at all depths and reach close to 3°C in Ds.1g and Dsq.15; this bias is due to overestimations of
temperature (Fig. 1.4b,c), with maxima of T in August of 2.00 £ 1.88°C and 1.84 £ 2.15°C,
respectively. On the contrary, in D;s.509, the maximum T.,s in October over 2°C, jointly with a
Tme Of -1.12 £ 1.84°C indicate that the model underestimates the temperatures; in this case,
the difference may be due to insufficient heat diffusion from above (Fig. 1.4 b-d), as
explained by the positive surface temperature bias. Even though increased mixing during
model calibration tends to reduce T, in the lower metalimnion (GD2), there is not sufficient
heat diffusion in the deeper layers after the onset of stratification. There is a correlation
between simulated and observed Mg in spring (Fig. 1.8b). Later in the season, the Mg
shows that the deepening rate of the thermocline is too low, even though the values of N are
simulated realistically (Fig. 1.9b). Below 50 m, where observations indicate a slight increase
of water temperature, simulated values do not exhibit any significant variation, with the
exception of a temperature adjustment that produces a rapid cooling following the yearly
initialization (Fig. 1.4e).

1.4.3 SIMSTRAT

In Dys, Trmse between 0.5 and 1.3°C indicate that temperatures are realistically simulated
(Fig. 1.5a). Small monthly T, indicate that no systematic bias exists, corresponding to an
annual T of -0.12 £ 1.02°C. As is the case with DYRESM, the same behaviour with depth is
simulated (Fig. 1.5 b-d), producing highest Timse during the warm season, but of smaller
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magnitude (Fig. 1.7g,h). Thus, T lie closer to 2°C in Ds.49 and in Djo.15. The maximum of
Timse is also reached in October at 1.5°C in Dis5. In terms of T, maxima are, respectively,
0.97 £2.15°Cin D5_10, 0.80 £2.07°C in D10_15 in June, and -0.44 + 1.53°C in D15_5o in October.
The monthly Tne in Dys.s0 is positive throughout most of the year, even in November and
December, which means that heat diffuses to sufficient depths (Fig. 1.5d). The negative bias
in autumn may be the result of insufficient deepenilrl/g of the thermocline at the beginning of
destratification. Also, as indicated by the values of N“ shown in Fig. 1.9c, the strength of the
stratification is well simulated over this ten-year period, and the deepening of Mg agrees with
observations (Fig. 1.8c), even during strong stratification periods. Seasonal variations of
water temperature in Dsq.190 are also well captured (Fig. 1.5e).

1.4.4 Flake

This model simulates water temperature profiles that produce high Timse (between 2 and 4°C)
very rapidly. During the water warming period, a maximum monthly 7., negative in Dys
(-2.67°C = 1.82°C in June) is predicted, whereas during the destratification period, maximum
monthly Tne in Dos (2.27 £0.75°C in November) and Ds.1o (2.46 £ 1.14°C in October) are
positive. This emphasizes a significant lag in the temporal evolution of the simulated
temperature (Fig. 1.6a,b). During the same periods (as shown in Fig. 1.6d), temperatures in
the deeper layers were overestimated (monthly T, between 0.42 +1.29°C and
2.56 £ 2.38°C in Dys5.50). This trend is the result of the formation of a thermocline too thick in
spring and which, instead of being steepest in the topmost layers, declines monotonically to
the bottom and prevents accurate development of the thermocline later in the year. Therefore
Mg develops at greater depth than observed (Fig. 1.8d), and the slope of the thermocline is
less abrupt, explaining the high T,nee through the profile and smaller values of N? (Fig. 1.9d).
Due to the virtual bottom of the lake set at 60 m, heat loss was enhanced during non-
stratified periods.

1.4.5 Additional assessments

The date of first occurrence of Mg (Or) was diagnosed each year for both the simulations
and observations. Due to the fact that temperature soundings have not been made with the
same frequency as those of the model water temperature archives, Oris diagnosed when the
thermocline is well established in the observed profiles. It is difficult to have accurate
estimates of Or because of the sparsity of the soundings (every 2 wk), since the thermocline
can develop any time between one sounding and the next. Nevertheless, it seems that Oy
simulated by DYRESM, SIMSTRAT and FLake is quite similar and appears either in one
sounding or in the time that elapsed between two soundings. In HLM, stratification always
appeared earlier than the other models, but however between the same two soundings, with
three exceptions.

Finally, for a set of 182 observed and simulated surface water temperatures (0.4 m), the
correlation coefficients are r> 0.98 for HLM, DYRESM, and SIMSTRAT and 0.91 for FLake.
Annual T, are -0.1 £1.1°C, 0.27 £1.14°C and -0.44 + 0.99°C for HLM, DYRESM, and
SIMSTRAT, respectively. Overall, FLake produces lower surface temperatures, with a T of
-0.84 £ 2.4°C.
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Figure 1.8. Temperature contour plots of (a) the interpolated observed data, and of
simulated data with (b) HLM, (c) DYRESM, (d) SIMSTRAT, and (e) FLake, from 01
January 1996 to 31 December 2005. The observed M g and the Mg of each model are
indicated in white from 01 May to 31 October of years 1996-2005

33



- simulation

e observation

T
|

0.008

0.006

N (59

0.004

0.002

0.008

0.006

N (s

0.004

0.002

0.008

0.006

N (s

0.004

0.002

0.008 - B
d .
_0.006 F . .
a3 . .
2 .
L 0.004 F . % i
Z ° o ° b o -
° ° ° °®® o °®
. L4 LY
0.002 *°* % ° . °. .‘% L Y °® .‘0:' o: *e : b
.

1996 1997 1998 1999 2000 2001 2002 2003 2004 2005
Year

Figure 1.9. Index of stratification A¥ from 01 January 1996 to 31 December 2005 for
the observed data and for data simulated with (a) HLM, (b) DYRESM, (c) SIMSTRAT,
and (d) FLake.
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1.5 Discussion

The main goal of this study was to evaluate the suitability of one-dimensional lake models to
reproduce the evolution of water temperature profiles in the deep peri-alpine Lake Geneva.
Despite controversy regarding the application of one-dimensional models to large and deep
lakes, particularly because atmospheric conditions are heterogeneous over extensive water
surface areas, and because horizontal advection is neglected in the lake and seiching motion
is parameterized in a rather rudimentary way, we have nevertheless shown that some
models, after slight calibration and with no significant changes to model formulations, are
able to predict seasonal evolution of water temperature profiles with reasonable accuracy.

It has already been shown that for shallower lakes [e.g., Pyramid Lake (100 m), Yellowstone
Lake (98 m), and Sparkling Lake (20 m) in the United States], HLM and FLake accurately
predicted temperature profiles (Hostetler and Bartlein 1990; Hostetler and Giorgi 1995; A.
Martynov unpubl.). However, at Lake Geneva’s deep station (SHL2), it appears that HLM
and FlLake limitations have been reached in terms of simulating thickness and seasonal
deepening of the thermocline. Consequently their temperature profiles are not well
reproduced. On the one hand, the FLake model tends to generate too strong a mixing and
the HLM simulates too weak a mixing that consequently affects the timing and position of the
thermocline. As both momentum and heat are similarly exchanged at the air-lake interface,
the discrepancies in the intensity of the mixing are probably due to internal structure and
processes involved in each model. The onset of stratification, earlier in HLM than in the other
models, is related to a thermocline that hardly deepens and with a largely underestimated
Mis. Once the threshold of maximum increase of eddy-diffusion coefficient is reached, the
values then level off with increasing wind speed. After inaccurate reproduction of the mixed-
layer depth with a similar eddy diffusion model, McCormick and Meadows (1988) had already
identify such a problem. It appears that the seiche parameterization is a missing fundamental
process that should increase the actual value of eddy-diffusion coefficients in highly stratified
layers and improve the prediction of heat penetration in deeper layers. In order to explain the
disagreements between observations and FlLake simulations, one should remember that
physical processes, such as heat diffusion, are not explicitly evoked in this model; instead
they are based on self-similarity concepts of the temperature-depth curve. However, the
virtual bottom of the FLake model may be the primary source of error and a limiting factor for
application to lakes where the annual variability is still important at 60 m depth. The model
simulates excessive cooling in winter as heat lost is concentrated in a reduced volume that
enables complete overturn. A good representation of the profiles during the cold period is
essential as those produced before stratification determine the future evolution of the
thermocline. Furthermore, the observed thermocline in spring often develops close to the
surface with a steeper slope in shallow water. Such a curve cannot be reproduced in FLake
since the thermocline is located between the lower limit of the mixed layer and the bottom of
the lake. This definition of the thermocline may, on such occasions, be detrimental to
development of future temperature profiles. On the other hand, the surface temperature
predictions of HLM, with an annual T, of the order of -0.1 £1.1°C and in Dys of
0.08 = 1.25°C, are remarkable.

This model intercomparison shows that DYRESM and SIMSTRAT are capable of
reproducing multiple aspects of the evolution of water temperature profiles at station SHL2.
The best agreement between predicted and observed data is at the surface and in Dy.s.
Accurate results are also found in layers between 5 and 50 m, with slightly better agreement
for SIMSTRAT. The main challenge for the models lies in the Ds.iq and the D;jq45 layers in
order to correctly simulate the location and the slope of the seasonal thermocline. Even
minor disagreements in the deepening of the thermocline in summer may generate large
Timse- Compared to HLM and FLake, both DYRESM and SIMSTRAT have the advantage of
parameterizing certain three-dimensional processes such as seiching effects on mixing, and
may explain the accurate prediction of the simulated profiles. Nevertheless, due to intrinsic
inability of one-dimensional models to reproduce physically all processes in lakes,

35



displacements of the thermocline during such seiching events are not accurately resolved.
Soundings taken during or soon after those events may increase the temperature variability,
thereby affecting Timse. Due to the poor temporal resolution of the water temperature
soundings, pronounced thermocline displacements are, however, rarely observed, and
systematic offsets cannot be identified. However, while T..s of both the DYRESM and
SIMSTRAT models reproduced similar temperature profiles from quasi vertical isothermal
conditions until the beginning of summer, SIMSTRAT performed better (Fig. 1.7 g-i) during
the period of strongest stratification (< 2°C for SIMSTRAT, < 3°C for DYRESM in Dso and
Di.15).

Overestimation of temperature in Ds.45 and its underestimation below as well as the lack of
seasonal variability of the Mg simulated by DYRESM indicate insufficient heat below the
thermocline. Similar hypolimnion temperature predictions were simulated in a number of
lakes with a combination of hypotheses to explain those differences, primarily ensuing from
field data or model structure (Romero and Melack 1996; Rutherford et al. 1996; Copetti et al.
2006). As also shown in Tanentzap et al. (2007), the calibration does not enable one to
identify a particular mixing parameter that would systematically reduce the error. The
enhanced surface mixed-layer algorithm and the new deep-mixing algorithms implemented in
DYRESM improved predictions of the thermal structure of various lakes (Yeates and
Imberger 2003). Additionally, the new version has reduced disagreement between observed
and simulated data in the hypolimnia of some of those lakes (Gal et al. 2003; Yeates and
Imberger 2003). However, the underestimated variability of temperatures exhibited in the
lower metalimnion and hypolimnion show that the parameterization of internal mixing might
not yet be appropriate for Lake Geneva. Despite a similar 240 m depth, simulation with
DYRESM over Lake Ontario produced lower surface temperature and a deeper thermocline
(Boyce et al. 1993). It is difficult to assume in this study that the constant K. may be
responsible for the temperature errors throughout the year and water depth (Gal et al. 2003;
Tanentzap et al. 2007). While the sensitivity analysis did not affect the performance of the
model, temporal agreement between profiles differed depending on the value of K.. This
result emphasizes the need to account for seasonal effects of light penetration induced by
changing phytoplankton populations.

Due to the higher heat diffusion in the D;s50 and Dsg.100 layers, SIMSTRAT is the only model
that significantly accounts for seasonal deep hypolimnion temperature variations. Despite the
accurate correlation in the upper layers, the smoothed hypolimnetic seasonal temperature
cycles predicted by DYRESM may cause an issue over multi-year simulations. Insufficient
heat storage with depth may increase discrepancies in the water column over the years and
eventually change the extent of the dynamic processes as the lake does not overturn
regularly, and so temperature through the column may not be homogenized each winter.

It has been shown above that a one-dimensional lake model can be used to simulate thermal
profiles at SHL2 providing that some adjustments are made that influence heat diffusion. The
sensitivity of the models to variable or wind-speed dependent ¢; has been tested, and lower
Timse between observed and simulated profiles were found when c¢p is higher than the
constant default value or accounts for wind speed. Similarly, a seiching parameterization
reduces the Timse as heat diffusion does not cease in highly stratified layers. The scaling of
the wind speed at the land station has proven beneficial for simulation of the thermal profile,
since it better represents conditions over the lake at station SHL2.

This is the first time that several one-dimensional models, with common external driving
variables and common heat flux parameterizations, have been compared in order to assess
their capacity in reproducing temperature profiles in the deep domain of Lake Geneva
(station SHL2). Owing to inclusion of detailed physics, SIMSTRAT and DYRESM perform
better at this particular location. Based on these rather encouraging results, the use of lake
models to investigate other aspects of Lake Geneva in a changing climate clearly becomes
possible. Issues that need to be addressed concern the temperature increases related to
enhanced atmospheric CO, concentrations over a much longer period than that investigated
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here, where the thermal response of the lake will be investigated numerically in terms of the
amount of heat stored over a century time scale. Initial experiments conducted on deep
Swiss lakes have shown the significant effect of a temperature increase on the entire column
and the need to use a continuous modelling approach for lakes that do not freeze each year.
Typically, heat is stored in the hypolimnion and accumulates year after year (Peeters et al.
2002) within lakes, which are rarely dimictic, especially those that are deep.

If, as shown in this paper, models are capable of adequately simulating the timing of the
onset of stratification, the thickness of the metalimnion, and the maximum stability of the
thermocline, then there is room for further studies involving, for example, coupled physical
and biological models. Such coupled model experiments can help understand changes in
biogeochemical processes under shifting conditions of lake temperature and stratification.
Such changes could have an effect on the proliferation of toxic algae and other aquatic
pathogens, that could ultimately result in a reduction of water quality and possibly to
problems of public health. However, even though DYRESM and SIMSTRAT have shown
genuine skill in simulating temperature profiles down to deep layers, the lake model required
for biological applications needs to perform accurately through the whole water column as it
may affect the performance of coupled biochemical models. DYRESM discrepancies in the
bottom layer may not only potentially neglect inter-annual temperature variations, but also
alter the biological and chemical properties in the upper layers. Furthermore, one should
keep in mind that the models presented here do not consider all mixing processes observed
in the lakes and limits may therefore be reached. The Rhone River underflows (Loizeau and
Dominik 2000) or cascades of cold water due to rapid cooling from the shallow Petit Lac or
shallow lake areas in winter (Fer et al. 2002) are, for instance, not considered. By omitting
deep winter convection related to these intrusions, oxygen supply to the deep water could be
underestimated and phosphorus release overestimated, with effects on biogeochemical
processes. The results presented in this paper suggest that models can today be used for
applications beyond solely physical-process investigations; they are now in a position to
attempt effects-oriented modeling for issues such as water quality in a changing climate.
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1.7 Appendix

Appendix 1.1. Governing equations of Hostetler model (Hostetler and Bartlein 1990)

oT 1 9

— = {A(z)[lrm+K(z,t)]2—7Z—}+A1 ia[q)A(z)]

(2) Cw 0z

ot A(z) 0z

Z .
Kzt = Y252 e 2 (1+37R;2)

o

u = 2o V2

Definitions:

A(2) lake area at depth z (m?)

Cp drag coefficient

Cw volumetric heat capacity of water (J m® °C™)

Kz t) eddy diffusivity, (m®s™)

K Latitudinally dependent parameter of the Ekman profile
P, neutral value of the turbulent Prandtl number (1.0)
t time (s)

Ri Richardson number

T water temperature (°C)

wind speed 2 m above the water surface

U- surface friction velocity (m 3'1)

Vk von Karman constant (0.4)

z depth from the surface (m)

K, molecular diffusion of water, (m®s™)
Lo density of lake surface (kg m™®)

Lu air density (kg m®)

P heat source term (W m™)
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Appendix 1.2. Governing processes and equations of the DYRESM model (Yeates and Imberger
2003)

Surface mixed layer

KEconv = UpP/A/'—m)?At

KEstir = nsijfu§At

KEshear QM(U/ - UH)2
2 Mj+ M

uo= [Pagy

o

PEmx = g{(M,-+ M- )5}_1 - (Mffj + Mg )}

Deep mixing
To_ 200 N:2 Aixkn At
: it o
Ln Naax (5251j
Fltanh(By)Ly=1),
Fl = Lu " and F? = F]-F
0 otherwise
Definitions
A surface area of layer j (mz)
A surface area of layer i below the surface mixed layer (m?)
By Burger number
Cop surface drag coefficient
b thickness of layer i below the surface mixed layer (m)
F? benthic boundary layer volume exchange (m3)
F! internal volume exchange (m®)
FT total volume exchange between two layers (m®)
g acceleration due to gravity (m 3'2)
K, molecular diffusion coefficient for heat (m®s™)

KE..., turbulent kinetic energy due to convective mixing (kg m* s)
KEg,  turbulent kinetic energy due to wind stirring (kg m? s

KEsnear  turbulent kinetic energy due to shear mixing (kg m? s

Ly lake number
M; mass of layer j (kg)
J surface layer index

N square of buoyancy frequency (s'z)



Nza maximum buoyancy frequency squared in a ‘portable Flux Profiler profile (s?)

PE.,  potential energy to mix layers D and D-1 (kg m? s*)

U speed of layer j(m s™)

u- surface friction velocity (m s'1)

Vy wind speed at height H above the lake surface (m s'1)

At model time step (s)

i efficiency coefficient associated to the TKE due to shear mixing

m, efficiency coefficient associated to the TKE due to convective mixing
7, efficiency coefficient associated to the TKE due to wind stirring

Pa air density (kg m™)

p water density at layer j (kg m®)

2, density of lake surface (kg m™®)

turbulent velocity scale due to convective overturn (m 3'1)

¢, center of mass of layer jbefore mixing (m)

& center of mass of layer j after mixing (m)

This model is based on a Lagrangian layer scheme in which the lake is modelled by a series of
horizontal layers of uniform property but variable thickness. Mixing is represented by the
amalgamation of layers. Properties of the amalgamated layer are volumetrically averaged. When
combining two layers, say j and j+1, the conservation laws for a given property noted C in layer i such
as water temperature, T, salt, S, and momentum, U, can be generalised as:
CiAM;+ CjAM,.

AM;+AM,;q

where AM is the change of water mass in layer j and j+1. While this framework remained essentially

Ci =

unchanged, this later version of DYRESM includes a pseudo two-dimensional benthic boundary layer

structure as described above.
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Appendix 1.3. Governing equations of the k-e model and extensions included in SIMSTRAT (Goudsmit
et al. 2002)

a—T = li A(V.t+ K.m)a_T + 1 aHsol_'_a_A ngo
dat Adz 0z ) p,c, 0z 0z Ap,c,
U 10 ou
L= ——| Aly+v )= |+f
oy 19 oU
— v — - A v _f
ot Aaz( (Vt+V)az\J U
dk 10 k
= = o2 Avieo |+ P+ seice+B—
ot Aaz( Ve ZJ Peecre + 5= £
oe 10 o€ £
= = 52| AvesZ |+ 71 Cy\ P+ Psoicne )+ cea B—ceo €
ot Aaz[ Vazj k[ g1( P h) Ces Ce2 ]
2 2
aU, ou, ,
P = Vt[(ag) +(8L2J ] B = —-y\N
K 2
Ve = C,u? Ve = Cﬂ_
2 2
Vk = C’“L Ve — CﬂL
ok € o: €

o

Constant of the k-e model:

Cer 1.44
Cer 1.92

Ce3 -04ifB<0,else1

Cu 0.09

¢’y 0.072

O; 1.00

O; 1.3

Definitions:

A cross sectional area at z (m?)

B buoyancy flux (W kg™)

Co specific heat of lake water (J kg™ K™)

Cp surface drag coefficient

f Coriolis parameter (s™)

t time (s)

k turbulent kinetic energy per unit of mass (J kg™
Hsor solar radiation at depth z (W m™)
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I

'geo

P, seiche

V4
£
Pu
P
P

geothermal heat flux (W m?)

brunt-Vaisala frequency (s”)

water temperature (°C)

horizontal air velocity west-east (m s")
horizontal velocity west-east (m 3'1)

horizontal air velocity south-north (m s™)
horizontal velocity south-north (m s™)
production of k due to shear stress (W kg™
production of k due to internal seiching (W kg™)
depth (positive upward) (m)

dissipation rate of k (W kg™

air density (kg m®)

reference density of lake water (kg m™)

density of lake surface (kg m™®)

surface wind stress (m®s?)

molecular viscosity, 1.5 x 10° m®s™

molecular diffusivity, 1.5 x 10" m?s™

turbulent viscosity (m*s™)
turbulent diffusivity (m®s™)
turbulent diffusivity of £ (m®s™)
turbulent diffusivity of k (m®s™)
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Appendix 1.4. Governing equations of Flake model (Mironov 2008)

The shape of the water temperature profile is prescribed: the self-consistent profiles, described by the
universal non-dimensional functions & are used.

Teurr 0<z<h
T(2) =
7-surf_ (Tsurf_ Tbot) q)T (é) h<z<D
40 5
(?cr——Jm(m 30¢r)¢% +(20¢, -12)¢° +(§__CT]§
z—h
¢ = D-h
u- = &CDVZ
Po

Definitions

¢cp drag coefficient

Cr shape parameter

h  mixed-layer depth (m)

T  water temperature (°C)

Tsurr surface water temperature (°C)
Trot bottom water temperature (°C)
v wind speed 2 m above the water surface
z  depth (m)

u-  surface friction velocity (m s'1)
p.  air density (kg m®)

p, density of lake surface (kg m’)
Other characteristics

D = virtual bottom at 60 m
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Chapter 2

Impacts of a warmer climate on
Lake Geneva water temperature profiles

Marjorie Perroud and Stéphane Goyette

Climatic Change and Climate Impacts (C®l), University of Geneva, Carouge, Geneva, Switzerland

Abstract

The impact of climate warming caused by the increase of greenhouse gases in the
atmosphere on the thermal profiles of Lake Geneva, Switzerland, is investigated using a k-¢
turbulence lake model. To assess the thermal response of this lake, two sets of 130-year
time series of hourly meteorological variables are used to drive the lake model. In the control
simulation, the lake model is driven by a series representative of the period 1981 - 1990, and
in the perturbed experiment, deltas derived from outputs of the HIRHAM Regional Climate
Model run under the IPCC A2 scenario in the framework of the 5" EU programme
PRUDENCE, have been used. Changes in the lake water temperature profiles indicate an
increase in monthly epilimnic and hypolimnic temperatures of 2.32°C to 3.8°C and 2.2°C to
2.33 °C respectively. The warming of epilimnic temperatures correspond to 55 - 98% of the
monthly increase in air temperature. The stratification period lasts longer and the lake
stability increases. Thus the lake is likely to retain its mixing regime, but this will be of shorter
duration.
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2.1 Introduction

The mean global surface warming of the earth caused by the increase of greenhouse gas
(GHG) concentrations over the 20th century (0.74°C from 1906 to 2005, IPCC 2007) has
induced a wide-range of impacts in many parts of the world (Alcamo et al. 2007). In lakes,
thermal response to recent atmospheric warming reveals that the first signs of change are
already observed in many regions. Most studies agree on an increase in the temperature of
surface waters, and sometimes also at the bottom of lakes. In all cases, the temperature
increase is observed to be higher in the epilimnion than in the hypolimnion; there is currently
an earlier onset and strengthening of the summer stratification, and a shorter duration of ice
cover during the freezing season (Robertson and Ragotzkie 1990; Schindler et al. 1996; King
et al. 1997; McCormick and Fahnenstiel 1999; Peeters et al. 2002; Livingston 2003).

GHG emissions are likely to increase at an accelerating rate in coming decades with stronger
impacts that up till now (IPCC 2007). Estimates of warming vary largely due to the GHG
emissions scenario (cf. SRES - the Special Report on Emission Scenarios; Nakicenovic et al.
2000) as well as to the climate model used. In Europe for instance, models project an
increase of 1 - 4°C for the SRES B2 scenario and 2.5 - 5.5°C for the A2 scenario in the 2070
- 2099 timeframe compared to the baseline, or “current”, (1961 - 1990) climate (Alcamo et al.
2007). An increase in mean global temperature of 1.5 to 2.5°C may also induce changes in
ecosystem structure and function, ecological interactions between species and their
geographical ranges, often with negative consequence for biodiversity and ecosystems
(Fischlin et al. 2007). Impacts of a warmer climate on the thermal evolution of lakes and
therefore on organisms dependent on water temperature thus need to be investigated.

In this study, particular attention has been devoted to Lake Geneva, a warm and deep
monomictic lake in which effects of warmer meteorological conditions have recently been
observed (Lazzarotto et al. 2004; Dokulil et al. 2006). Since the early 1970s, an increase of
more than 1°C in the annual mean surface temperature has been monitored, as shown at a
depth of 5 m (Lazzarotto et al. 2004). In addition, bottom temperatures increased
progressively from the 4.5°C measured in 1960s to the maximum 5.98°C measured in 2002.
The occurrence of occasional cold winters has served to cool bottom temperatures, but these
have never reverted to the values observed in the 1960s. Other studies also highlight indirect
effects of changes due to warming trend notably on phytoplanktonic community composition
(Anneville et al. 2005) and on fish communities (Gerdeaux 2004; Gillet and Quétin 2006).

With the purpose of examining the thermal evolution of Lake Geneva on the long term, a
k-& one-dimensional numerical lake model, called SIMSTRAT (Goudsmit et al. 2002), has
been chosen to simulate water temperature profiles of this large lake. To explore how Lake
Geneva might be affected by changes in current and future climate conditions,
meteorological data used to drive the model have been perturbed using the outputs of the
HIRHAM regional climate model (RCM), described in Christensen et al. (1998). A method,
referred to as the decile method, based on the difference in the distribution of meteorological
variables between current and future periods will be presented. This latter is broadly similar
to previous methods in that meteorological data are modified according to differences
between future and current climates simulated by global circulation models (GCM) or by
RCMs. However, the method differs in the manner by which perturbations are segmented
(according to the deciles from a distribution, i.e. at each 10% increment of the probability
distribution function) instead rather than using just the average temperature difference.

The response of a deep warm monomictic lake to expected changes in weather conditions
needs to be analysed on the long term, especially when deep mixing does not cool deeper
layers on regular time intervals. Indeed, the heat transported downward and stored over
several years is a determinant for bottom temperatures (Coats 2006). For such water bodies,
a long historical meteorological dataset is useful to study the trend in deep waters when daily
variability is taken into account (Peeters et al. 2002). Unfortunately, long time series tend to
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be rare and thus strategies for running long-term simulations need to be developed. For Lake
Geneva, hourly meteorological data required to run the lake model have been collected for
the past 30 years, but only ten years (1981 - 1990) cover the period prior to the intense
warming trend of the past 20 years. A meteorological data generator in which variable
distributions match the observations has thus been developed that allows running numerical
simulations over several decades. This generator is designed to reproduce the mean and
variability of the current meteorological conditions. The simulated water temperature profiles,
when the SIMSTRAT lake model is driven by meteorological observations, are validated
against observed profiles. Next, the weather generator is used to produce a series of
pseudo-random data that will serve to drive a long simulation representing the current
climate conditions. In addition, this long series of pseudo-random data representative of the
current conditions will be perturbed by the decile method and then be used to drive
simulations, as a proxy for future climate conditions. Thermal properties of Lake Geneva as
simulated for the last decade of the 21°' century is assessed by analysing monthly changes
in epilimnic and hypolimnic water temperatures. Variations in the onset of the stratification,
depth of the thermocline and strength of the stratification will serve to explain differences in
the warming of surface and bottom layers. Particular attention will also be paid to the way
radiative, sensible and latent heat fluxes evolve with respect to changes in air temperature
and surface water temperature. A final discussion will then relate the evolution of thermal
properties and stratification in Lake Geneva to results from other studies concerned with
global warming in other lakes.

2.2 Material and methods

2.2.1 Study site and lake data

Lake Geneva, the deepest in Western Europe (309 m), is a large water body located in the
western peri-alpine area of Switzerland, bordered by France on the southern shore. It is
composed of two basins, a main basin, referred to as the “Grand Lac”, that represents more
than 96% of the total water volume and an adjacent shallower and narrow downstream basin
that forms the “Petit Lac” (Fig. 2.1). It is considered as a warm monomictic lake even though
overturns rarely reach the bottom of the “Grand Lac” (Lazzarotto et al. 2006; Lazzarotto and
Rapin 2007).

Within the framework of a monitoring program coordinated by the International Commission
for the Protection of Lake Geneva (CIPEL), discrete measurements of water temperature
profiles and bio-chemical properties are collected twice a month at station SHL2, located at
its deepest point by the French National Institute for Agricultural Research (INRA). As
sampling depths vary slightly with time, only depths of 0, 2.5, 5, 7.5, 10, 15, 20, 30, 35,
50,100, 150, 200, 250, 300 meters (Database INRA of Thonon-Les-Bains, Data CIPEL) are
employed in the following analysis.
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Figure 2.1. Map of Lake Geneva (longitude/latitude) with locations of the
meteorological station Changins, of the HIRHAM RCM grid point over Lake Geneva
and of the lake sounding station SHL2.

2.2.2 Lake model

For climatological applications, one-dimensional (1D) lake models are usually used because
of their computational efficiency and the realistic temperature profiles that they produce. A
wide range of 1D lake models have proven efficient in reproducing multiple aspects of
thermal profiles in larges lakes in stand-alone mode (Hostetler and Bartlein 1990; Boyce et
al. 1993; Peeters et al. 2002; Perroud et al. 2009). Depending on the numerical schemes
used, we may find eddy-diffusion models (Orlob and Selna 1970; Henderson-Sellers et al.
1983), turbulence-based models (Kraus and Turner 1967; Imberger et al. 1978), in particular
k-& models (Burchard and Baumert 1995; Goudsmit et al. 2002; Stepanenko and Lykosov
2005), mixed-layer models (Stefan and Fang 1994; Goyette et al. 2000), or models based on
similarity theory (Mironov 2008; Mironov et al. 2010). If turbulent processes such as those
generated by shear stress or density instabilities are generally numerically resolved in 1D
models, it is true that many processes explicitly implemented in 3D lake models are missing
(Bennett 1978; Kelley et al. 1998; Hodges et al. 2000). 1D lake models may miss for instance
horizontal advection or mixing induced by progressive or long standing waves, and
particularly on large lakes when the effects of earth rotation are neglected (e.g. Kelvin
seiches). However, 3D lake models present two main disadvantages; first they are too time-
consuming for century scale applications and secondly the small number of meteorological
stations recording data around the lake cannot provide the adequate boundary conditions
required for simulations with 3D models. Despite the obvious limitations associated with the
use of 1D lake models, the simulation of thermal profiles in Lake Geneva at SHL2 has been
previously assessed using four different 1D lake models (Perroud et al. 2009). Two of them
were clearly capable of simulating water temperature profiles over ten independent annual
cycles. Indeed, these latter had the advantage of parameterizing 3D processes, ie., the
vertical mixing due to the effects of seiching on the metahypolimnion.

SIMSTRAT (Goudsmit et al. 2002; Peeters et al. 2002), has been used in this study to
examine the evolution of temperature profiles in a changing climate. In this model, turbulent
diffusivity is estimated from the production k and dissipation ¢ of turbulent kinetic energy,
TKE. Apart from buoyancy and shear, SIMSTRAT extends the production of TKE to mixing
processes from seiching motion, ie., from the release of TKE by friction on the bottom
boundary. The version employed in this study has different boundary conditions from those
of Goudsmit (2002). First, a new formulation for albedo has been introduced to account for
the time-dependent solar zenith angle. Secondly, the varying wave height has been
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parameterized by using two empirical equations for the drag coefficient cp, one to relate
increasing wind speed to higher ¢p and the other for variation of ¢p with wind speed below 3
m s™'. Details on these modifications are given in Perroud et al. (2009).

Table 2.1: Energy fluxes at the water-atmosphere interface and calibration parameters.

Model
parameter Value Unit Remarks
L (1 - ra)gaaTg W m? downward atmospheric longwave
. 0.03 ) reflection of infrared radiation from
water
(%) o
& 104 (1 +017 Cz)[?j - atmospheric emissivity
C - cloud coverage
o 5.67 x10°® W m?K* Stefan-Boltzmann constant
T, K absolute atmospheric temperature
€, hPa atmospheric water-vapour pressure
LT -, OTY W m? emitted longwave
Ew 0.97 - longwave emissivity of water
Tw K absolute temperature of water
Q Bf.(Tw-T.) W m? sensible heat flux
f, 4.4 +1.82U%+ V3% + 0.26(TW - Ta) W m?2K' transfer function
B 0.61 - Bowen ration
Q. fulew— e W m? latent heat flux
€w fux10 07??228213:77_: Ty hPa water vapour saturation at T,
f, 0.61[1+10°p, (4.5 +6x10°72)] x‘égﬂz transfer function
Pa hPa air pressure

* T, has been adjusted in this study with respect to conditions at the lake surface, T, = T).

In order to calculate the evolution of water temperature profiles, the energy budget and wind
stress forcing need to be estimated at each time step. The energy components are thus
either given as input to the model if they are measured to the meteorological station close to
the lake, or deduced from a given parameterization (Table 2.1). The model time step is set at

10 minutes for a vertical grid spacing of 0.75 m.
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Meteorological data collected at the land station Changins (Fig. 2.1) are supplied by the
Automatic Network (ANETZ) of the Federal Office of Meteorology and Climatology,
Meteoswiss (Bantle 1989), from 1980 to 2006. This latter provides as input to the model
hourly values of air temperature, T, horizontal wind magnitude, v, wind direction, dir, relative
humidity, RH, surface pressure, p, downward solar radiation, Sl, and cloud cover, C. T is
adjusted to account for the difference of elevation Az = zgi0n - ZL between the land station,
Zsations @nd the lake reference, z, as follows:

. =T

L station

+Azy (1)

where T, is the temperature over the lake, Tqaion iS the temperature at Changins, and vy the
vertical lapse rate fixed at 6.5 K km™. A scaling factor is also applied to v in order to be more
representative of the conditions over the lake open water (Perroud et al. 2009).

The penetration of Sl through the water column is modulated by the light extinction
coefficient, K., from the Beer-Lambert law. The euphotic depth (1% of surface light intensity)
is calculated from bi-monthly measurements of the secchi disk depth. Values are then
linearly interpolated to cover the missing daily data.

| | | |
1.1.1981 1.1.1986 1.1.1991 1.1.1996 1.1.2001
Time (days)

—— Simulation

*  QObservations

Figure 2.2. Map of SIMSTRAT simulated water temperatures and observed
temperatures at (a) the surface, (b) 10 m deep and (c¢) 100 m from January 1, 1981 to
December 31, 2005.
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To ensure that the model does not drift when run over a long period, a simulation with a 26-
year meteorological record is first carried out. The simulation is initialized with the last
temperature profiles taken at SHL2 in December 1980 and is then run through to December
31%' 2005. Since the model has been calibrated for Lake Geneva for individual years
(Perroud et al. 2009), a new calibration procedure covering continuous years is completed by
adjustment of the two empirical parameters, a and g, both used in the algorithm of boundary
mixing and related to seiche activity. Calibration is undertaken for two 5-year periods (1981 -
1986 and 2000 - 2005) by minimizing the root mean square error (RMSE) between observed
and simulated water temperatures. The values are first adjusted to fit the first period before
being tested against the second dataset for validation. The temperature profiles simulated
over 26 years show that the model remains remarkably stable and reproduces fairly
accurately the temperature variations at all depths (Fig. 2.2).

A statistical analysis applied on more than 500 soundings collected at SHL2 indicates that
the RMSEs are below 1.5°C, except between 10 m and 15 m where errors are likely due to
difficulties to locate the exact depth of the thermocline. The mean error ME and standard
deviaton o are -0.91°Cx+1.16°C at the surface, -0.05°C = 1.63°C at 10 m,
- 0.24°C £ 0.54°C at 50 m and lower than - 0.2°C £ 0.3°C below (Table 2.2).

Table 2.2: Mean error, standard deviations of the error and root mean square error between observed
and simulated water temperature profiles from December 1980 to December 2005.

Depth Mean error (°C) Standard deviation (°C) Root mean square error
Surface -0.91 1.16 1.47
25m -0.74 1.09 1.31
5m -0.33 1.35 1.38
75m -0.15 1.43 1.44
10m -0.05 1.63 1.63
15m -0.22 1.54 1.56
20m -0.26 1.22 1.25
30m -0.25 0.93 0.96
35m -0.38 0.78 0.87
50 m -0.24 0.54 0.59
100 m -0.20 0.29 0.35
150 m -0.16 0.23 0.28
200 m -0.07 0.23 0.24
250 m -0.01 0.27 0.27
300 m 0.03 0.29 0.29
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2.2.3 Model Inputs for long term simulations

2.2.3.1 Current data set

In order to capture the evolution of the thermal signal in the deep hypolimnion of this
monomictic lake, it is necessary to drive the model with atmospheric inputs over a longer
time period. The meteorological dataset that is created to run the model on the long term
needs to have similar statistics to those of the reference period of 1981 to 1990. In addition,
the long term average water temperature profiles simulated by SIMSTRAT, also need to be
fairly similar to those obtained from the ten years of observation. A novel concept thus needs
to be developed to fulfil two requirements: 1) these long series of data will help identify
meteorological variables whose variability is essential in reproducing water temperature
profiles; 2) generate longer series of realistic variables to drive SIMSTRAT to ensure that the
model water temperatures do not drift with time.

First, a one-year sequence of hourly mean meteorological variable X; (for i=[T, v, RH, dir, C,

S|]) is produced by averaging hourly data covering the ten year period. X; is then
concatenated 10 times to produce a series of same length as the period of observations.
Then, simulated water temperature profiles driven with current observations and with hourly
average observations are compared. These results show that water temperatures are
generally underestimated (Fig. 2.3a). In fact, hourly averages tend to reduce the supply of
heat penetrating into the water column.

To analyse the importance of a variable on the fluxes that generate the necessary heat
transfer with depth, hourly averages are replaced in turn with the original time series. Results
indicate that the variability of the winds only, the other variables keeping their hourly mean
values, decreases the RMSE by 88% and the mean error is reduced at all depths of the
profile (Fig. 2.3a). In order to generate a long sequence of winds, a weather generator is
used to create a pseudo-random time series to avoid reproducing periodic events.

3 T
O 2 a } |
[0} = =+ =
E Or { ES E * =+ + + + +
_1 | | | | | | |
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O 2r b ]
s 1 .
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Om 10m 20m 500 m 100 m 200 m 300 m
Depth

Figure 2.3. (a) Mean error and standard deviation for decadal mean simulated water
temperatures when driven with current observations (1981 - 1990) and hourly average
observations (bar 1), except for wind (bar 2) at different depths. (b) Mean error and
standard deviation of mean simulated water temperatures when driven with current
observations (1981 - 1990) and ten individual decadal datasets of mean daily values
of S| and C, and pseudo-random series of v, dir, T and RH.

Second, since potential changes in T and RH will be investigated in the next section, their
variability will also be reproduced with the generator.

The pseudo-random meteorological data generation consists in the creation of
meteorological variables m; (for i=[v, dir, T, RH]) whose distribution properties are similar to
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those of the current observations. This means that the monthly mean distribution ¢ D, the
intra-day standard deviation, ¢ IAD, and the inter-day standard deviation, ¢ /ED, of a variable
must be similar to the ten-year observations. The generation of pseudo-random data
(Appendix) follows basically the same procedure for v, RH and T and data finally produced
by the generator fits observations in terms of u D, ¢ IAD and ¢ IED (Fig. 2.4).

T

5 % " % 0 ::E * ¥
v vl IX X L v vIE X X v vl X X
Time {months) Time (months) Time (months)

Cbservations

* Pseudo-random data

Figure 2.4. Monthly means, u D, (upper row), monthly mean intra-day standard
deviation, ¢ IAD, (middle row), and monthly mean inter-day standard deviation, ¢ IED,
(lower row), of ten years of pseudo-random v, T and RH are compared individually to
the averaged monthly means recorded at Changins over the period 1981 - 1990.

A 100-year sequence of m; has been created in order to validate this method for the model’s
ability to reproduce the water temperature profile (mean and variance), when driven by such
time series. Profiles thus simulated are averaged to produce ten decadal daily profiles. Each
of them reproduces accurately decadal mean daily profiles and lies inside their daily extrema
found within the ten-year period (Fig. 2.5). Maximum mean errors (< 0.25°C) are found in the
metalimnic layers, e.g. at 10 m below the surface (Fig. 2.3b). It is noticed that no systematic
drift appears (Fig. 2.6). Mean daily values of S| and C, combined with pseudo-random v, dir,
T and RH thus form a dataset suitable to drive SIMSTRAT in order to simulate water
temperature profiles representative of the current period over long time period of time.
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Figure 2.5. Mean daily water temperature profiles per decade are obtained from a 100-
year simulation driven with pseudo-random v, dir, T and RH and observation (1981 -
1990) at (a) the surface, (b) 10 m, (c) 20 m, (d) 50 m, (e) 100 m and (f) 200m.
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Figure 2.6. Mean decadal temperature profiles obtained from a 100-year simulation
driven with pseudo-random series of v, dir, T and RH.
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2.2.3.2 Data set perturbed using the decile method

To assess changes in the water temperature of Lake Geneva in response to a changing
climate, daily mean outputs obtained from the HIRHAM Danish Regional Climate model used
in the framework of the 5™ EU programme PRUDENCE (Christensen et al. 1998) are taken
into account. The hourly observed meteorological input variables driving the lake model are
thus perturbed according to changes diagnosed with the HIRHAM outputs. This model
provides two sets of daily meteorological variables, covering respectively the period 1961 -
1990 and 2071 - 2100, at 21 grid points over Switzerland. The atmospheric CO,
concentrations projected in the model follow the IPCC A2 emissions scenario (IPCC 2001).

In many climate studies, physical characteristics prescribed at grid points compared to
observation site (e.g., land cover) as well as low archival frequency of GCM data prevent
using RCM outputs as input data to run subsequent models. Therefore, the approach that is
usually proposed to investigated climate forcing on environmental systems consists in adding
a delta increment, A, to observations, or a ratio r obtained by linking past and future outputs
from a RCM (Boyce et al. 1993; Mortsch and Quinn 1996; Stefan et al. 1998, Fang and
Stefan 1999). As shown in Fang and Stefan (1996; 1999), A or r are not uniform throughout
the year and may vary from one month to another. To better represent the time change of the
data over the year, A or r should vary on a seasonal or monthly basis since trends are not the
same. Based on this approach, the method for the present study can thus be described as
follows:

@ = X+AA (2)

where ¢, are the hourly meteorological variables expected in the future, A = [0,...,1] is an
empirical scaling parameter and A is the monthly difference between HIRHAM future and
current data. Jungo and Beniston (2001) show that minima, maxima and mean temperatures
will not change in the same way. A single A may omit the large variability of this parameter
moving away from the mean. Uhimann et al. (2009) proposed to calculate several forms of
A during a same period, that is A’s that characterize the mimimum, maximum and mean
temperatures. In this study, estimates of A follow a more detailed approach than that of
Uhlmann et al. (2009). Monthly data distribution of the current and future periods are divided
into deciles, d (i=1,...,10); values delimited by the same two deciles are grouped to form a
class and then averaged to produce one mean value per class. Ten values per month and
per variable are thus obtained for the current period and an equivalent number of values for
the future period. Differences between respective classes of deciles for the first and second
period produce ten different values of A per month. The A produced for the smallest values of
a distribution (< d;) may be rather different to the A produced for the highest values (> dy).
Observed data are scaled by the A corresponding to the class (defined by d from HIRHAM
data distribution for the period 1961 - 1990) in which they belong.

With regards to the monthly A determined for the 5 input variables (Table 2.3) driving the lake
model, the air temperature T and dew point temperature Td at screen level for the grid point
over Lake Geneva are the most sensitive to future modifications. As RH is not provided by
HIRHAM outputs, Td is used. Perturbations to observed hourly data will thus be applied only
to T and Td. The adjustment of variables for the difference in elevation Az = z, — 2, is made
as follows:

I = T,+Azy (3)
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RH, = f(T,Td,) (4)

Ta. = f(T.RH,) (5)

with the subscript 4 and (, for the HIRHAM and the lake variables. Monthly bias of T and Td
between the HIRHAM variables and observations, Ay, are calculated. While monthly Ay is
low for T (£ 1°C), HIRHAM generally overestimates the moisture level of the atmosphere
(An. for Td =[1.5°C; 4.5°C] from January to August). A4 is considered thereafter.

Unlike T, A for Td cannot be deduced from distribution of Td only. A same value of Td may
indicate that the atmosphere is saturated (if T equalsTd) or unsaturated (if T is higher than
Td). The bigger the difference between T and Td is, the drier the conditions are. Thus,
changes in RH are obtained by calculating monthly A on the basis of the distribution of T-Td.
Even though current data distribution is different for HIRHAM and the Changins
meteorological observing site, it is hypothesised that A for Td, henceforth ATd, are devoid of
model bias. Therefore, new d are calculated from the monthly T-Td distribution at Changins
and A are added on those new classes.

Table 2.3: Monthly differences between HIRHAM RCM future and current data.

Month S| (Wm?) C T(C) Td(€) v(ms' at10m)
January -9.68 0.06 412 3.00 0.127
February -17.05 0.1 2.97 2.70 0.066
March -20.37 0.07 1.71 2.24 0.057
April 0.48 -0.03 3.03 2.78 -0.041
May 19.80 -0.06 3.50 2.83 0.008
June 26.10 -0.09 4.18 2.96 -0.003
July 13.04 -0.07 4.52 2.18 0.037
August 26.38 -0.12 6.87 1.26 0.030
September 16.03 -0.08 6.03 1.57 -0.050
October -0.39 -0.02 4.50 2.88 -0.030
November 6.75 -0.05 4.02 0.86 -0.087
December -3.00 0.01 412 2.18 0.043

In order to verify the validity of the method, monthly A are added to the current data
generated by the HIRHAM model (i.e., 1961 - 1990) and the new distribution compared to
the one predicted for the future (i.e., 2071 - 2100). It is shown that T + AT (AT being A for T)
and Td + ATd (ATd being Afor Td) are quite similar with the expected values at any time of
the year (Fig. 2.7a,b). AT indicate that greatest warming is observed for maxima of T (> db)
from April to October and for minima from December to March (< d;). Overall, the AT are
more pronounced in summer than in winter. AT in the median class (between ds and d) is
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6.79°C in August whereas it reaches only 4.13°C in January. Even though predictions for
both T and Td point out a shift in the distribution towards higher values, these variables will
not evolve in the same manner. Therefore, it is likely that difference between T and Td
increases further due to a lower augmentation of Td, thus impacting on RH, this is true for
the whole year except in March. Changes concern mainly the months of July, August and
September (e.g. high difference at Julian day 180, Fig. 2.7a,b) where the decrease of RH
reaches 15% on average during this period, in line with the findings of Christensen and
Christensen (2003). ATd above ds are also expected to be the largest. This means that
reduction in RH will be observed principally for dry atmospheric conditions but that the
number of days close to saturation will not necessarily decrease.
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Figure 2.7. Mean daily distribution of (a) temperature and (b) dew point temperature
according to the HIRHAM outputs for the current and future period, as well as when
monthly A are added to HIRHAM current data.

2.2.4 Experimental setup

To simulate the evolution of Lake Geneva temperature profiles well beyond the observation
period, a pseudo-random meteorological data generator is used to reproduce a 130-year
sequence of meteorological data representative of the conditions recorded between 1961
and 1990. According to the amplitude of climate change simulated by the HIRHAM RCM,
another dataset is produced by perturbing this long time series according to Eq. 2. The first
ten years serve to spin up the water temperatures (A = 0, i.e., no perturbation is applied) and
the following 110 years to reproduce the evolution of the climate from the current to the
future period. In the following, A is equal to 0 in 1976 (median year for the first period) and
increases linearly up to 1 in 2086 (median year for the second period), followed by an extra
ten years using a fixed A =1 in order for a new equilibrium to be reached (Fig. 2.8). A number
of simulations are then run with current (reference simulation) and future conditions over this
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long time period. Daily water temperature profiles produced during the last decade are
averaged daily to produce 365 profiles and serve to estimate the changes.
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Figure 2.8. Possible yearly values taken by the empirical scaling parameter A to
perturb the reference dataset over the 13 decades of simulation.

The thermal response of the lake to a constant A (A=1 from year 11 to year 130) is also
investigated for comparison since many studies concerned with climatic effects on lakes
usually perturb historical weather recorded data with a unique and constant value (Fig. 2.8).
This will provide a quantification of the time spent to reach the second equilibrium.
Hereinafter, A is referred to as A, when A is equal to zero (reference simulation), as A; when
A is increasing over the period, and as A; when A is held constant and equal to 1 (Fig. 2.8).

Since no coupled-biochemical model is used, existing measurements of K; serve to produce
daily values. However, in order to dampen the effects of high eutrophic status measured prior
to 1990 on the absorption of solar radiation by the lake water, daily K. have been averaged
for similar Julian days over a period that covers the years 1981 to 2006. Water temperature
variability resulting from fixed average values in K is then discussed below.

Changes in water temperature profiles are investigated in term of volume-weighted
temperatures in the epilimnion T, and in the hypolimnion T,,. The epi-hypolimnion
boundary z, is then set at the depth z corresponding to the highest water temperature
gradient (for a layer spacing of 1 m). As z;, evolves dynamically, the depth of the thermocline
is defined as the average value of z;,, over the summer-fall stratification period (Hambright et
al. 1994). The onset of the stratification, OS, as well as the stability of the water column
(given by the stability parameter, NP) at z;,, are considered with regard to their potential
influence on biological processes. OS is diagnosed when a 1°C difference appears between
the 100 m and 2 m layer (adapted from Jacquet et al. 2005 and detailed in Perroud et al.
2009).

Surface energy exchanges and the resulting budgets are also computed (Table 2.1) since
they determine the cooling/heating of the water body due to climatic forcings.
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2.3 Results

Water temperatures profiles have been produced with SIMSTRAT driven by a 130-year
pseudo-random hourly series. These results will allow quantifying changes due to global
warming compared to the reference simulation. As shown previously with the 100-year
simulation (Fig. 2.6), mean decadal temperature profiles are reproduced in a realistic manner
over the decades and simulate profile statistics similar to these obtained by using
observations (1981 - 1990) (Fig. 2.5). At the bottom, mean water temperature is of 5.33°C by
the 13" decade. From the bottom up to 100 m depth, mean decadal temperatures increase
but do not exceed 0.2°C. It is mainly above 100 m that changes are the most significant,
particularly above 50 m. Temperatures are thus 6.10°C at 50 m, 7°C at 30 m, 10.3°C at 10m
and 11°C at the surface. T is the strongest in August where it reaches 17.45°C and the
lowest in February (5.09°C). T, lie between 5.25°C (March) and 5.88°C (November), thus
showing the shift in the cooling (heating) of the hypolimnion.

2.3.1 Projected Lake water temperature changes using the decile method

Two simulations driven by perturbed data based on a linear increase of the atmospheric
perturbation were run. In the first, monthly perturbations were applied only to temperature
(Sim) and in the second to temperature and relative humidity (Simrgy). In both cases, an
increase in water temperature was simulated in the entire water column. The annual
temperature increase from 35 m depth down to the bottom varies between 2.35°C and
2.57°C (Simt) and between 2.10°C and 2.28°C (Simrgy). Temperatures then rise strongly
from 35 m up to the surface, so the increase for Simr and Simr gy is respectively 2.54°C and
2.27°C at 20 m, 3.31°C and 2.83°C at 10 m and 3.9°C and 3.16°C at the surface. Intrannual
variability indicates that during the winter months, the warming through the column lies
between 2.37°C and 2.93°C for Simr and 2.11 °C and 2.72°C for Simrgy. Then, after the
onset of the stratification, the lake can be partitioned into three segments with distinct
warming trends: the surface layers are expected to warm the most, the metalimnic layers
below the thermocline the least, and the temperature in the hypolimnion to rise to values
similar to those observed prior to stratification (Fig. 2.9).
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Figure 2.9. Coutour plots of mean daily temperature dlfferences in the first 100 m
below the surface between simulated profiles beyond the 13" decade under future and
current conditions.
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As heat entering the lake is not homogeneously mixed above z;,, variability in water
temperature may be important (Fig. 2.9). In the epilimnion, the warming varies between
2.80°C and 6.07°C for Simt and 2.40°C and 4.17°C for Simrgy, the highest temperature
increase being simulated at shallower depths, and mostly from early August to late
September for Simt (> 5 °C), and from mid-May to mid-June for Simtgy (> 4°C). Compared
to the values simulated at the depth of the lower metalimnion before stratification, water
temperatures warm. However, Simr and Simrgy show that the warming below the thermal
gradient will be lower than further down in the column, and particularly from early July (Fig.
2.9). These layers evolve dynamically downwards with a deepening of the thermocline. A
minimum of 1.59°C for Sim; and 1.62°C for Simrgy are thus found at 18 m and 23 m,
respectively, in early September. From the bottom up to this limit, daily variability in the
thermal increase lie within 2.42°C and 2.63°C for Sim; and 2.15°C and 2.33°C for Simt gp.
This indicates that predictions for Simy impacted more strongly on water temperature than
Simr gy (Fig. 2.10). Similarly, the monthly increases of T, were between 2.58°C (March) and
5.35 (August) for Simr, whereas they ranged from 2.32°C and 3.83° for Simtgu. Likewise,
monthly Ty, rose by 2.50°C to 2.63°C for Simr and by 2.20°C and 2.33°C for Simrgn. A Tep
slightly lower or similar to Ty, (< 0.3°C) simulated under current conditions from January to
March was also observed under both future projections, but only in February and March
(=0.2).
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Figure 2.10. Mean daily volume-weighted temperatures in the epilimnion T¢, and in
the hypolimnion Ty, for SIMSTRAT simulations under present and future conditions,
when T and both T and Td are perturbed (upper row). Similar results are shown for
daily values of water column stability, N° (lower row).

The main changes in the metalimnic properties concerned the overall greater stability of the
lake. In spring, N is 3 times higher in the future (Fig. 2.10) and 1.5 times larger in summer.
During summers, z;, generally agrees under current and future conditions, but the
thermocline depth in fall moves closer to the surface in the future (2 to 4 m upwards on
average), thus indicating a longer period of stratification (up to 11 days more). Moreover, the
lake will stratify earlier, slightly more than one week on average, so that the length of the
stratification period is of more than 3 weeks longer than under current climate.

Total daily energy amount for each flux component was averaged per decade in order to
analyse the differences observed in the water column between both perturbed simulations
and to diagnose the amount of heat gain or loss by the lake (Fig. 2.11). Air temperature
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dependent fluxes, L|, Q. , Q., are analysed since they strongly impact upon the lake surface
energy budget, and thus on the amount of heat available to warm the lake water column.
However, omitting the decrease in RH, the atmospheric emissivity, &, is overestimated,
producing higher values of L| (Table 2.4). The reduction in water vapour e, (Table 2.1)
following drying of the atmosphere, jointly with surface water temperature changes, is seen
to cool the water by evaporation more intensively than in Simr alone (Table 2.4).

Table 2.4: Mean energy components calculated over the 13" decade of simulation under current
(reference simulation) and future conditions (Simy, Simr gu).

FLUXES (MJ day'1 m'2) Reference simulation (LDP) Simy Simr gy
Sl 11.97 11.97 11.97
ST 0.88 0.88 0.88
s 11.95 11.09 11.09
L 24.93 27.54 27.01
LT -31.30 -32.97 -32.54
L* -6.24 -5.43 -5.61
Q -0.73 -0.56 -0.17
Q. -4.11 -5.12 -5.34
Energy budget -0.02 -0.03 -0.04

At the same time that perturbations were linearly increased in Simr and Simr gy, it appears
that L| increased under the new climatic conditions at a mean rate of 0.21 and 0.17 MJ day
m*, respectively, per decade. The other fluxes, whose values also depend on the lake
surface temperature, remained negative on an annual average basis. Due to higher surface
water temperature, there were additional 0.14 and 0.11 MJ day” m™ that were extracted by
the loss of infrared energy. In addition, more negative values of Q. further cooled the lake at
a mean rate of 0.07 and 0.09 MJ day” m™ respectively. Even though Q, is still negative, the
amount of energy lost from this latter component were decreasing at a mean rate of 0.015
and 0.049 MJ day”' m™ respectively. Compared to the reference simulation, the energy
budget indicated that the mean multi-decadal energetic gain is 0.036 and 0.0273 MJ day’'
m for Simr and Simy gy, respectively.
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Figure 2.11. Total daily energy amount for L| and L1, infrared gain or loss at the lake
surface, Q., latent heat flux, Q, sensible heat flux and total energy budget, averaged
per decade for the reference simulation and for both perturbed simulations Simq,
Simr gy Units are in MJ day™ m™.

2.3.2 Sensitivity of the lake water temperature to changes in air temperature.

Two additional simulations have been undertaken with a bulk increase in air temperature of
1°C (Simt4) and 4°C (Simy,). The lake response to various increases in air temperature will
allow to conclude whether nonlinearities appear in the system. In any case, an increase of
1°C or more produces a warming of the entire water column over the year. Seasonal
variability of changes in the water temperature profile is 0.6°C to 0.68°C below 75 m (Simqy)
and 2.73°C to 2.95°C (Simr4) below 85 m. From that limit up to the surface, changes for
Simr; and Simy4 are higher and reach respectively a maximum of 0.75°C and 3.16 in winter,
0.98°C and 4°C in spring, 1.06°C and 4.05°C in summer and 0.90°C and 3.60°C in autumn.
As for Simr gy, weaker changes appear in the area situated below the thermocline in summer
and fall, with minima of 0.52°C (Sim4) and 2.35°C (Sim). The warming of the water
temperature due to an increase of 1°C or 4°C in air temperature produces seasonal ratios
through the column that ranges from 3.8 to 4.6. Smallest ratios are found above the
thermocline. Furthermore, it is during summer and fall that the values lower than 4 were
calculated, i.e., in the first 10 m (Simy;) and 8 m (Simy4) below the surface. During these
stratified periods, the highest ratio (> 4.4) are found in the metalimnion.

The monthly increase in T varies between 0.70°C (February) and 1.26°C (March) for Simr;
and between 3.01°C (February) and 4.23°C (July) for Simrs. Similarly, changes in Ty, with
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respect to the increase in air temperature, are of 0.64°C to 0.69°C and 2.81°C to 2.97°C for
Simry and Simyy, respectively.

2.3.3 Variability of light extinction coefficient on lake water temperature

The sensitivity of the light extinction coefficient on the thermal profiles has been tested on
Simr gy by varying K. in the range of £ 25%. Deeper penetration of S| in the lake, followed by
a reduction of K., increased water temperature with depth and reduced it at the surface.
However, changes in water temperature through the profile for a low K, (- 25%) are only
significant above 30 m and for all seasons except during winters. Below 30 m and as in
winter, mean temperatures change (compared to the reference simulation) by less than
0.1°C. In spring, summer and fall, the highest temperature increase with depth is simulated
at 12 m (0.09°C), at 11 m (0.81°C) and 16 m (0.64°C). The decrease in near-surface
temperature is mainly observed in spring and summer and affects the first 5 - 6 m below the
surface (respectively - 0.14°C and - 0.26°C at the most). A maximum decrease of 0.49°C is
simulated at the surface in August. In fall, temperatures are even warmer in the surface
layers, probably due to mixing processes appearing between the hypolimnic (warmer with
respect to the reference simulation) and epilimnic layers. On the contrary, near-surface water
temperatures increase at the expense of deeper layers under an increase in K.. Again,
variations of water temperature are observed only in the first 25 m of the profile and in
summer and fall. Outside those periods, seasonal changes are less than 0.05°C. The
strongest decrease in temperature (- 0.86°C) is simulated at 9 m in summer and at 14 m in
fall (- 0.34°C). The temperature increase observed in the near-surface water reaches 0.22°C
at maximum (surface layer). On a daily average, temperatures increase exceeds
occasionally 0.7°C in August.

Variability in T is balanced by the fact that z;, lie much deeper than the increase (- 25% K.)
/ decrease (- 25% K;) in near-surface temperature. Depending on K, variability, the maximum
monthly differences between simulations with maximum range of variation (+ 25%) are of
0.33°C in Tep and 0.05°C in Thyp.

2.3.4 Variability of wind speed on lake water temperature

Changes in wind speed, as simulated by HIRHAM, are expected to be small in the future
according to the IPCC A2 scenario. The mean annual difference is 0.01 m s and no
significant bias appears through the months (Table 2.3). Since Av is rather not significant, the
decile method could not be applied on this variable. However, sensitivity of water
temperature profiles to variations of £ 20% of v has been tested on Simt gp.

Under stronger wind conditions, the onset of the stratification is delayed (1 weak on average)
and, once established, strength of the statification is weaker (1.5 x in summer) and the
thermocline is lowered by 3 m on average. Compared to Simr gy, the profiles are warmer,
except in the upper layers in spring, summer and autumn. The additional increase in the
seasonal temperature profiles varies between 0.6°C and 0.86°C in winter, and rises to
0.67°C (45 m) in spring, 1.9°C (20 m) in summer and 2°C (30 m) in fall. In the upper layers,
the cooling is particularly important in summer (- 0.98°C) and fall (- 0.21°C). The downward
shift of the thermocline from the onset to the destratification is larger than in Simrgy. It stands
1 m deeper than in Simr gy in summer and 7 m in fall.

Weaker winds produce an opposite effect. The thermocline is thus established earlier (1
week) and the stratification becomes stronger (1.5 x in summer). Less wind leads to a
thermocline 3 m on average closer to the surface than in Simr gy and to a reduction of heat
penetration. Compared to Simrgy, this latter leads to an overall cooling of the water
temperature profile. Negative changes lie within 0.71°C and 1°C in winter or vary between no
difference (where the thermoclines meet) and 0.26°C in spring (36 m), 2.3°C m in summer
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(16 m) and 2.5°C in fall (24 m). The downward movement of the thermocline is very smooth
and temperature gradient lasts longer. The thermocline is located 1 m shallower than in
Simrry in summer and 5 m in fall. Heat that accumulates in the upper layers during the
stratified period warms the water up to 0.26°C, 0.89°C and 0.25°C in spring, summer and fall.

A 20% increase of the wind speed in Simy gy cools Te,i only during the stratified months and
inversely following a reduction of the wind speed. Thus T, may decrease by 0.02°C (April)
to 1.12°C (July) or increase by 0.24°C (October) to 1.06°C (July). During the coldest months,
due to missing or low stratification, Te evolves with respect to T, Variability of Ty, ranges
between 0.6°C and 0.75°C for higher wind speed and 0.7°C and 0.84°C for lower wind
speed.

2.3.5 Variability of cloud cover on lake water temperature

Cloud cover changes expected in the future are small (AC < 0.02). The trend shows a slight
increase in C during the winter month and a clearer sky the rest of the year. Similarly, as for
v, variations were not sufficiently large to allow the decile method to be applied. Sensitivity to
variations of C was assessed by running Simrgy with the C variable increased and then
decreased by 10%. The lake temperatures did not vary significantly in changes up to 10%.
An increase or a decrease of the C warmed or cooled the seasonal water temperature by
0.14°C to 0.17°C and 0.13°C to 0.16°C from 18 m down to the bottom with respect to
Simrgy. Variability increased in the upper layer: the largest changes were observed at the
surface in spring (+ 0.22°C / - 0.20°C) and the smallest in fall (+ 0.14°C /- 0.12°C).

Changes evolve symetrically in Te, and in Ty, With respect to the increase and decrease of
C. Thus, the monthly amplitude went from 0.24°C (September) to 0.42°C (May) in T, and
were equal to 0.30°C in Tyyp.

2.3.6 The decile method with a linear increase vs a constant A.

The effects of a constant increase of atmospheric perturbations on the simulated water
temperatures were estimated when both the temperature and relative humidity (Simtgn 1)
were allowed to change. Simulated profiles with A, (Fig. 2.8) were averaged per decade at
each depth to produce 13 decadal profiles. Each decadal profiles DP, (i=[1,..., 13]) obtained
using A, were compared to the last decadal mean profile simulated with A; (LDP). Water
temperature from Simrgy rapidly increased during the simulation, so that the maximum
water temperature difference between DP, and LDP (Fig. 2.12) was of only 0.8°C. Then, the
difference between both DP; and DP, and LDP became even smaller. However, compared to
the LDP, water temperatures were slightly overestimated above 13 m and 80 m respectively
and still underestimated below. From DPs, values at each depth fluctuated around those
averaged in the LDP and the mean error to the LDP was - 0.039°C + 0.06°C at the depth
where the maximum difference occurs, ie., 12 m. The lake may thus be considered as
evolving towards a mean steady state after the fourth decade following the perturbation. As a
consequence of the constant temperature change during the second decade, the lake energy
budget became highly positive, 0.41 MJ day' m?®, and then fluctuated around zero on
average. Compared to the reference simulation, there is even a mean energetic loss of
0.0279 MJ day” m™® from DP; to DP;,. Simulations with A, are almost identical to LDP during
the last decade where the same values are driving the model. A maximum difference of
0.019°C is recorded at the bottom whereas the minimum (0.02°C) is observed at the surface.
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Figure 2.12. Mean decadal temperature profiles obtained from the 130-year perturbed
simulations SimT,RH and SimT,RHJ.

2.4 Discussion

The pseudo-random weather generator is a useful tool to drive the lake model in order to
investigate the evolution of water temperature over periods that are longer than historical
meteorological records. Moreover, the similarity between water temperature profiles
produced by the reference simulation over decades shows that the generator is able to
reproduce long and realistic datasets.

The decile method that has been applied to perturb the pseudo-random series used to drive
the SIMSTRAT lake model indicates that warming of the thermal profiles is likely to occur,
whether T or both T and RH are used. Compared to the reference simulation, a run using
modified conditions warms the whole water column. This is caused by an increase in the
surface longwave budget L* and a decrease in heat lost by sensible heat Q.. The cooling by
stronger evaporation cannot compensate the positive flux towards the lake, thus producing a
mean energy gain of 0.036 MJ day”' m? (A applied to 7) and 0.0273 MJ day” m™ (A applied
to T and RH) over the 110 years period. However, changes in surface water temperature
induced by the reduction of RH, as predicted by the HIRHAM model under future condition at
the grid point over Lake Geneva, were significantly different from Sim+ outputs, leading to a
decrease in water temperatures. Comparison of water temperature profiles from Sim; and
Simr gy revealed differences at all depths, particularly important in T, where it may reach
1.5°C in August. The cooling that follows this decrease in RH is caused by a reduction of L*
as well as by an increase in the loss of heat by evaporation. Interestingly enough, an
increase in surface temperature according to Sim: leads to less evaporation than a
simulation producing lower water surface temperature. This is due to a smaller water vapour
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deficit at the air-lake interface in Simy, indicating that changes induced by a decrease in RH
have a larger impact on the rate of evaporation than the increase in surface temperature
only. The way the energy exchanges at the lake-atmosphere interface are affected by
changes in saturation properties of air reveals the need to include this component in the
simulations. A shift appears between the months during which data were most severely
modified with respect to drier conditions and the maximum differences simulated in T, /.e.,
one month on average. Therefore, the perturbation specified on a monthly basis seems to be
a crucial component and should not be omitted when seasonal and monthly variability is
concerned.

It has been shown that the sensitivity in daily profiles to the values of K, (£ 25%) in the future
is only significant at certain depths. The seasonal increase (+ 25% K;) vs decrease (- 25%
K) in near-surface layers water temperature produce changes generally below 0.25°C. Also,
seasonal variations in water temperature below 30 m are in any case below 0.1°C. At some
depths above 30 m, the largest changes are simulated in the range of £0.9°C for summer
and between - 0.34°C (+ 25% K;) and 0.64°C (- 25% K.) for fall. In reality, these high
differences result from changes in the depth of the thermocline (deeper when K is reduced)
and not from strong variations in the water temperature profiles. Monthly changes lie within
0.2°C for T and 0.05°C for Tyy. Therefore Te, and Tny, would remain essentially
unchanged even though k. vary within those limits in the future.

HIRHAM outputs indicate that T and Td are expected to change in the future according to the
IPCC A2 warming scenario. However, the sensitivity performed with the other driving
variables, v and C, show that the response of the lake would be significatively different.
Actually, changes would concern only v. In effect, sensitivity of Lake Geneva to variations in
C (+ 10%) implies monthly changes lower to 0.22°C in Tg, and 0.16°C in Tyy,. The largest
seasonal change, observed at the surface, is of 0.22°C only. On the contrary, variations of v
may induce seasonal changes of at least 0.6°C through the column under unstratified
conditions and changes reaching up to 2°C below the thermocline during the stratified period.
At the surface, where temperature changes are inversed compared to those below the
thermocline, differences may be higher than 0.89°C. The evolution of the lake waters is
strongly related to the behaviour of the thermocline. In fact, a 20% increase in v is sufficient
to delay the formation of the thermocline and weaken the stratification in Lake Geneva. As a
consequence, surface waters heated in spring mix easily with deeper waters, thereby
warming deeper layers of the column at the expense of surface waters, and fostering the
development of a deep thermocline, 3 m deeper than current. This latter also serves to
explain the large shift in temperatures observed in summer and fall. During the stratified
period, less stability also eases heat exchanges between the epilimnion and the hypolimnion,
providing heat to deeper layers. A reduction of 20% in v would imply reverse processes, and
thermal effects of the same order. Large monthly amplitudes in Tg, (2.18°C) and Ty,
(1.60°C) resulting from + 20% change of v emphasis the need to be careful when assessing
the impact of climate change on such a large water body.

Simrgy produces a strong increase in Te, that lies generally below that of the air
temperatures, generally given by the smallest monthly AT. However, one exception is
observed in March when the increase in T, exceeds the increase in air temperature of the
ninth highest value of monthly AT. This suggests that even though AT are the smallest during
this month for all classes and shift in Ty the lowest, the mixing of epilimnic water with part of
hypolimnic water volume as well as the short duration of colder conditions prevent intensive
cooling of surface waters, keeping the entire water column close to mean hypolimnic
temperatures. The shift in surface water temperatures during the coldest periods is then
related more to minimum monthly T, than to the increase in air temperature. The monthly
increases in Te, simulated in this study are slightly less than the average annual increase in
air temperature (3.9°C) and, with the exception of March, represent 55 - 98% of the increase
in monthly mean air temperature. From mid-May to mid-June, water surface temperatures
may even exceed the average annual air temperature increase. This conclusion is in close
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agreement with the results from many studies that concluded also to a higher warming in air
temperature than in epilimnic temperature (Hondzo and Stefan 1993; Stefan et al. 1993;
DeStasio et al. 1996; Peeters et al. 2002; 2007). Similar predictions have drawn similar
conclusions for Lake Constance, located between Switzerland and Germany (Peeters et al.
2007). In the latter, epilimnic temperatures are only slightly lower than the fixed increase of
4°C that perturbed a long time series of observed data whereas the increase observed in
April may even exceed this threshold. However, monthly maximum increases in the epilimnic
temperatures are not predicted at the same time in Lake Constance (April) and Lake Geneva
(August). Since the highest perturbations are applied in August to Lake Geneva, it is likely
that those differences arise from the monthly AT used.

Unlike earlier studies (Robertson and Ragotzkie 1990; Hondzo and Stefan 1991; DeStasio et
al. 1996; Stefan et al. 1998) that predicted a slight increase in the bottom water temperatures
and in some cases, even a decrease, simulations of Lake Geneva temperature profiles
indicate that the warming may be strong and even exceed 2.3°C in Ty, This finding is similar
to results predicted for other peri-alpine deep lakes, such as Lake Constance (Peeters et al.
2007) and Lake Zurich (Peeters et al. 2002). In those lakes, a fixed 4°C increment to air
temperature records raised the hypolimnion temperatures at all seasons inducing a mean
difference exceeding 2°C and of 1.4°C respectively. In order to explain this trend that is
observed in monomictic lakes, Peeters et al. (2002) assumes that complete mixing that may
potentially occur in the future will not cool the bottom temperature of monomictic lakes to
values lower than the minimum epilimnic temperatures. Since the minimum epilimnic
temperatures are expected to increase, hypolimnic temperatures will also increase in
accordance with the trend observed during the coldest part of the year.

Lake stability has been studied by many authors with respect to perturbations in air
temperature and wind speed for example (Hondzo and Stefan 1991; 1993, DeStasio 1996;
Stefan et al. 1998). These studies generally agree on a more intense stratification.
Consistency with those assumptions is found in Lake Geneva, since the warming of the
whole water column is stronger for Te, than for Ty, Temperature difference may reach +
0.88°C. This hypothesis is reinforced by the higher N? values that have been calculated for
the future conditions. As a consequence of this higher stability, the penetration of heat
decreases. As a matter of fact, heat is stored in the upper layers and rises the temperatures
of surface waters, thus leading to a differential warming of the water column (Fig. 2.9).
Succession patterns of daily profiles highlights a lower metalimnion where the expected
increase in water temperature was less important than the smallest changes observed in the
hypolimnion. In fact, strenghtening of the stratification in the future may impact strongly on
metaliminic properties. A higher stability may reduce epi-hypolimnic heat exchanges
compared to today’s regime. This point may be relevant for species that would be more
temperature dependent than stability or light penetration dependent. However, the
persistence of Tg, in late winter below Ty, under a warmer climate as well as a similar
increase in epilimnic and hypolimnion temperatures in March suggests that overturns might
still occur occasionally (Fig. 2.10), or at least as frequently as today. The period of time for
which Tg is less or equal to Ty, is expected to be reduced, thus impacting on the events of
partial or complete turnover. Likewise, frequency of complete mixing in some deep lakes
(projected to become monomictic, if not already the case) is expected to decrease and the
period of mixing to be of shorter duration (Croley 1994; Peeters et al. 2002).

Changes in the duration of summer stratification (> 3 weeks) match the predictions of many
other authors (Robertson and Ragotzkie 1990; Boyce et al. 1993; Stefan et al. 1996; Stefan
et al. 1998; King et al. 1999). In Lake Geneva, the increase in the period of stratification is
almost equally due to changes at the start and end of stratification.

Sensitivity of Lake Geneva to a constant increase of air temperature, as deduced from Simqy,
may serve as a tool to evaluate what the more complex decile method has brought to the
prediction of water thermal profiles. This assessement is allowed since the mean annual
temperature difference between HIRHAM current and future data is of 4°C. The comparison
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between water temperature profiles simulated by Sim, and Sim; shows that the differences
can largely be attributed to variabilities of AT. An increase of 4°C is higher than any AT
calculated by the decile method from February to April, and lower to at least the third
smallest increment from July to October. As a result, Simr, overestimates T, before the
onset of stratification whereas the warming is much too low at time of stratification (< 1.5°C in
August and September). Even though less heat accumulates in T, in summer, the lack of
variability of AT in early spring contributes to the more intense warming of Ty, (+ 0.3°C) and
to the reduction of the mixing period duration. Furthermore, sensitivity of Lake Geneva to
various increases in air temperatures has shown that linearities in the thermal response of
the lake exist. The ratio deduced from respective changes in water temperature due to an
increase of 4°C and 1°C in air temperatures, is of 4.1 £ 0.3, at any time and any depths, with
the exception of the metalimnion. Here, the slight nonlinearities can be explained by the
shallower position of the thermocline during the stratified month simulated for a 1°C increase
in air temperature. Even though the stratification is also weaker, the shallower thermal
gradient reduces the depth of heat penetration. This analysis confirms the strong link that
exists between the increase in air and water temperature and the need to include at least the
monthly variations.

Whether climate change is applied abruptly or progressively to atmospheric data driving the
lake model, the resulting water temperature profiles as well as energy budgets are very
similar. However, data perturbed according to A; provided during the first perturbed decade
slightly more energy to the lake than the total amount added over the 11 decades when data
are perturbed progressively. The overestimated temperatures in the upper waters and
underestimated temperature in the lower waters for former decades indicate that the lake
needs more than a decade to equal values of the LDP. The continuous multi-decadal energy
loss thus reduces the high amount of energy obtained during the first perturbed decade (for
the A simulation) over the following decades up to a steady state. Lake Geneva reacts quite
rapidly to a change in weather conditions. For a lake as deep as Lake Geneva, at least four
decades are required to reach a steady state. Impacts on the water temperature profiles of
modified meteorological data produce realistic results from the fourth perturbed decade
onwards. This is true even though it is only from the eight perturbed decade that the mean
energetic balance equals the one of LDP. While the goal is to estimate the increase in water
temperature by the end of the century, the insignificant bias between profiles obtained using
A1 or A; (< 0.014°C) reveals that both methods can be used as long as the simulation with A4
is run over a sufficiently long period.
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2.5 Conclusion

This study has investigated the evolution of Lake Geneva water temperature profiles under
conditions of global warming using the one-dimensional lake model SIMSTRAT. Long
simulations are required to take heat storage into account in the deep hypolimnion and to
accurately assess future water temperatures profiles. A 130-year simulation has thus been
undertaken with variables representative of the current period and others perturbed
according to expected changes in monthly distribution.

The statistical method used to produce meteorological datasets has been shown to represent
a reasonable alternative when long term historical records are missing. Moreover, this
technique randomly produces extreme events or particular periods over the period and
removes those that would appear spuriously if only observed data were used. During its
development process, it has been shown that variability of the wind on the accuracy of
simuled temperature profiles is essential.

The runs done over a large number of years allow to track the heat accumulation in the deep
hypolimnion and to have a measure of confidence regarding the projected changes at the
bottom. However, this study has shown that 40 years are required to stabilize the heat
exchange at the lake-atmosphere interface and to obtain accurate temperature changes
throughout the water column when a constant perturbation is applied to current data.

The decile method developed in this paper to reproduce future climate from RCM outputs
superimposed on the observed data has proven genuine skill to drive the lake model. This
method accounts not only for changes in the mean but also in the different parts of the
probability density function, such as maxima and minima. It should be noted that changes
presented here result from projections provided by the HIRHAM RCM only; the mean annual
difference in temperature simulated by this RCM (3.9°C at grid point over Lake Geneva) lies
within the range of values defined by other RCMs for Europe under the A2 scenario (Déqué
et al. 2005; Alcamo et al. 2007; Beniston et al. 2007). Therefore, the thermal response of the
lake can be considered as a good approximation of the mean increase projected by a set of
RCMs.

The sensitivity of the water temperature profiles to the meteorological variables as drivers of
climate change demonstrated the need to include more than just the temperature. The water
temperature increases which result from the perturbation of T and RH is significant,
exceeding 4°C at the surface, and reaching 3.83°C in the epilimnion and 2.33°C in the
hypolimnion.

It is likely that these increases will impact on the ecosystem of Lake Geneva. Based on these
findings, rigorous investigations of climate change impacts on various aspects of lake
ecological systems need to be addressed. Among them, special attention should be given to
the frequency of occurrence of harmful algal blooms, such as the cyanobacteria Planktothrix
Rubescens that has been observed in Lake Geneva (Jacquet et al. 2005). As a result of
higher temperatures, increased stability of the water column and reduction of the vertical
turbulent mixing, lakes and particularly eutrophic lakes are likely to be more regularly
affected in the future by these toxic algae (J6hnk et al. 2008; Roelke and Buyukates 2002;
Kanoshina et al. 2003; Shatwell et al. 2008). Changes in vertical mixing within the water
column relating to thermal stratification are extremely important as they are usually
accompanied by changes in the availability of nutrients and light (Anneville et al. 2005;
Winder and Hunter 2008). Therefore, findings from this study could also suggest ways to
assess the timing of the phytoplankton spring bloom, growth capacity of phytoplankton and
changes in phytoplanktonic communities. To study the possible responses of aquatic
ecosystems to a warmer climate, the complexity of processes and exchanges taking place
through the water column also implies that a coupled ecological model needs to be used.
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2.7 Appendix

Steps in the development of pseudo-random meteorological data generation extending the
series from 10 years to 130 years

Step 1: All values taken by a variable from 1981 to 1990 at 0000 UTC, x, (i=[T, v, RH, dir]
and 0 = 0000 UTCQ)), for each day at a particular month are selected and sorted out to
determine the shape of the distribution (Fig. al).

>

Distribution:
T Normal distribution
v Lognormal distribution
dir: Multimodal distribution
H: Pearson Type 1 (beta) distribution (Yao 1974)

Mumber of hours

>

Temperature

Figure a1: Temperature normal distribution function over the period 1981 - 1990 at 0000 UTC
for a particular month.

Step 2: A value of m;is then randomly selected according to the distribution curve defined in
step 1 and is given the value my (Fig. a2). For instance, a normal distribution would increase
the probability to have a my, close to the mean p.

A
“E L)
2
£
Z
Temperature >
Figure a2: Choice of a temperature value for my, according to the distribution function defined in
Figure at.

Step 3: Values at 0100 UTC are strongly dependent of the data at 0000 UTC, those at 0200
UTC of data at 0100 UTC and so on. Unfortunately, the recurrence of this approach (step 1
and step 2) from one hour to the next is not adequate as it would artificially increase intra-day
variability. Therefore, the classification method suitable for the distribution at 0000 UTC
partitions the values in different classes. All data at 0000 UTC that stands in the same class
as my (Fig. a3) are found and serve to select their respective value at 0100 UTC.
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E . Classification method;
5 -la +1a T Classification by mean and standard deviation
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é o v Classification by geometric progressions
= -2o + 2‘,0/" dir: Classification by equal amplitudes
o . > H Classification by mean and standard dewiation
Temperature

Figure a3: Selection of values that stand in the same class as mqy.

Step 4: The selected values at 0100 UTC compose a new dataset, DS; (1 for 0100 UTC)
(Fig. a4). The random selection of a value for 0100 UTC, my;, must consider the new
distribution curve of DS;. In DS;, T still follow a normal distribution (normality test of
Kolmogorov-Smirnov, Massey 1956) but distributions for v, dir and RH are more chaotic and
not related to the original distribution. While a pseudo-random value drawn from normal
distribution in DS, is given to myy, statistical properties of the other variables serve at
bordering the range of possible random values. The procedure for T (step 3 and 4) is
repeated for the following hours, which means that each m; is evaluated according to the
condition that precedes it.

My

—'la/—~——~,{,+'lo
-2a ’a' +20¢

L >

Temperature

Mumber of hours

Figure a4: Choice of a temperature value for my; according to the temperature distribution curve
of DS1

A set of techniques are tested in order to find values for myi..3 and mgus.23 that reasonably
reproduce the u D, the 6 IAD and the o IED. These include the random selection of a number
over a uniform distribution limited by the minimum and maximum or by the ¢z + 1,1.1,...,2 ¢ of
DS,, or over a normal distribution defined by parameters of DS;. The same procedure is
applied to the following hours on the basis of the value selected at the preceding hour. The
best results are obtained when my.p3 is drawn randomly from a uniform distribution in the
range u + 1.60 (Fig. 2.4) and mgyio3 from a normal distribution (Fig. 2.4). The selection
method for RH has been adopted since more than 90% of the DS;,; follow a normal
distribution.

The approach is different for mgr.23 as wind direction does not follow any regular daily
pattern. mgi is randomly chosen between 0° and 360° and my, is selected according to the
probability of occurrence after a given myo. Directions are then partitioned in 16 classes and
those to whom my,o and mg belong are defined. Then, the succession of these two classes
of directions is searched during the month and mg, is pseudo-randomly selected based on
the occurrence probabilities of each class after such a configuration. The same pattern is
then extended to Mirs.23.
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Chapter 3

Interfacing a one-dimensional lake model
with a single-column atmospheric model:
Application to the deep Lake Geneva, Switzerland

Stéphane Goyette and Marjorie Perroud

Climatic Change and Climate Impacts (C°l), University of Geneva, Carouge, Geneva, Switzerland

Abstract

A novel Single Column Model (SCM) is described in this paper. As a test case, a one-
dimensional lake model employed in the framework of this SCM is applied to the deep Lake
Geneva in Switzerland. This coupled model requires a minimal set of adjustable parameters
to reproduce the local temperature, moisture and wind observations. It is interfaced with a
one-dimensional k-£ lake model where few calibration parameters are needed to reproduce
the evolution of the thermal profiles. The coupling interface between the lower atmosphere
and the lake surface is also described. It involves the solar and infrared fluxes and the
vertical components of turbulent fluxes of momentum, sensible and latent heat, as a function
of the surface albedo and a drag coefficient. In addition, strong wind events, parameterized
as a function of a prescribed wind profile based can be activated. Regarding the lake water
temperature, one of the most important parameters is related to the simulation of the
windspeed average and variability that impacts on the momentum transfer between the
atmosphere and the surface water. This process influences the intensity of the lake upper-
layer mixing and thus on the surface water temperature modulating the boundary-layer
stability conditions. Consequently, the feedbacks between the lake and the lower
atmosphere indicate that the simulated surface water and air temperature, and the
windspeed respond in a non linear fashion to most of the model adjustable parameter values.
A number of simulations have been performed to produce a sorted set of optimal model
parameters that reproduces the mean and the variability of the seasonal evolution of the
thermal profiles in the lake as well as those of the mean and the variability of the surface air
temperature, moisture and windspeed. The lake water temperature is reproduced in a
realistic manner using the optimal calibration parameter values with a seasonal- and depth-
averaged error of 0.41°C in Summer, -0.15°C in Autumn, 0.01°C in Winter, and 0.27°C in
Spring when compared to the lake observational database. Also, the errors of the
seasonally-averaged simulated anemometer-level windspeed, screen-level air temperature
and specific humidity to the station-derived values are 0.04 ms™, 1.04°C, and 0.74 g kg™,
respectively.

Submitted to: Ecological Modelling
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3.1 Introduction

As the horizontal resolution of numerical models of weather and climate increases, more
demands are being made for access to accurate lower boundary conditions of inland fresh
water body temperatures. Lake parameterizations for use in Numerical Weather Prediction
(NWP) and Regional Climate Models (RCM) become an important issue when the surface
computational grid includes a large number of individual “inland water” grid points. Different
approaches and modes have been used to resolve the lake thermal regimes. In the so-called
“stand-alone mode”, i.e., when the forcing is provided by observations, one can afford a more
detailed lake model to resolve the evolution of the water temperature profiles. However,
efficiency becomes the major constraint for their use in the case of NWP and RCM models
that exploit in practice the surface temperature only. Due to their finer horizontal grid spacing,
thus allowing resolving a larger number of lakes, NWP models may use highly parameterized
lake models using self-similarity of the temperature-depth profiles (Mironov 2008). On the
other hand, RCMs employing a relatively coarse grid spacing, e.g. roughly 50-km in the case
of the EU/FP5 project PRUDENCE (Christensen et al. 2002) and 25-km in the case of the
EU/FP6 project ENSEMBLES (Hewitt and Griggs 2004), may use either Lagrangian-based
models (Swayne et al. 2005), eddy-diffusion models (Hostetler et al. 1993) or a mixed-layer
model (Goyette et al. 2000). More complex lake models, such as those based on turbulence
kinetic energy production and dissipation (e.g., k-¢), are not yet implemented routinely in
NWP models, nor in RCMs, due to the high computational costs involved. However, one of
them has been tested in a stand-alone mode (Peeters et al. 2002) over a number of annual
cycles with a realistic reproduction of thermal profiles; it was also noticed that simulations
conducted with increased air temperatures produced an increase in lake water temperatures
at all depths. The turbulence-based model SIMSTRAT (Goudsmit et al. 2002) has been
tested with prescribed atmospheric forcing over lake Geneva, Switzerland for a 10-year
period, and results show a very good agreement with observed thermal profiles (Perroud et
al. 2009). Stand-alone forcing uses a prescribed atmosphere; therefore fluxes from the water
surface cannot lead to changes in the atmosphere above. This technique proved useful in
lake-model developments, but nonlinear effects between the atmosphere and the water body
cannot be resolved, and may thus produce misleading results, as is the case for land-surface
schemes forced by observations (e.g., Koster and Eagleson 1990).

In order to circumvent this problem, in addition to avoiding the computational load of an
RCM, the use of a single-column model (SCM) provides a practical and economical
framework for assessing the sensitivity of water temperature profiles to current and perturbed
climatic conditions. SCMs that encompass a variety of approaches and hypotheses have
proven useful in the development of physical parameterization of atmospheric processes,
predominantly for clouds and radiation; for example convection in weather and climate
models (Betts and Miller 1986), as well as the atmospheric solar and infrared radiation
transfers (Stephens 1984). Using an SCM, Stokes and Schwartz (1994) studied the
processes that influence atmospheric radiation; Randall et al. (1996) analysed the
parameterization of convection and of cloud amount; lacobellis et al. (2003) and Lee et al.
(1997) used such an approach to study and validate interactions of clouds with radiation
parameterizations, and also to study nocturnal stratocumulus-topped marine boundary layers
(Zhu et al. 2005); different cloud schemes have been compared within the framework of an
SCM (Lohmann et al. 1999); Girard and Blanchet (2001) evaluated the impact of aerosol
acidification on the lower ice crystal layer and humidity using an SCM. Other applications of
SCMs include the sensitivity of a land surface scheme to the distribution of precipitation
(Pitman et al. 1993), the development of a parameterization of rainfall interception (Dolman
and Gregory 1992); Randal and Cripe (1999) proposed alternative methods for prescribing
advective tendencies combined with a relaxation forcing that nudge the model’s temperature
and humidity towards observed profiles within the framework of an SCM; Ball and Plant
(2008) compared different stochastic parameterizations in a SCM. Then, owing to the
possible interactions between the atmosphere and the surface which cannot be reproduced
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with stand-alone experiments, Pitman (1994) assessed the sensitivity of a land-surface
scheme to the parameter values using an SCM. A coupled atmosphere—ocean SCM has also
been developed for testing tropical atmosphere-ocean interactions in tropical areas of the
Pacific (Clayson and Chen 2002).

No SCM known to the authors has yet been coupled to lake models to simulate the long-term
fresh water temperature profiles. An evaluation of the performance of such a coupled model
is needed to assess the reliability of the coupling variables and fluxes at the model air-water
interface of a number of lakes, such as the temperature and the windspeed, as well as of the
various components of the energy budget.

Although the experimental configurations and applications of these SCMs have gained in
complexity, most of them neglect or oversimplify the dynamical feedbacks of the atmospheric
circulation. Such simplifications in SCMs reported in the literature, although making them
computationally efficient, have introduced errors that may have confused and compromised
their atmospheric prognostics, especially in the long term. Nevertheless, these SCMs are
locatable over any part of the globe, principally if the parameterization of the unresolved
dynamical processes is not too restrictive.

In this paper, a novel type of SCM, named FIZC, has been developed to include the
contributions to the evolution of large-scale circulation dynamics in combination with diabatic
contributions as parameterized in General Circulation Models (GCMs), thus allowing for a
realistic time evolution of the prognostic atmospheric temperature, moisture and winds. In
SCMs, the importance of large-scale dynamics has been demonstrated by Hack and Pedretti
(2000). When prescribed, these contributions of the dynamical tendencies drive the evolution
of the prognostic variables towards a given solution. FIZC is based on the second-generation
Canadian GCM physical parameterization package (GCMii described in McFarlane et al.
1992). It also takes advantage of the detailed archives of GCMii that include the tendencies
due to the ensemble effects of the subgrid-scale physical processes. A specific procedure of
prescribing the contributions to the dynamical tendencies makes FIZC locatable over any
surface of the globe, thus avoiding the development of a specific parameterization of the
dynamical tendencies that is dependent on the location.

For this study, FIZC is coupled with the turbulence-based k-¢ lake model SIMSTRAT
(Goudsmit 2002) to assess the potential for long term integrations of the current and future
warming climate conditions of Lake Geneva in Switzerland (Goyette and Perroud 2008).

In the following discussion, the coupled FIZC-SIMSTRAT model sensitivity experiments on
the temperature profiles of the deep Lake Geneva in Switzerland is investigated with respect
to a number of adjustable parameters that control the evolution of the Dynamics; these
relaxing the vertical profiles of temperature, moisture and windspeed components to the
GCMii archives, as well as those lake parameters controlling the evolution of the thermal
profiles.

3.2 Methodology

3.2.1 The concepts at the base of the atmospheric model

The numerical modelling approach - termed FIZ, where “FIZ” stands for “Physics” - is based
on the conceptual aspects of the physically-based regional climate interpolator for off-line
downscaling of GCM’s “FIZR”, developed by Goyette and Laprise (1996). It may be
considered as a column version of the Canadian GCMii (McFarlane et al. 1992) where, in the
latter, atmospheric prognostic variables are evolving with time schematically as follows:
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including the momentum equation (1), the thermodynamic equation (2) and the vapour
continuity equation (3) where [u, v] are the components of the horizontal wind vector, T the
air temperature, and q the specific humidity function of space. The adiabatic dynamical
terms, operating essentially in the horizontal, are represented symbolically by “D” in each
equation. The other members in the right hand side of these equations represent the source
and sink terms of momentum (P, ,), of heat energy (Pr) and of water vapour (FP,). These
subgrid sources and sink terms represent the contributions of processes which have
important impacts on the larger resolved scales; they cannot be neglected and must
therefore be parameterized. These processes are operating essentially in the vertical. The
term P, , represents, in principle, the acceleration due to vertical and horizontal momentum
flux divergence, essentially turbulent in nature. The heat energy term, Pr, may be generated
by solar and infrared radiation processes, turbulent diffusion of heat or by release of latent
heat due to water vapour condensation. Turbulent diffusion of heat may result, in principle, in
local heating due to vertical or horizontal flux divergence. Moisture in the form of water
vapour can be redistributed by means of differential water vapour flux in the vertical or in the
horizontal, and can be depleted by condensation. The vertical flux of moisture includes the
effects of convection and other turbulent vertical fluxes.

A simplified field equation for ¥ = (u, v, T, g) can therefore be written symbolically as follows:

0¥
or  _ 4
T Dy + Py (4)

This partial differential equation allows for a forward integration in time when appropriate
initial and boundary conditions are provided. During the GCMii simulations, the atmospheric
prognostics, W, were archived at regular time intervals and the contribution to the Physics
tendencies were cumulated and archived at 24-hourly intervals, whose values are

symbolized by py, . Consequently, the mean contributions to the Dynamics can be retrieved
as follows:
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That Dynamics, also a function of space and time represented by 24-h average values, will
then be prescribed to FIZ and will serve to compute the atmospheric profiles as described
next.

3.2.2 The FIZC approach

The column version of FIZ, called FIZC, is a one-dimensional atmospheric model applicable
anywhere over the earth’s surface. The prognostic variables ¥ = {u(@,, Ao, 7, 1), (@, Ao, 1, 1),
T, 4o, 1, 1), and q(@s, 4o, 7, D)},are a function of the altitudinal coordinate, 7, where ¢, and
A, denote a fixed point of latitude and longitude, and are evolving with time as follows:

oY , .

oF  _ + 6
Y, Dy + Py (6)
where,

Dy = RuwyDy (7)

Equation (7) represents the prescribed contributions to the tendencies due to the Dynamics
computed on the basis of GCMii archives in the column, Dy = (@, Ao, 7, 1), Which is

superimposed on white noise, Ry , = Sy , R*. Sy , are scaling parameters allowed to vary

in the vertical for each prognostic variable and R* is a random number ranging from -1 to +1.
The small archival frequency of GCMii outputs that are used to compute D, (Eq. 7) led to

use this stochastic component in the parameterization, as following the general ideas
described in Wilks (2008). At each time step white noise is combined to the resolved scales
of the GCMii dynamical tendencies, the latter being determined by the spatial resolution, and
by the archival frequencies of its outputs in the present context. Consequently, the
introduction of noise in the above parametrisation is intended to re-inject the unresolved
variability in the dynamical processes that is present in the real atmosphere (e.g., sub-daily
advection processes), but is lost in this SCM. This version allows a different scaling, i.e., a
different intensity, to each of the contributions to the Dynamic tendencies, but the mean sub-
daily frequency variability is similar to all of these. Although a more sophisticated

parameterisation could be derived for Dy , the method used here is considered satisfactory

because the flow fields computed by this single-column model do not interact with adjacent
atmospheric columns; therefore no feedback on the GCMii dynamical tendencies are
considered. Work is currently underway to implement sub-daily variability for subgrid-scale
dynamical processes based on other types of noise (e.g., red noise spectra) in order the
simulated flow fields ¥ match the observed local atmospheric variability in the atmospheric

column. In Eq (6) the term Py, represents the contributions to the tendencies due to the

Physics computed at each time step throughout the atmospheric column on the basis of the
GCMii physics package. As is the case for GCMii, the Dynamics are contributions to the
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tendencies of processes operating essentially in the horizontal, whereas the Physics are
contributions to the tendencies of processes operating in the vertical. Therefore, the
evolution of ¥ in an atmospheric column over a fixed point (¢, 4,) is computed in FIZC
schematically as follows:

Yoo = Wpo+AL (D:Pn_u + P:Pn_w) (8)

where time is evolving in a discrete manner as t = f, + n At, with t, as the initial time and At
the model timestep and the vertical levels are labelled by {. FIZC thus considers the following

contributions to the tendencies: a prescribed Dynamics, Dy, which is interpolated at each

time step, as well as a recomputed Physics in the atmospheric column, Py, using the

standard GCMii physics package (McFarlane et al. 1992). In addition to the simple forward-
in-time marching scheme shown in (8), a model option may also allow for using a second-
order centered method for time differencing combined with a weak time filter developed by
Asselin (1972). The timestep, At, used in FIZC is kept the same as that used in GCMii
although there is no upper bound for it due to the restriction regarding dynamical instabilities.
No attempts are made in the present paper to increase At further.

FIZC is then interfaced with the lake model via a coupling interface described below.

3.2.3 Nudging interface

An FIZC option allows nudging the vertical profiles of ¥ towards the GCMii archived profiles.
“Nudging” means that the prognostic variables computed in FIZC from (8), such as
temperature, moisture and winds, are “relaxed” toward the GCMii values found in the
archives in the column. The difficulty is to find a nudging coefficient suitable for preventing
FIZC from drifting too far from the GCMii prognostics, but at the same time allowing it to
develop its own structures and variabilities. The variability may turn out to be necessary to
drive a lake model in a realistic manner since GCMii prognostic variables have been resolved
using a spatial resolution and surface conditions different to that of FIZC. Part of the
variability is brought about by the prescribed contributions to the Dynamics tendencies (Eq.
7), and the other by the contribution to the Physics tendencies through processes such as
the diurnal and seasonal cycles of the solar radiation, the atmospheric instabilities, which
enable vertical diffusion of momentum, heat and moisture, etc. The nudging procedure is as
follows:

Yne = le,e‘PGCMii,m,e‘F(1—le,e)‘PF/zc,m,a 9)

where the values of ¥, ;, at step m and at level { is a combination of computed FIZC and
GCMii archived values controlled by Ny, the nudging parameter, whose value is 1 for a
complete nudging to GCMii archives, and 0 for no nudging; m denotes the discrete time
archival frequency, fa = m Afa, being 1 per 12 hours. Variables are thus allowed to be nudged
independently of each other at all levels at 12 hour intervals.
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3.2.4 Vertical levels

The vertical levels in FIZC are originally the same used by GCMii (McFarlane et al. 1992).
The hybrid coordinate system, 7, has been developed by Laprise and Girard (1990) and is a
function of the local pressure, p, as follows:

2
p = pon+(ps—po)(u] (10)
1-n;

where ps is the surface pressure, p, is a specified reference pressure and 77 is the value of
the upper boundary coordinate, chosen at a finite pressure of 5 hPa. The coordinate surfaces
are terrain-following in the lower troposphere, but become nearly coincident with isobaric
surfaces as p decreases. In this scheme, W are is defined on full levels () and the

diagnostically determined vertical motion variable 7 is defined on the staggered levels (7,

as shown in Table 3.1. The reference pressure p, is 1013 hPa. In addition, the surface
pressure may be hydrostatically adjusted according to the difference between the altitude of
a station and that resolved by GCMii at the point (¢, 4).

Table 3.1. Position of the unstaggered layers in GCMii, and in the 10-layer version of FIZC.

Layer (£) nt ni+2
0.005 (Top)
1 0.012 0.020
2 0.038 0.056
3 0.088 0.120
4 0.160 0.200
5 0.265 0.330
6 0.430 0.530
7 0.633 0.736
8 0.803 0.870
9 0.915 0.960
10 0.980 1.000

3.2.5 Wind gust parameterization

Another FIZC option allows generation of random strong wind events between November 1%
and March 1* of each simulated year as follows:

[U, V]FIZC = [U, V]s (11)

where the horizontal wind components are fixed to a prescribed wind profile [u, V]s.
Consequently, the simulated wind speed may be set to a profile determined on the basis of
station observations during windstorms. This procedure is done independently to the nudging
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procedure (Section 2.3) in order to apply these profiles to consecutive timesteps which is not
possible to reproduce with a 12-hourly wind prescribed on the basis of the GCMii archives.

3.2.6 The k-e¢SIMSTRAT lake model

The one-dimensional SIMSTRAT lake model, a buoyancy-extended k-& model described in
Burchard et al. (1998), has been updated to include the effects of internal seiches on the
production of turbulent kinetic energy (TKE). Turbulent mixing is solved by the two
dependent equations of production and dissipation of TKE. The source of TKE is generated
by shear stress from the wind and buoyancy production in case of unstable stratification. The
seiching motion developed under the action of the wind increases the TKE in the interior of
the lake due to loss of seiche energy by friction at the bottom. Governing equations of the
k-emodel and extensions included in SIMSTRAT are fully described in Goudsmit et al.
(2002). This model takes into account the bathymetry, thus providing better parameterization
of the seiche energy production. The influence of river inflows and outflows is, however, not
taken into account, so that the lake water-balance remains fixed. In addition, two adjustable
parameters relevant for the simulation of the thermal evolution of lake waters are prescribed
in the seiches parameterization, Oseiche aNd Qseiche- FOr the current application, no lake-ice
module is used in conjunction with this lake model.

3.2.7 Coupling FIZC with SIMSTRAT lake model

The lake model is interacting with the lower atmosphere of FIZC through a coupling interface.
The coupling is realised at each FIZC time step using the GCMii physics package to compute

the incoming solar, Ré sfc» downward atmospheric infrared, Risfc, the reflected solar,

aw Rgsfc and emitted infrared, g, 0 T4 . The radiation fluxes at the surface depend on the

water albedo, a,, the surface water temperature, Tg=T, (z=0) and the water emissivity &,

(fixed at 0.97), where z is the lake-depth vertical coordinate and o is the Stefan-Boltzmann
constant. In addition, the GCMii physics package computes the subgrid-scale vertical
component of the turbulent fluxes of sensible and latent heat, taking into account the surface
drag coefficient as well as the differences of the air temperature and moisture in the vertical
at the water-atmosphere interface. The formulation of these fluxes is described in McFarlane
et al. (1992). The albedo, a,, that is used to compute the reflected solar flux at the surface
accounts for the solar zenith angle (Bonan 1996):

aw = 0.05(x+0.15)" (12)

with u being the cosine of the local solar zenith angle. In the lake model, the exchanges
occurring at the air-water interface are realised mainly through conduction and by the
absorption of solar radiation in the water column; the solar flux reaching any depth zis given

by Rﬁz Rg,s,«c e @7, where the decay is controlled by the extinction coefficient a (m™”)
prescribed as a function of lake depth.

The vertical component of the turbulent flux of momentum prescribed at the lake surface is
parameterized using the anemometer level windspeed [u, V]aem, cOmputed in the GCMii
physics package as follows (Goudsmit et al. 2002):
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where p, represents the air density and p, the surface water density. The parameters s, and
s, are applied to the anemometer-level wind speeds to scale the simulated values in order to
match those of the station observations. This can be done without altering the prognostic
variables since the anemometer-level windspeed is a diagnostic quantity. The evolution of
the lake thermal profiles is also dependent on the value of the surface drag coefficient, cp.

3.3 Data and experimental setup

The deep Lake Geneva is used for the numerical investigations during a 10-year period. This
period is deemed sufficient for the lake-parameter validation procedure (Perroud et al. 2009).
This lake is a fresh water body of 580 km? surface area, shared by Switzerland to the north
and France to the south at 372 m a.s.l. It is divided into 2 basins, the deep or “Grand Lac”
(Zmax = 309 m) to the east, and the shallower “Petit Lac” to the west. It remains stratified most
of the year and surface waters do not freeze. It is considered as a warm monomictic lake for
which complete winter mixing occurs rarely in the deep lake.

The French National Institute for Agricultural Research (INRA) collects bi-monthly samples of
thermal profiles at the deepest point of the lake (Database INRA of Thonon-Les-Bains, Data
management by the Commission Internationale pour la Protection des Eaux du lac Léman,
CIPEL) at the SHL2 station. It is located between Lausanne, Switzerland (46.52°N; 6.63°E),
and Evian, France (46.38°N; 6.58°E). Discrete temperature measurements have been made
available since 1957 where samples are currently recorded at z= 0, 2.5, 5, 7.5, 10, 15, 20,
25, 30, 35, 50,100, 150, 200, 250, 275, 290, 300, 305 and 309 meters depths. The
penetration of solar radiation into the water column is a function of the water transparency.
As no depth-dependent light extinction coefficient measurements exist, bi-monthly values are
deduced on the basis of the Secchi disk depth and interpolated through time in order to cover
the period simulated by the lake models.

Meteorological records of hourly mean temperature and wind speed of the inland
meteorological station to SHL2 (i.e., Changins, 46.38°N; 6.22°E) for comparison with
simulated values are supplied by the Automatic Network (ANETZ) of the Federal Office of
Meteorology and Climatology, Meteoswiss (Bantle 1989) for a 10-year period centred on
1981. To simulate the effects of windstorms, the windspeed is set to a prescribed wind profile
determined on the basis of observations made at the Swiss Climatological Station Payerne
(46.8°N, 6.9°E, 490 m a.s.l.). Surface air temperatures are hydrostatistically adjusted owing
to the station altitude differences compared to the water surface of the lake. In order to
remove the bias of inland windspeed recordings, and to generate values over the lake open
water at station SHL2, a correction factor applied to the observed winds has been developed
(Perroud et al. 2009). Unfortunately, no measurements are made and available for
comparison with SHL2.

For these investigations, the simulated GCMii current climate (1 x CO, case in Boer et al.
1992) flow fields, as well as the contributions to the Physics tendencies, are employed to
provide the necessary information to drive the FIZC model; these fields serve to compute the
contributions to the Dynamic tendencies (Eq. 5) and to specify the flow fields required in the
nudging procedure (Eq. 9). FIZC is positioned over the location of station SHL2 of Lake
Geneva. The computational timestep of 20 min is the same for both models, and the altitude
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difference between the observed lake altitude and the surface level diagnosed in GCMii is
16 m, so that surface pressure is hydrostatically adjusted in FIZC. Since ice cover rarely
appears in the deep Lake Geneva, the lack of an ice module is not an issue.in the present
context.

FIZC and the k-glake models contain numerical parameters, and it is important to establish
the sensitivity of the coupled model results to reasonable variations of these parameters.
Sensitivity tests on the lake thermal water profiles, as well as on the atmospheric
temperature and windspeed statistics, involve the intensity and the number of vertical levels
of the nudging of the air temperature, the moisture and the horizontal component of the wind,
Ny, (Eg. 9), towards GCMii archived values. Another parameter, allowed to vary in the
vertical to scale the contribution to the Dynamics tendencies, Sy, is tested. A parameter
introduced to scale the simulated anemometer windspeed to fit the observed statistics is also
tested. The windgust parameterization can be activated or not, thus impacting on the
intensity of mixing during strong wind events. Additional runs investigate some of the lake
calibration parameters, such as the surface drag coefficient c¢p, as well as those relevant for
the seiches parameterization, @eiche @nd Qseicne- The vertical grid spacing of SIMSTRAT is
fixed at 0.75 m, so that 412 levels are needed for the simulation at the hydrological station
SHL2.

This coupled atmosphere-lake model is run over a 10-year period, starting January 1%. The
initial lake temperature profile is based on the mean December 1980 and January 1981
observations. The greenhouse gas concentrations are fixed at current levels (i.e., 1 x CO,
case). The archival frequencies are fixed at 12-hourly (0000 and 1200 UTC) for the simulated
lake profile, and hourly for the mean screen-level temperature and humidity, as well as for
the anemometer-level windspeed.

3.4 Results

The goal of these modelling experiments is to reproduce optimally the observed atmospheric
surface conditions and the lake thermal profiles by adjusting parameter values within
reasonable limits, and to analyse the sensitivity of the lake-water temperature profiles to the
variation of these parameters. The sensitivity analysis is carried out by way of the
comparison of seasonal means of a number of variables simulated using the optimal
combination of parameter values with a number of sets of experiments with modified
parameter values. The comparison is performed using simulated and observed hourly-mean
atmospheric screen-level temperature and anemometer winds as well as those of twice-daily
water temperature profiles, seasonally averaged.

3.4.1 Preliminary test: the "lake" vs "no-lake" experiments

Prior to investigating the sensitivity of the adjustable parameter values on the lake thermal
profiles, this preliminary test is designed to assess the role of the underlying surface on the
surface temperature and on the vertical structure of the atmosphere, including both “lake”
and “no lake” experiments. For these experiments, a set of ad hoc parameters has been
devised. These are Ny = 0.1, Sy =6, ¥ = (T, g, u, v), £ = 10, s, = s, = 0.6, and the wind
gusts parameterization is not activated. The lake parameters are fixed at oseiche = 0.01, and
Qseiche = 0.9 (Perroud et al. 2009). The ground surface characteristics and the land-use of the
“no lake” case are the same as those used in the GCMii (McFarlane et al. 1992). Figure 3.1
shows the evolution of the surface temperatures when the lake model and the GCMii force-
restore approach are interfaced separately with FIZC over a one-year cycle for the same
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geographical location (¢, = 46.5°N, 4, = 6.5°E) in Switzerland, starting August 1%. The
experiments used the same initial surface temperature of 20.8°C. The moments in time when
the lake surface temperature reaches the annual minima and maxima are delayed in the lake
case due to the larger thermal inertia of the water compared to that of the solid ground
surface. The minimum surface water temperature is reached in early March at 5.2°C,
whereas that of the soil is reached in early January at -23°C; the lake surface maximum
temperature is reached in late August at 22.1°C, whereas the ground surface maximum is
reached at 39°C in late June, both after using a 6-day running average for comparison as
shown in Fig. 3.1. Consequently, the daily and annual temperature amplitudes of the water
are significantly reduced compared to the solid soil surface. The seasonality, in terms of the
time it takes to reach these extremes, is also modified; there is a two-month lag in the deep
Lake Geneva compared to the soil case, even though the atmospheric dynamical forcing is
similar in magnitude, thus emphasizing the role of the thermal characteristics of such a large
body of water.
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Figure 3.1. The simulated lake surface temperature using the k-& lake model and
ground surface temperature using the land-surface energy budget approach of GCMii
(McFarlane et al. 1992) under a similar annual surface forcing. Both modules are
interfaced with FIZC over a one-year cycle for the same geographical location (¢, 4,)
in Switzerland. Temperatures are archived at 12-hourly intervals and the ground
surface temperature is displayed after filtering the time series with a 6-day running
average in order to smooth out the diurnal cycles.

A number of variables and fluxes, seasonally averaged, are shown in Table 3.2 for the “lake”
and the “no lake” cases. The different surface radiation and thermal characteristics (the lake
has a lower albedo and a larger heat capacity than the soil) have thus a strong impact on the
surface radiation and heat flux components that changed completely the surface net heat
budget. The lake absorbs a large quantity of heat during the spring and summer seasons
and releases a larger quantity during the autumn and winter seasons. The sign and intensity
of surface latent and sensible heat fluxes changed markedly in the lake case. These fluxes
are a function of the vertical gradient of specific humidity and temperature, and of the
surface-layer bulk Richardson number, which relates vertical static stability and the vertical
shear serving to compute drag coefficients as in McFarlane et al. (1992). A Richardson

93



number less than a critical value (Rg. = 0 in this parameterisation) implies a dynamically
unstable surface layer that is likely to become or remain turbulent. The atmospheric
conditions are unstable on average over the lake surface, whereas over the solid surface
stability prevails on the average during the nights. This is due to the rapid warming/cooling of
the soil surface, consequence of the smaller thermal inertia compared to that of the lake.
During this annual cycle, the mean energy budget of the soil surface is close to zero but that
of the lake is in excess of 48 W m? meaning that the lake stored energy to warm up the
water of about 1°C, on average in the column. The values of individual surface heat fluxes
are also modified: the upward latent heat flux is less intense over the lake than over the soil
in the spring (46 vs 85 W m®) and summer (78.9 vs 136.6 W m™) seasons, but more intense
during the autumn (71.4 vs 49.8 W m?®) and winter (44.4 vs 22.8 W m™®) seasons; the
sensible heat flux is less intense over the lake than over the soil in the spring (7.9 vs
17.2W m®) and summer (16.4 vs 23.5 W m™) seasons, and even changes direction (i.e.
upward instead of downward in the “no-lake” case) during the autumn (13.2 vs -3.2 W m?®)
and winter (-16.5 vs 2.2 W m?®) seasons. The precipitations are similar for both cases during
the autumn (2.55 vs 2.57 mm d") and winter (3.13 mm d” in both cases) seasons, but
smaller over the lake surface during the spring (3.12 vs 3.46 mm d') and summer (1.99 vs
2.58 mm d') seasons. Also, cloudiness is not much modified during the autumn (0.46 in both
cases), little during the winter (0.55 vs 0.57 for the “no-lake” and “lake” cases respectively)
and the spring (0.58 vs 0.56 for the “no-lake” and “lake” cases respectively), and more during
the summer (0.46 vs 0.43 for the “no-lake” and “lake” cases respectively). These changes
are also consistent with the absorbed short- and longwaves in the atmosphere where
temperature, but also clouds, are playing a role in the atmospheric column as described
below. The strong coupling between the lake surface and the atmosphere thus has an impact
on the dynamical and thermodynamical vertical structure of the atmosphere.

Figure 3.2 shows the seasonally-averaged temperature, horizontal windspeed, and specific
humidity profiles simulated by FIZC for the “lake” and the “no-lake” experiments. These can
be compared to these of GCMii found in the original archive for the same column, as well as
to the vertical soundings measured at the Payerne Climatological Station in Switzerland (up
to 30-35 km high) and downloaded from the University of Wyoming, Department of
Atmospheric Science web site. One year in the 1980s has thus been arbitrarily chosen for
this comparison. Seasonal averages are based on the 0000 and 1200 UTC profiles, and
observed profiles are aggregated into the FIZC/GCMii vertical levels to ease the comparison.
Unfortunately, the observed horizontal windspeed profiles are not displayed due to the lack
of in-depth and continuous measurements that prevent us from producing meaningful
seasonal averages throughout the atmospheric column. In these experiments, as the
nudging parameter values are expected to be less than 1 (i.e. Ny, = 0.1), the FIZC vertical
profiles are generally not the same as these of GCMii. Moreover, a set of optimal parameters
have been devised for the “no-lake” case to reproduce very closely the atmospheric
structure, the surface variables and the various fluxes found in the GCMii archives (not
shown); however, these values are not necessarily suited for the “lake” case and are
therefore not considered further. The seasonally-averaged wind profiles in the “no-lake” case
are close to these computed using the GCMii archives. In the “lake” case, however, the
horizontal winds are stronger than in the “no-lake” case in the column due to the smaller
surface roughness height of the water surface compared to that of the solid surface. The
seasonal temperature profiles in both the “no lake” and the “lake” experiments match well
those observed, despite a cold bias generally found above a level corresponding to a height
of roughly 8 km above the surface. In the “lake” case during the summer season, the air
above the surface up to an altitude of roughly 1500 m is generally colder compared with the
“no-lake” case, in line with the reduced sensible heat and downward longwave fluxes at the
surface; during the winter season this is quite the opposite where the air is generally warmer
and the sensible heat and downward longwave fluxes at the surface are stronger than the
“no-lake” case. The shape of seasonal specific humidity profiles match well those observed,
despite a systematic moist bias found below roughly 5 km. In the “lake” case, during the
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spring and summer seasons, the specific humidity in the lower atmosphere is generally less
than that in the “no-lake” case, in line with the reduced evaporation-evapotranspiration (or
latent heat flux), with the increased downward solar radiation at the surface, as well as with
the reduced cloudiness as shown in Table 3.2. The reverse occurs in the autumn and winter
seasons for the “lake” case where the specific humidity is higher in the lowest atmospheric
levels, in line with the increased evaporation, a decrease in the downward solar radiation at
the surface, as well as with the increase (modest in autumn) in the cloudiness when
compared to the “no-lake” case.

Consequently, these results showed that a change from a land to a lake surface in this SCM
led to consistent modifications in the atmospheric profiles, as well as in the surface variables
and fluxes, despite similar atmospheric dynamical forcing. The minimum and maximum
values of the lake surface temperatures are delayed and the daily temperature amplitude is
significantly reduced compared to the land surface. Thus, these modifications emphasize the
role played by the surface conditions taken accounted for in the lake model and these of the
vertical exchanges in the atmospheric column accounted for in the contributions to the
Physics tendencies. This conclusion is based on 12-hourly outputs and for the relatively
small value of the nudging parameters.
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Table 3.2: Comparison of seasonal averages of selected variables and fluxes between the “lake” and
“no-lake” experiments over one annual cycle; averages are computed over the March, April, May
(MAM), June, July, August (JJA), September, October, November (SON), and December, January,
February (DJF) months. Precipitation (pcp) is displayed in the units of mm d’, total cloudiness ranges

from 0 to 1, downward longwave radiation flux at the surface, Rts,c, absorbed longwave by the

atmosphere, Ré,am, absorbed shortwave at the surface, R ., latent and sensible heat flux,
respectively Q= and Qy, and the net energy at the surface, Quer (W m™?), are in the units of W m?. The
sign convention is positive downward for Rts,c, positive for net absorbed radiation for
Rl sic s R;atm,R;Sf,_., and Qusie- Ris is the bulk Richardson number (dimensionless), values for the

day (D) and night (N). Surface temperature is computed by the GCMii land-surface module in the “no
lake” experiment, and the lake surface temperature (i.e. z = 0 m) in the “lake” experiment by the k-&
lake model.

MAM JUA SON DJF
no lake Lake no lake lake no lake lake no lake lake
Rlse (W m?) 324.3 314.3 351.6 337.4 311.2 329.8 291.0 3125
Risc (Wm?) -154.2  -1446  -1758  -160.4  -1549  -1550  -132.4  -1335
RS, atm (W m?) 58.7 55.2 80.9 75.8 37.2 37.6 19.2 19.6
RS, s (W m?) 137.4 154.3 204.4 234.3 95.6 96.0 48.0 46.1
Tste (°C) 8.9 8.7 16.2 16.5 10.1 13.6 4.0 8.3
Qi (W m?) 17.2 7.9 23.5 16.4 3.2 13.2 165 2.2
Qe (Wm®) 85.0 46.0 136.6 78.9 49.8 71.4 22.8 44.4
pep (mmd”) 35 3.1 2.6 1.9 2.6 2.6 3.1 3.1
Clouds 0.58 0.56 0.46 0.43 0.46 0.46 0.55 0.57
Qe (W M) 2.2 57.3 -0.1 77.2 -15 -42.1 0.0 -43.9
Fe N D N D N D N D N D N D N D N D
-38 -95 -03 -05 5 -8 -09 -09 5 -4 -1 -15 48 .15 -1 -07
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c. Fall

Level (sigma*1000) Level (sigma*1000)

Level (sigma*1000)

100 -
200 A
300 ~
400 ~
500 -
600 -
700
800 A
900 ~

——0BS
SIM NO LAKE
SIM LAKE
== GCMii

1000
-70

-50

-30 -10
Temperature (deg C)

~ |

100
200
300 -
400 A
500
600 -
700 A
800 A
900 -

/.

1000

40
Windspeed (m s-1)

50

60

100
200
300
400
500 -
600 -
700 ~
800 -
900 ~

Ly —i-m

S

\‘

1000

Specific humidity (g kg-1)

10

12

99



d. Winter
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Figure 3.2. Comparison of observed and computed atmospheric temperature, windspeed
and specific humidity profiles. The simulated profiles are produced by FIZC interfaced with
the lake model and land-surface energy budget approach as described in Fig. 3.1. The
station observation is located in Payerne, Switzerland. The observed profiles are collected
from radiosoundings at 0000 and 1200 UTC aggregated onto FIZC vertical levels. Profiles
are seasonally averaged; a) Spring, b) Summer, ¢) Autumn, and d) Winter.
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3.4.2 Coupled-model optimal parameter values

Prior to assessing the sensitivity of the lake water temperature to the coupled-model
parameter values, an arbitrary combination of values has been devised. This combination
aims at reproducing the observed water temperature profiles by using the smallest nudging
parameter, Ny, is a unique value for the scaling of the contributions to the Dynamics
tendency applied at all vertical levels, s, ,, ¥ represents atmospheric prognostics of T, g, u

and v, £ = 10, and a scaling of the anemometer level wind speed that reproduces the
observed windspeed, s, and s, when the windgust parameterization is not activated.
Simulated hourly-mean atmospheric temperature and screen level specific humidity are also
compared with the station observations (Table 3.3).

A set of 50 simulations has been performed using the following combinations, s,, =[1, 3, 5,

6,7,8,9], s,and s, = [0.5, 0.6, 0.7, 0.8, 1.0] and Ny, = [0.1, 0.5]. The comparison between
simulated and observed mean seasonal water temperature, evaluated through the RMSEs
for four groups of depths (GD1: 0-10 m, GD2: 15-50 m, GD3: 100-200 m, GD4: 275-309 m),
serve to devise the calibration that produce the smallest bias.

When Ny, = 0.5, three combinations reproduced realistic water temperature profiles with
RMSEs ranging from 1.04°C to 1.24°C in GD1, from 0.32°C to 0.42°C in GD2, from 0.21°C
to 0.24°C in GDS3, and from 0.5°C to 0.53°C in GD4. For these, s,and s,=0.5, and s,, =[7,

8, 9]; Sy, = 9 performed the best in GD1 and GD2, but the worst was in GD3 and GD4.

Since the variability of the RMSEs is larger in the first 100 m below the surface, the latter is
more appropriate. For all these simulations, the bias between simulated and observed mean
screen (i.e. 2 m) air-temperature and specific humidity is positive. However, it turns out that
Sy, = 9 produces the smallest bias (Fig. 3.3). Furthermore, for s, and s, = 0.5, the bias

diminishes with increasing s,, (Table 3.3). The bias varies between 0.03°C (Winter) and

1.58°C (Spring) at the surface, -0.08°C (Winter) and 0.84°C (Summer) at 15 m, -0.41°C
(Autumn) and 0.23°C (Winter) at 50 m, and 0.03°C (Autumn) and 0.23°C (Spring) at 100 m.

The same analysis has been performed using a smaller nudging parameter value, Ny, = 0.1.
The lowest RMSEs are reached for s, and s, = 0.6 and s, , = 7. The RMSEs are of the order

of 0.75°C in GD1, 0.38°C in GD2, 0.24°C in GD3 and 0.15°C in GD4. The nudging can thus
be reduced to values as low as 0.1 without any negative effects on the simulation of the lake
water temperature profiles. The bias between observed and simulated atmospheric variables
is even reduced (Table 3.3). The seasonal water temperature profiles produced with this
latter combination will serve as a reference for the sensitivity analysis, thus producing
realistic seasonal water temperature profiles as shown in Figure 3.3. The seasonal water
temperature profiles show generally a small negative bias. At the surface, the error is
maximal in autumn (-0.92°C), at 15m in spring (+0.48°C), and at 50m and 100m (-0.65°C
and 0.37°C) in autumn.
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Figure 3.3. Observed lake-water temperature profiles compared with simulations using two different
values for the nudging towards the GCMii archived values; ¥ stands for T, g, u and v, and £ = 10.
Profiles are seasonally averaged; a) Winter (DJF), b) Spring (MAM), c) Summer (JJA), and d) Autumn
(SON).

Table 3.3. Comparison of the station observation statistics (annual mean * standard deviation) with
simulated quantities of anemometer-level windspeed, screen-level air temperature and specific
humidity as a function of the FIZC parameter values for the nudging technique, Ny,, for the scaling of
the contribution to the tendencies due to the Dynamics, Sy, and for the scaling of the anemometer-
level windspeed, s, and s,. Here, ¥ stand for all prognostic variables, T, g, u, and v, and { for the
number of vertical levels above the surface on which the nudging and the scaling of the contributions
to the Dynamics are applied. This comparison is partitioned into the optimisation phase, as well as into
different sensitivity experiments involving the nudging and scaling intensities to the screen-level
temperature and anemometer level windspeed.
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Wind speed (m s?)

Temperature (°C)

Specific humidity (g kg ")

Observations at Changins (1981-1990)

Ny =0.5 2.47 £1.65
Sp=7

Syv=0.5

Ny =0.5 2.54 £1.75
Sy=8

Syv=0.5

Ny =0.5 2.60 +1.84
Sy=9

Syv=0.5

Ny = 0.1 2.89 +1.82
Sy=7

Suv=0.6

12.67 +5.86

12.50 +£5.75

12.33 £ 5.63

11.31 £5.48

7.99 +3.17

7.81 +3.09

7.64 £ 3.02

6.86 = 2.69

Nudging

Ny =0.3 2.87 £1.91
Sy=7
su,v=0.6

Ng=0.5 2.98 +£1.92
Sy=7
Sy =0.6

Nyt =0.5 2.76 +1.89
Nyy = 0.1

Sy=7

Suy=0.6

Ny, =1=0.1
Sy=7
Syv=0.6

Ny, =3 =0.1
Sy=7
Syv=0.6

3.08 +2.14

2.82+1.84

12.56 + 5.65

12.66 + 5.61

12.76 + 5.65

12.56 + 5.31

11.79 £ 5.44

7.75 +3.03

7.91 +3.08

7.96 * 3.11

7.64 +2.97

7.13+2.79

Scaling of the contributions to the Dynamics tendencies

Ny, =10 = 0.1 1.83+£0.94
Suv=1

Sr=1[1,3,7]

Sq=1[1,3,7]

Sy =0.6

Ny =10 = 0.1 294+18
Spu=7

ST = [1 7377]

Sq=1[1,3,7]

Suv=0.6

1275 +6.7

11.35+£5.5

7.82+3.4

7.02+27

Scaling of the anemometer-level windspeed

Ny = 0.1 240 £1.52
Sy=7

Syv=0.5

Ny = 0.1 3.85+245
Sy=7

Suy=0.8

11.34 £5.82

11.26 +4.78

6.92 +2.82

6.74 + 2.41
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3.4.3 Sensitivity to the nudging.

Sensitivity to the nudging is analysed first by relaxing prognostic variables towards the GCMii
archives with a set of values, i.e., Ny, =[0.1, 0.3, 0.5], and then by fixing one value to a given
variable and relaxing independently the three others with values of Ny, = 0.1 and 0.5; in
these experiments, the nudging is applied to all vertical levels (£ = 10).

As shown in Figure 3.4 the water temperature profiles warm throughout the column as the
intensity of the nudging towards the GCMii archived values increases. The seasonal
differences with the reference simulation vary between 0.58°C and 0.6 °C for the minima, and
0.84°C and 1.5°C for the maxima when Ng; = 0.3. For a nudging of 0.5, the warming
continues and the differences range respectively from 0.7°C to 0.77°C and 0.98°C to 1.63°C.
The largest differences are observed from the surface down to 20 m. Even though the mean
wind speed does not differ significantly from the reference simulation, a stronger nudging has
an impact on warming the mean screen-level air temperature and increasing the screen-level
specific humidity (Table 3.3), and thus serve to explain the warm shift of the water
temperature profile.

It is noticed that the simulated water temperature profiles resulting from nudging the
temperature and specific humidity to 0.5, and the wind speed to 0.1, are similar to that
produced when a nudging of 0.5 is applied to all of the variables. The largest water
temperature difference is 0.26°C at 30 m depth. On the contrary, when the wind speed is
nudged to 0.5 and the other variables are nudged to the value of 0.1, the water temperature
profile is similar to the reference profile. This indicates that the screen-level atmospheric
temperature and specific humidity are more sensitive to the large nudging values. The
increase of the screen-level temperature and specific humidity is thus similar to mean values
defined for a nudging of 0.5.

The nudging has also been tested on a reduced number of vertical levels. A nudging on ¢
levels implies that Ny, of less that one is applied on the { layers above the surface (Eq. 9),
whereas a value of one is applied otherwise. Nudging the prognostic variables from 4 to 10
levels above the surface does not significantly impact on the surface conditions. The screen-
and anemometer-level variables remain essentially unchanged and the water temperature
profiles vary within 0.1°C. The effects are significant when nudging 3 levels and less. Screen-
level temperature and specific humidity increase, whereas mean wind speed remains
essentially unchanged, except when only 1 level is considered. From a nudging on 10 to 1
levels, the average values of the screen-level temperature, specific humidity and
anemometer-level windspeed increase (Table 3.3); this warms the water column and
temperature RMSEs increase in all groups of depths. However, it turns out that the increase
in the mean of these atmospheric variables by a nudging of 0.1 on 3 levels reduces the
RMSE in GD1 (-0.69°C), GD2 (-0.24°C) and GD3 (-0.23°C), but increases in GD4 (+0.53°C).
Despite this, the bias between observed and simulated screen-level variables does not
decrease further (Table 3.3). At the surface, the water temperature error lies between 0.01°C
(Winter) and -0.43°C (Autumn), at 15 m between 0.07°C (Winter) and 0.65°C (Summer), at
50 m between 0.22°C (Winter) and -0.35°C (Autumn), and at 100 m between 0.01 (Autumn)
and 0.21°C (Winter).
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Figure 3.4. Observed and simulated lake-water temperature profiles, seasonally
averaged for a) DJF, b) MAM, c) JJA, and d) SON. Simulations use a fixed scaling of
the contributions to the Dynamics tendencies (Sy = 7) and of the anemometer wind

speed (s, sy = 0.6), but varying values for the nudging Ny and the number of level in
the vertical on which these are applied.

3.4.4 Sensitivity to the scaling of the contributions to the Dynamics tendencies
The analysis has been done by allowing the scaling parameters Sy , to vary independently

to the contributions to the Dynamics tendencies (Eqg. 7). The optimal ad hoc scaling was
found to be 7, so this value is fixed for at least one variable, whereas for the other variables it
takes the values of 1 and 3, thus producing 19 simulations.

The seasonal water temperature profiles simulated using the various scaling values all
behave differently, while the location of the thermocline and water temperature produce 3
groups of profiles as shown in Figure 3.5. The analysis of the water temperature profiles
shows that the scaling of the contributions to the wind Dynamics is the most important. The
smaller the scaling, the colder the bottom water temperatures are, and the steeper is the
temperature gradient in the thermocline. The S, and S, components explain 99% of wind
variance, 95% of temperature variance and 81% of specific humidity variability. Their
increase raises the mean wind speed and its standard deviation, whereas they reduce those
for the atmospheric temperature and specific humidity at the screen level (Table 3.3). The
mean anemometer-level windspeed with S, and S, = 7 agrees with that of the observation,

whereas the bias in the atmospheric temperature and specific humidity averages is positive,
whatever the values given to Sy and S,

Small variations in the screen-level variable averages are observed according to the
combinations of values taken by Sy and S,. For given S;, S, and Sy values, it appears that
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mean atmospheric temperature and specific humidity decrease with increasing S,. However,
their effects on the water temperature profiles are small. For instance, the mean of the
seasonal RMSEs in layers 0-10 m varies between 1.48°C and 1.80°C (S, and S, = 1), 1.15°C
and 1.30°C (S, and S, = 3), 0.7°C and 0.76°C (S, and S, = 7), for any given values of Sy and
Sq-
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Figure 3.5. Observed and simulated lake-water temperature profiles, seasonally
averaged for a) DJF, b) MAM, c¢) JJA, and d) SON. Simulations use a fixed scaling for
the anemometer wind speed (s,, s, = 0.6) and for the nudging towards the GCMii
archived values (Ny, = 0.1), but varying values are applied to the scaling of the
contributions to the Dynamics tendencies Sy .

The scaling parameters that produce the lowest RMSE with regard to the whole water
column are as follow: S, =1, Sy =7, S, and S, = 7. The simulated water temperatures fit with
lake observations at all depths and for all seasons as shown in Figure 3.6; the bias varies
between -0.67°C (autumn) and 0.49°C (Spring) at the surface, -0.19°C (Winter) and 0.63°C
(Summer) at 15 m, -0.49°C (autumn) and 0.01°C (Winter) at 50 m, and -0.18°C (Autumn)
and 0.03°C (Spring) at 100 m.
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Figure 3.6. Time-depth vertical cross section of simulated lake water temperature
using the optimal parameter values: Ny ;= 0.1, Sy, =7, where ¥ = {T, u, v}, Sy, =1 for
¥ =q,1=10; s, s, = 0.6, wind gust parameterization is not activated, &gjche = 0.01,
Gseiche = 0.9; lake depth is in meters and the colour scale is in °C. Differences (°C)
between observed and simulated temperatures are in dotted lines.

3.4.5 Sensitivity to the scaling of the anemometer-level windspeed

The effect of the intensity of the simulated anemometer-level windspeed on the thermal
profile has been evaluated by varying its scaling around the value of the reference
calibration. Therefore, the scaling s, and s, is varied from 0.5 to 0.8.

As shown in Figure 3.7, the reduction of s, and s, produces a warming of the topmost 2.5 m
of water in Spring (difference of + 0.11°C) and the first 7.5 m in Summer (difference of
+0.58°C), when compared to the reference profile. Below, the average cooling reaches
-0.63°C at 50 m and -0.47°C at 100 m. Reverse effects are noticed when s, and s, both
increase. The higher these values are the colder the surface temperature, the warmer the
bottom temperature and the smoother the temperature gradient are in the thermocline. For
instance, a scaling of 0.8 produces a cooling of 1.19°C at the surface and a warming of
1.84°C at 15 m, 1.49°C at 50 m and 1.03°C at 100 m during Summer. Table 3.3 shows that
the scaling of the anemometer-level wind speed produces large variations of the mean
windspeed, but does not affect significantly the atmospheric temperature and specific
humidity. As the mean wind speed attains higher values, the warming of deeper layers is
explained by the increase of the mixing processes and by the loss of heat in the surface layer
due to heat penetration to deeper layers.
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Figure 3.7. Observed and simulated lake-water temperature profiles seasonally-
averaged for a) DJF, b) MAM, c) JJA, and d) SON. Simulations use a fixed scaling of
the contributions to the Dynamics tendencies (Sg; = 7) and of the nudging towards
GCMii archived values (Ng, = 0.1), but varying values are applied to the scaling of the
anemometer wind speed, s, and s,.

3.4.6 Sensitivity to the wind gust parameterization

Wind gust parameterization has been activated in order to produce high wind events. The
number of consecutive timesteps upon which the parameterization is applied influences the
sensitivity test on the water temperature profiles. The module is thus activated during 72 time
steps (1 day), 144 timesteps (2 days) and 216 timesteps (3 days). The mean seasonal water
temperature profiles are rather insensitive to such short periodic events of a given magnitude
(Eqg. 11). The increase of the mean anemometer-level wind speed caused by the activation of
the parameterization over 3 days is of the order of 0.03 m s, causing maximum differences
with the reference profile of 0.04°C.

3.4.7 Sensitivity to the surface drag and the seiches parameterization

The two lake-model specific parameters used to calibrate the production/dissipation of TKE
due to seiches have been tested; ogeicne = 0.006 instead of 0.01, and Qseiche = 0.6 instead of
0.9. Variations of gseicne d0 Not modify significantly the lake water temperature, apart from a
2-m shift in the thermocline position. On the contrary, the lake profile is sensitive to the
variations of aeiche, @s this value serves to calibrate the amount of mixing in the interior of the
lake due to the energy transfer from the wind to seiche motions. Therefore, its reduction
causes less heat to penetrate deeper into the lake. As a result, from 10 m down to the
bottom, the cooling of the water temperature is systematic. Below 100 m the decrease is on
average 0.3°C, whereas it ranges between 0.26°C (Spring) and 0.69°C (Summer) at 15 m
and between 0.31°C (Winter) and 0.56°C (Autumn) at 50 m, due to the stronger temperature
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gradient simulated in the thermocline. At the surface, seasonal temperature differences are
weak compared to the annual variability (< 0.3°C). Screen- and anemometer-level variables
are not significantly affected by the lake calibration.

Finally, a new parameterization of the surface drag coefficient that accounts for the wind
speed is tested. Since this parameterization increases the wind energy acting upon the
surface, a more intense mixing smears out the temperature gradient in the thermocline and
warms the column at all times of the year, with one exception in Summer from the surface
down to 7.5 m. As a result, the water temperature error is lower than 0.13°C from 50 m down
to 150 m during the stratification periods, and the warming of the simulated water profiles
decreased the RMSEs in GD1, GD2, and GD3. The temperature increase varies between
0.3°C (Winter) and 0.82°C (Summer) at 15 m and between 0.35°C (Spring) and 0.7°C
(Autumn) at 50 m. From 100 m and below, the increase ranges between 0.27°C and 0.38°C.
Screen- and anemometer-level variables do not vary significantly either. Unlike the seiche
parameterization, the varying surface drag coefficient produces a similar RMSE between
simulated and the observed water temperature profile, except in the 100 m layer above the
bottom.

3.5 Discussion and concluding remarks

The above results indicate that the model's adjustable parameters have an impact on the
simulated water temperature profiles, on the screen-level temperature and humidity, as well
as on the anemometer-level windspeed. However, devising an optimal combination is
challenging because of the non-linear effects generated by the coupling technique. These
parameters modulate the surface turbulent and radiation fluxes that couple the lower
atmosphere to the lake, drive the surface water temperature and then feed back on the
atmospheric boundary layer that modulates the values of surface atmospheric variables. The
differences between observed and simulated downward solar and infrared fluxes at the
surface are generally from 3 to 74 W m™ for the solar flux, and from -4 to 28 W m? for the
infrared flux respectively, where the clouds are the major factors explaining these
differences. Yet, a combination of these parameter values has been found to produce
seasonal water temperature profiles and surface atmospheric variables in a realistic manner.

While nudging the atmospheric variable towards the GCM profiles tends to increase the
mean screen-level atmospheric temperature and specific humidity, a higher scaling of the
contributions to the Dynamics tendencies tends to reduce their values. However, their
individual effects on the water temperature profiles are similar. In both cases, a warming is
observed throughout the whole water column. While the mean anemometer-level wind speed
is not significantly affected by a stronger nudging, a higher scaling increases its mean and
variability. This increase in the momentum flux towards the water surface, and thus more
energy is available to transfer heat with depth and the effects of colder air temperature, does
not impact on the water column. To cool the water temperature, it is thus necessary to modify
the parameter that scales the anemometer-level wind speed without significantly modifying
the other variables. This is achieved by scaling down the anemometer-level wind speed,
together with increasing the scaling of the contributions to the Dynamics tendencies. This
shows that the effects of a reduction of the nudging towards the GCMii profiles can be
compensated by varying the scaling of the contribution to the Dynamics tendencies and the
anemometer-level windspeed.

Parameters optimisation using a weak nudging towards the GCMii archived values (Ng; =
0.1) can realistically reproduce the observed water temperature profiles as well as the
atmospheric screen variables. A constant value for the scaling of the contributions to the
Dynamics tendencies (Sg; = 7) and an adequate value for the scaling of the anemometer-
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level windspeed (s, s, = 0.6) generate RMSEs of 0.75°C in GD1, 0.38°C in GD2, 0.24°C in
GD3 and 0.15°C in GD4. Despite a small negative bias in the seasonal water temperature
profiles, the mean error of the screen-level air temperature, specific humidity and
anemometer-level windspeed are respectively 0.09 m s2, -0.87°C and -0.4 g kg™. However,
the sensitivity analysis revealed that the water temperature profiles can more closely
approximate to seasonal observations. Even though the scaling of the contributions to the
Dynamics tendencies was proven to impact mainly on the anemometer-level wind speed, a
different scaling of the temperature and specific humidity may slightly shift the temperature
profiles. Therefore, the most accurate results were found when S, was lowered to 0.1. The
RMSEs was reduced to 0.73°C in GD1, to 0.25°C in GD2, to 0.15°C in GD3 but increased to
0.34°C in GD4. The mean value of the anemometer-level wind speed is reduced (0.04 m s?),
but the mean values of temperature and specific humidity are increased, 1.04°C and
0.74 g kg respectively.

Variations in the number of levels on which the nudging is applied also influenced the
RMSEs in GD1, GD2 and GD3. When the strongest nudging towards the GCMii profiles is
applied on more than 6 levels (i.e., Ny;.¢ = 1), screen- and anemometer-level variables react
to an increase in the value of the nudging, but more weakly. A nudging on 1 level (that is 9
levels with Ny = 1) produces less variations than a nudging of 0.3 on 10 levels. Therefore a
nudging on 3 levels was shown to improve the water temperature profile without negatively
affecting the simulation of the atmospheric variables. However, this improvement is due to
the negative bias of the simulated water temperature profile. Since the effects of the nudging
of the atmospheric variables imply a warming of the water column, the simulated profile
necessarily crosses the observation and may reduce the bias. By applying a nudging on 3
levels to the previous calibration obtained using the following scaling values, Sq =1, Sr=7,
Sy and S, = 7), the influence of the GCMii on the water profile is very strong and produces a
positive bias. Since the wind gust function has a negligible effect on the atmospheric
variables, the optimal calibration does not make use of it.

The anemometer-level windspeed showed no significant changes following the application of
the extreme winds parameterization, perhaps because we prescribed only the wind profiles
regardless of the temperature and of the specific humidity profiles. Also, the nudging
procedure should be modified during these extreme events.

Even though the lake surface temperatures are sensitive to variations of lake-model
parameters Gseiche, Gseiche, anNd to Cp, mean screen-level atmospheric variables do not vary
significantly. The temperature gradient in the thermocline is less accurately resolved by
decreasing the value of ogicne. On the contrary, a varying surface drag coefficient improves
the simulation of the thermocline. The variations of ¢p due to increasing wind speeds allow
heat to penetrate deeper, reducing the RMSEs down to 150 m. However, compared to the
calibration with varying Sy, the RMSEs are higher.

The optimal parameter values combination found in this study is applicable only for Lake
Geneva. Other parameter values would presumably be required for other lakes. The coupled
FIZC/ k-eis currently being tested on other lakes in order to cover a range from shallow to
deep, non freezing to freezing, low altitude to high altitude and crystal clear to turbid waters,
but also other lake types, i.e., monomictic, dimictic, etc., such as that depicted in the
LakeMIP project (www.unige.ch/climate/lakemip/index.html). Consequently, this
coupled model is further tested against a variety of configurations in order to adequately
reproduce the atmosphere-water interactions and the lake thermal profiles. These include an
increased number of vertical levels of FIZC to refine the vertical profiles, as well as to better
represent the momentum and the energy fluxes in the boundary layer, but also other
numerical time-marching schemes, etc. Other tests aim at reducing the number of vertical
levels of the k-¢lake model to reduce the computational load that may be a limiting factor in
regional climate simulation over a lake-rich region. Finally, if one plans to run a GCM or a

RCM with the intention of outputting the contributions to the Physics tendencies Py ,or
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ultimately those of the Dynamics Dy, an archival frequency higher than 24-h would better

represent the diurnal cycle of the large-scale circulation through their effects on the lateral
advection of temperature, moisture and momentum.
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Chapter 4

Thermal response of the deep Swiss Lake Geneva
under a 2 x CO, global climate change

Marjorie Perroud and Stéphane Goyette

Climatic Change and Climate Impacts (C®l), University of Geneva, Carouge, Geneva, Switzerland

Abstract

The response of the deep Swiss lake, Lake Geneva, to global warming caused by an
increase in atmospheric carbon dioxide concentration (i.e., 2 x CO,) was investigated using a
coupled lake-atmosphere model. The one-dimensional k-¢ lake model SIMSTRAT has thus
been interfaced with the single column atmospheric model FIZC. Compared to former
uncoupled experiments where atmospheric variables were used to drive the lake model
without being modified, coupling the models allowed for strong feedbacks between the lake
surface and the atmosphere and produced changes in atmospheric moisture and cloud cover
that further modified the downward radiation fluxes. The time evolution of atmospheric
variables as well as those of the lake’s thermal profile could be reproduced realistically by
devising a set of adjustable parameters. In a “control” 1 x CO, climate experiment, the
coupled FIZC-SIMSTRAT model demonstrated genuine skills in reproducing epilimnic and
hypolimnic temperatures, with annual mean errors and standard deviations of
0.26°C £ 0.27°C and 0.31°C = 0.14°C respectively. Following this, several decades were
needed to spin up the water temperature in order to reach equilibrium in the 2 X CO, climate.
Doubling CO, concentration induced an atmospheric warming that impacted the lake’s
thermal structure, increasing the stability of the water column and extending the stratified
period by 3 weeks. Epilimnic temperatures were seen to increase by 2.6°C to 4.2°C while
hypolimnion temperatures increased by 2.2°C. Climate change modified components of the
surface energy budget through changes mainly in air temperature, moisture and cloud cover.
During summer, reduced cloud cover resulted in an increase in the annual net solar radiation
budget. A larger water vapor deficit at the air-water interface induced a cooling effect in the
lake.
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4.1 Introduction

European climate experienced a surface air temperature warming of 0.9°C during the 20"
century (Jones and Moberg 2003), resulting in a wide-range of impacts that followed the first
signs of change (Alcamo et al. 2007). According to projections made for future climate,
southern and central Europe would experience the largest changes in mean air temperature
during summer while the northern regions would be more strongly affected during winter. The
warming would also have a number of impacts on the distribution of precipitation throughout
Europe (Christensen et al. 2007). Annual precipitation is predicted to increase in the North,
decrease in the South and increase during winter but decrease during summer in Central
Europe, resulting in more frequent summer droughts. In Switzerland, the recent trends of
these variables are consistent with projections for central Europe (Schmidli et al. 2002;
OcCC 2008). In the Alps, changes in winter precipitation have reduced the length of the
snow season and the amount of snow (Beniston 1997) and with higher summer
temperatures, have caused glacial mass wasting (Paul et al. 2004). In the lowlands, the more
severe heat waves and heavier precipitation of the last decades (Luterbacher et al. 2004;
Della-Marta et al. 2007), have caused crop losses, water shortages, like in the regions of the
Swiss Jura and Swiss Plateau during the summer heat wave of 2003, and large flood events
(De Bono et al. 2004; Voigt et al. 2005).

In many western-European lakes changing climate has resulted in increased water column
stability, longer stratified periods, and warmer temperatures in the epilimnion (Peeters et al.
2002; Livingston 2003). These findings are in agreement with the observations for other mid-
and high-latitude lakes (Robertson and Ragotzkie 1990; Schindler et al. 1996; King et al.
1997; McCormick and Fahnenstiel 1999). While the impacts of changes in climate in the Alps
have been reported by many authors (Theurillat and Guisan 2001; Abegg et al. 2007;
Uhlmann et al. 2009; Beniston et al. 2010), very few studies have attempted to relate future
climate projections to their potential impacts on perialpine lakes (Peeters et al. 2002; 2007;
Perroud and Goyette 2010). This enhances the need to lead investigations on a variety of
lakes, grabbing the opportunity to develop new methods

This study examines the thermal evolution of the waters of Lake Geneva, which is located at
an altitude of 372 m a.s.l. between Switzerland and France. Long term monitoring (since the
1950s) of Lake Geneva at its deepest point (309 m), has shown that the lake has changed in
response to recent warmer conditions (Lazzarotto et al. 2004; Dokulil et al. 2006). Despite
large interannual variability, trend analyses have shown that bottom temperatures have risen
over the last 50 years from 4.5°C to ~ 6°C in 2002. The annual mean surface temperatures
have increased by more than 1°C since the early 1970s (Lazzarotto et al. 2004).

The objective of this study is to investigate the lake response with a coupled lake-
atmosphere model. This approach, as described in Goyette and Perroud (2010), might also
ultimately contribute to understanding the impacts of Lake Geneva on global warming. In
such numerical experiments, results, as it is likely to be at the time of a doubling of CO,, are
compared to those achieved in a control “1 x CO;” climate. This method, used in former
studies, assume initial concentrations of GHG in the atmosphere close to the one recorded in
the second half of the 20™ Century (i.e., 1 x CO,) and then the final concentrations (i.e., 2 x
CO,) similar to these projected by the IPCC-SRES A2 scenario in the middle of 21" Century,
(Nakicenovic et al. 2000).

Using coupled models to numerically investigate long-term lake-atmosphere interactions is
innovative. Currently lake sensitivity analyses use meteorological forcing computed by
atmospheric models rather than observations to run lake models for both current and future
climate scenarios (Hostetler and Giorgi 1995; Blenckner et al. 2002; Malmaeus et al. 2005).
However, interactions between the lake and the overlying atmosphere have not been taken
into consideration in most investigations. Thus, studies that focus on the effects of climate on
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lakes, are generally confined to stand-alone experiments, i.e., that lake models are forced
with a prescribed atmosphere. The inclusion of a lake model, rather than prescribed surface
conditions, may also better reproduce processes involved in the energy and radiation
budgets, impacting air mass stability and cloud formation. The lack of literature dealing with
such coupled models was recently highlighted by MacKay et al. (2009), and pointed to the
need to better understand the role of lakes and reservoirs in the climate system.

For weather prediction applications, the fully interactive coupling of a lake model with an
atmospheric model, such as the FLake model in the COSMO model (Mironov et al. 2010), is
already possible, however this is mainly due to the fact that only short-term simulations,
which are less computationally demanding, have been run. Two-way coupling of lake and
atmospheric models for climate simulations is still in the very early stage. It is usually done
using complex Global Climate Models (GCM) or Regional Climate Models (RCM), but lake
models are still rather simple and simulations are run over short periods of time (Hostetler et
al. 1993; 1994; Hostetler and Small. 1999; Small et al. 1999; Song et al. 2004). The first
successful implementation included a mixed-layer-model (Goyette et al. 2000) and an eddy-
diffusivity model in the Canadian Regional Climate Model (Martynov et al. 2010). More
complex models such as 3D lake models, can currently only interact with the atmosphere in
a stand-alone mode for coupling and regionalization issues (Swayne et al. 2005). The high
computational costs and the large amount of data required to calibrate, validate and run
these 3 D models (Leon et al. 2007) restrict their use for climatological applications. Single
Column Models (SCMs) with their lower computational costs represent a useful trade-off to
study the effect of the climate on lakes at a particular location over a long time period. SCMs
and 1D lake models are both less computationally-demanding than RCMs or 3D lake
models, allow a good representation of vertical processes and may thus be used in the
present context for long term simulations.

Here we describe a procedure to calibrate the lake model parameters using a 6-year test
period. The optimal parameters were determined by minimizing the error to observed thermal
profiles and were then used to run the coupled model under the influence of 1 x CO, and 2 x
CO, climates. Lake warming caused by a doubling of the CO, concentration in the
atmosphere was quantified by comparing the water column thermal profiles for both climate
conditions. A description of changes at the air-water interface is made in terms of surface
fluxes and other atmospheric variables. Epilimnic and hypolimnic water temperature obtained
using this coupled model are compared to water temperatures from an uncoupled, one way-
driven lake model.

4.2 The coupled model

The FIZC-SIMSTRAT coupled model used in this study is a two-way computational method
where feedbacks between the lake and the atmosphere are allowed in the vertical
dimension. In this section, an overview of the approach is provided and the readers are
referred to the paper of Goyette and Perroud (2010) for a broader description of the model.
The climate change application described in this paper may be considered as a follow-up
study of the work undertaken earlier by Perroud and Goyette (2010). In the former case, the
one-way modelling methodology assumed that the lake model SIMSTRAT is driven initially
by observations that were subsequently perturbed to emulate a climatic change in the
atmosphere. The lake then responded to atmospheric perturbations that were considered as
differences diagnosed on the basis of outputs from a Regional Climate Model (RCM) in the
context of the EU 5™ Framework project “PRUDENCE” over the period 2071-2100
(Christensen et al. 2002).
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A few changes have been made to the column model of the atmosphere described in
Goyette and Perroud (2010). These changes, described below, include the implementation of
an improved parameterization of the contributions to the dynamic tendencies, addition of an
option to improve shortwave radiation by means of observed monthly mean stratospheric
ozone profiles compiled from measurements made at the Payerne climate station (46.8N;
6.94E; 490 m a.s.l.) instead of the zonally-averaged concentrations used by GCMii
(McFarlane et al. 1992), and the addition of the option to scale the driving specific humidity
profiles.

The atmospheric model is a SCM, termed FIZC, which can be considered as an atmospheric
column from the second generation of the Canadian General Circulation Model, or GCMii,
taken in isolation from the rest of the GCMii, and applied at a particular location. GCMii has
computational grid of 96 x 48 points in the horizontal and 10 levels in the vertical. It employs
a semi-prognostic technique whereby the temporal evolution of the prognostic variables
Y =[u, v, T, q] in the column, where u and v represent the horizontal components of the wind
velocity, T, the air temperature and g, the specific humidity, are described schematically as
follows:

0¥

W Dy + Py (1)

As shown in Eq. (1), ¥ evolves in time following two main chains of processes, functions of
the horizontal and vertical spatial dimensions, and of time. First, the contributions to the
dynamic tendencies, also termed “the dynamics” Dy, include the resolved processes of the
flow fields operating mainly in the horizontal such as the pressure gradient, the advection,
and the Coriolis terms. Second, the contributions to the physics tendencies, also termed “the
physics” P, , include the parameterised effects of the unresolved processes of the flow fields
operating mainly in the vertical, such as the solar and infrared radiation, cloud and
precipitation processes, vertical diffusion of momentum, sensible and latent heat, convection,
surface-atmosphere exchanges (momentum, heat, and moisture over either land or water
surfaces) including dependencies on surface and subsurface processes.

While the contributions to the physics tendencies can be recomputed at each time step within
the atmospheric column using the GCMii physics parameterization module, the contributions
to the dynamics tendencies are a priori unknowns and must therefore be inferred and then
prescribed to FIZC. During the course of GCMii simulations, the atmospheric profiles values
of W were archived at 12-hourly time intervals and the contributions to the physics
tendencies, symbolized by p,, were cumulated and archived at 24-hourly intervals.

Consequently, the mean contributions to the Dynamics can be determined as follows:

— oY _

Dy a_t ~— Py (2)

The large-scale dynamics, function of space and time, was then used to prescribe FIZC
contributions to the dynamics in the atmospheric column:

Dy = (1+Re)Dy 3)
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The parameterization described in Eq. (3) is slightly different from the one described in
Goyette and Perroud (2010) and shows better behaviour in time thus warranting a more
realistic day-to-day variability in W. Equation (3) represents the prescribed dynamics
computed on the basis of GCMii archives in the column, p,, which is superimposed on white

noise, Ry = Sy A", with Sy, a scaling parameter allowed to vary in the vertical for each
prognostic variable and R*, a random number ranging from -1 to +1. Consequently, this
parameterized dynamics, combined with the computations of the physics, py, serves to

compute the evolution of atmospheric profiles of ¥ in the column at each time step.

The contributions to the dynamic tendencies employ a simple stochastic parameterization to
represent the effects of unresolved processes. However, this parameterization may not cover
the range of variability that is required to reproduce the unresolved scales of the flow and
may result in model biases. In order to allow the FIZC computed atmospheric profiles to
develop their intrinsic variability but at the same time avoid too much drift from the GCMii
ones, a nudging option which allows relaxing FIZC prognostic variables ¥ toward those of
the GCMii archives was implemented as follows:

Wne = Neg Waemime + (1 — No o) Yrzem,e (4)

where the values of ¥, at discrete step m and at level ¢ is a combination of the computed
FIZC and the GCMii archived values controlled by Ny,, the nudging parameters, whose value
is 1 for a complete nudging to GCMii archives and 0 for no nudging. The nudging scheme
described by Eq. (4) may be viewed as a data assimilation technique. In Eq. (4), m is an
integer defining the GCMii archive intervals such that tx= m Ata, where Aty is 12 hours, the
latter being larger than the model timestep. Variables are thus evolving in time according to a
discretized version of Eq. (1) using the parameterized contributions to the dynamic
tendencies depicted by Eq. (3) interpolated at each time step, and the contributions to the
physics tendencies are recomputed at each time step. Then, the prognostic variables are
allowed to be nudged independently of each other at all levels at each 12-hourly intervals
according to Eq. (4) (where m > 0). An additional option has been developed in the current
version allowing the atmospheric profiles to dry-cool in conjunction with the nudging
procedure: the scaling is done through a parameter s, such that the GCMii specific humidity
profiles are nudged as s, Ny Goeuwim, . Where the scaling value sy < 1. This parameterization is

implemented to better reproduce the moisture vertical profiles shown in Fig. 4.1. It is based
on the conservation of the relative humidity so that the temperature profiles are modified
according to the Clausius-Clapeyron equation. These changes are intended to better handle
the simulated atmospheric profiles of T and g, impacting directly on the surface radiation and
energy budget components relevant to the computation of soil surface temperature and the
lake heat budget.

The lake model is the numerical one-dimensionnal SIMSTRAT model (Goudsmit et al. 2002),
a buoyancy-extended k-£ model (Rodi 1980; Burchard et al. 1998) that has been updated to
include the effects of internal seiches on the production of turbulent kinetic energy. To study
thermal evolution in Lake Geneva with sufficient vertical resolution, 390 layers have been
used. The coupling between the two models is achieved though the energy and momentum
budget components at the air-water interface (Goyette and Perroud 2010). Downward solar
and longwave radiation fluxes at the surface, s!.and [!.respectively, as well as the
anemometer-level windspeed components [uiom, Viom] diagnosed at 10 m above the lake
surface, are passed to the lake model. These can be further scaled as [s, Uiom, Sy Viom] With
parameters s, and s,. These parameters are a model-option devised as a mean to reduce
the model surface windspeed bias if needed. The reflected solar and emitted longwave
fluxes, sl, and [l,respectively, are then computed as a function of the varying lake albedo
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and surface water temperature. The atmospheric model computes the sensible and latent
heat fluxes, Q4 and Q, that can supply or extract energy to or from the lake, depending on
the conditions at the air-water interface. In these runs, the surface drag coefficient has been
kept at a constant value of cp = 1.3 x 10 2.

4.3 Comparison of FIZC and GCMii simulated variables over land

Prior to running the coupled FIZC-SIMTSTRAT model, we ensured that FIZC run with the
native land surface scheme was able to reproduce the atmospheric profiles as well as
surface variables first simulated by the GCMii. This experiment also allowed for the
assessment of the sensitivity of FIZC output variables to a number of user-defined
parameters, i.e., Ny, Sy, S5, Su, and s,. Output variables produced by FIZC at the grid point
located over Switzerland (46.5°N; 6.5°E) were compared to those of the GCMii when input
parameters for soil and vegetation types, neutral drag coefficient, background albedo, as well
as the initial conditions of the atmospheric and surface prognostic variables were the same
as those used in the former GCMii experiments. The assessment was carried out over an
arbitrary one year period where the comparison of annual average, standard deviation and
linear correlation coefficients for variables archived on a 12-hourly basis, as originally
devised in the GCMii simulations, were considered. The nudging parameters, Ny, were fixed
to 0.2 implying that the FIZC atmospheric profiles were allowed to deviate from these of the
GCMii; the scaling values of Sy were fixed at 1. Figure 4.1 compares six atmospheric profiles
of air temperature, air moisture, horizontal wind speed, and cloud amounts simulated by the
FIZC model using different values of the scaling parameter, s,, for the specific humidity with
those of the driving GCMii. The overall shapes of the annual-mean profiles are in a general
agreement with those of the GCMii. On the vertical average and in relative terms, scaling the
specific humidity from 1 to 0.75 impacted the atmospheric moisture content (-11%), the
clouds (9.3%), and the windspeed below 300 hPa (6.8%), more than the air temperature
(-0.6%). If this scaling varied from 1 (i.e., no scaling applied) to 0.75 (i.e., moisture is reduced
by 25% in each layer) as can be seen in Fig. 4.1a, atmospheric moisture decreased
throughout the atmospheric column in a linear fashion, differences ranged from 0.10 g kg™ to
0.49 g kg™ on the vertical average. A better correspondence with the GCMii annual profile is
achieved with s, = 0.95. At the same time, air temperature (Fig. 4.1b) decreased throughout
the atmospheric column in a quasi-linear fashion, differences ranged from 0.95°C to 2.65°C,
on the vertical average. Wind speed was more difficult to reproduce, especially above the
300 hPa level (i.e., above the 6™ sigma level from the surface). While the differences were
generally below 1 ms™ on the annual average, they reach 6 ms™ on average above that
level (Fig. 4.1c). Cloud cover was generally well reproduced, and differences were below
3.5% on the annual average; however, on the 5" and 6" sigma level above the surface, the
difference was about 23% as shown in Fig. 4.1d.
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Figure 4.1. Annual mean atmospheric profiles of (a) specific humidity, g, in g kg™, (b)
temperature, T, in °C, (c) horizontal windspeed, W, in m s”, and (c) cloud amount,
CLD. Vertical dimension is sigma*1000, where sigma = pps'1, with p the layer
pressure and ps the surface pressure.

The influence of sq on a number of surface variables is shown in Table 4.1, together with a
comparison with corresponding GCMii annual means and standard deviations. Linear
correlation coefficients for the time series simulated by FIZC with those from corresponding
GCMii series are also shown. The time evolution of the surface variables simulated by FIZC
was well correlated with the GCMii ones as r = 0.85 on average, with a maximum of r = 0.95
for T, and a minimum of r = 0.67 for [.,,. The variability of the surface variables and fluxes
is quasi-independent from the value of s; and is less than the corresponding GCMii values;
-8.6% on average in relative terms, with a maximum of -20.9% for [!., and a minimum of
-2.7% for Q. The annual means of the surface variables and energy fluxes were on average
comparable to their corresponding GCMii values when s, = 0.95. When the scaling factor s,
was reduced from 1 to 0.75, the annual average surface energy budget, &, remained fairly
close to 0, from -1.12 W m? for s, = 1 to -0.75 W m™ for s, = 0.75. However, T decreased
from 10.47°C to 7.37°C. The absorbed solar flux at the surface, K., and the sensible heat
flux, Qu increased from 106.11 Wm® to 111.12 Wm? and 3.45 Wm™® to 8.08 Wm?
respectively, but, the latent heat flux, Q¢, and the downward longwave flux, [}, decreased
from 68.3 Wm? to 66.8 Wm? and 330.78 Wm? to 313.95 W m?, respectively. The
absorbed solar, K., and thermal infrared, (.., atmospheric fluxes also decreased as s,
decreased, from 51.36 Wm? to 48.25 W m?, and from -157.66 W m® to -150.16 W m™®
respectively.

It should be emphasized here that the optimal parameter values for the “land” experiment,
even though they reproduced the GCMii variables accurately, may not be optimal for the
“lake” experiment. This is because in coupled models, feedbacks arising from the
interactions between the water and the atmosphere are allowed to take place, greatly
modifying the surface fluxes of energy and momentum. The resulting simulated atmospheric
profiles may thus be different, thereby subsequently influencing the lake water temperatures.

122



Table 4.1. Impact of the scaling parameter value, s;, on the vertical humidity profile for the annual
average of surface temperature, Ty in °C, absorbed solar radiation at the surface, Ky, in W m'2,
sensible and latent heat fluxes, Q4 and Qg respectively in W m?, total cloudiness, C, downward
longwave radiation at the surface, [, in W m, solar radiation absorbed by the atmosphere, Kum in
W m?, longwave radiation absorbed by the atmosphere, [, in W m? and on the energy budget at

the surface defined as @ = Ky + Li - 0 (T + 273.15)* - Qy - Qg, computed with mean values, o

being the Stefan Boltzmann constant. Also shown are the standard deviations, std, of the annual time
series and the linear correlation coefficients, r, with corresponding GCMii values.

Sq Tstc K ;fc (oF Qe C Lifc K ;tm L;tm @ Vanem
GCMii :
mean 9.48 118.44 4.95 711 0.66 315.24 54.08 -166.04 -4.7 1.70
std 6.3 83.0 27.4 55.5 0.4 55.3 30.4 42 1 1.0
Sq=
0.75
mean 7.37 11112 8.08 66.8 0.71 313.95 48.25 -150.16 2.98
std 55 80.1 26.0 54.5 0.3 411 27.6 42 1 1.4
r 0.94 0.87 0.84 0.95 0.77 0.81 0.94 0.67 -0.75 0.86
Sq =
0.80
mean 8.09 110.49 7.05 67.3 0.71 317.48 48.87 -151.63 2.97
std 55 79.5 24.9 54.3 0.3 41.8 28.0 42.8 1.4
r 0.94 0.87 0.85 0.96 0.78 0.81 0.94 0.67 -0.95 0.85
Sq=
0.85
mean 8.78 110.75 5.89 67.6 0.70 319.92 49.37 -152.02 2.98
std 5.6 80.0 23.8 54.0 0.4 43.9 28.3 43.0 14
r 0.95 0.86 0.87 0.96 0.78 0.82 0.95 0.67 -0.94 0.85
Sq =
0.90
mean 9.39 109.49 4.99 68.0 0.70 323.73 50.11 -153.98 2.98
std 5.6 78.4 23.2 53.7 0.4 44.8 28.8 44.0 1.4
r 0.94 0.87 0.87 0.96 0.79 0.83 0.95 0.68 -0.94 0.84
Sq =
0.95
mean 9.94 107.98 4.34 68.1 0.71 327.52 50.78 -155.95 2.97
std 5.6 76.6 22.6 53.5 0.4 453 29.3 44 .4 1.4
r 0.94 0.87 0.86 0.96 0.81 0.83 0.95 0.68 -1.00 0.84
Sq=1.0
mean 10.47 106.63 3.45 68.3 0.71 330.78 51.36 -157.66 2.96
std 5.6 75.7 22.2 54.0 0.3 455 29.6 45.6 1.4
r 0.94 0.75 0.85 0.95 0.81 0.84 0.95 0.68 -1.12 0.85
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4.4 Application of the coupled FIZC-SIMSTRAT to the deep Lake
Geneva

4.4.1 Calibration

In the following experiments, the land surface scheme has been replaced by the SIMSTRAT
lake model in the modelling system. In the previous model version, the sensitivity of the
water temperatures in Lake Geneva to calibration parameters was assessed (Goyette and
Perroud 2010). The water thermal profiles were reproduced with a root mean square error,
RMSE, averaged over winter (DJF), spring (MAM), summer (JJA) and autumn (SON), of
0.75C° from the surface down to a depth of 10 m (Group of Depths No.1 or GD1), 0.38C°
from 10 to 50 m (GD2), 0.24C° from 50 m to 200 m (GD3) and 0.15C° from 200 m to 309 m
(GD4). Due to the sensitivity of the water temperatures to the computed atmosphere, the
calibration parameters of this coupled version of FIZC-SIMSTRAT needed further
optimisation.

A reference simulation, referred to as Sim.g, was run for a 6-year period and served
to assess the ability of the model to reproduce observed seasonal thermal profiles in Lake
Geneva from 1978 to 1983 (Database INRA of Thonon-Les-Bains, Data CIPEL). Sim. used
the mean observed profiles recorded between December 1980 and January 1981 as initial
conditions. The simulated anemometer windspeed was scaled [s, u, s, V]s to fit observed
meteorological data [u, Vs s OVer the lake, as recalcutated statistically from data taken at the
inland station Changins, part of the Automatic Network (ANETZ) of the Federal Office of
Meteorology and Climatology, MeteoSwiss (Bantle 1989). During these simulations the
atmospheric profiles of W were not strongly nudged towards the GCMii archived profiles
(Ny =[0.1, 0.1, 0.1]) and a weak scaling of the contributions to the Dynamics tendencies
(Sy =[1, 1, 1]) induced intraday variability on the order of D, , fluctuations had a zero mean

value. Subsequent simulations were then performed to reduce possible biases in the
observed profiles by varying the parameters as follows: Sy = [1, 2, 3], sq4=[0.90, 0.95, 0.98],
and Ny = [0.1, 0.2, 0.5, 1]. The anemometer-level windspeed, the screen-level air
temperature and specific humidity were also evaluated with respect to GCMii values, s gowmi
= {Qsaomi> Tsaemis [Us Vlsaomiy and for consistency with Changins observed meteorological
data Wsons = {GQs, Ts, [U, Vlsobs}; @an assessment was done with observed incoming surface
solar and longwave radiative fluxes.

In order to compare the observed and simulated seasonal-mean profiles, lake soundings
recorded 1 to 2 times a month at discrete depths (to a maximum of 20 depths) were
interpolated and seasonally averaged. Values over the period lie within 5.21°C (spring) and
5.32°C (autumn) at the bottom and within 6.54°C (winter) and 19.4°C (summer) at the
surface.

Sim,¢s showed that seasonal water temperature profiles increased continuously over the 6
years at all depths and a positive bias to the observed profiles appeared. At the depths of
smallest intra-annual variability (depths below 100 m), the mean seasonal warming went
from 0.5°C to 0.9°C. A bias was noticed in the upper most layers and particularly at the
surface where the maximal bias reached 1.85°C in winter, 1.5°C in spring and 0.04°C in
autumn. However, in summer, temperatures were underestimated from the surface down to
25 m (-1.68°C). Looking at the annual evolution of bottom water temperatures during the
winter season, the warming changed at a mean rate of 0.057°C/year. At the end of the
6-year calibration period, the lake had not reached equilibrium and at the end of 14 years,
the overall lake warming rate was still 0.049°C/year.

Water temperature profiles resulting from the multiple calibration runs were then compared to
Sim,, with the hope that an optimal calibration would prevent the continuous warming of the
simulated lake water temperature profiles. Changing values of Sy produced seasonal
variations throughought the profiles of less than 0.13°C. As well, changes due to variations in
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sy were small, particularly at depths below 150 m where they did not exceed 0.06°C. Above
150 m, a low value of s, decreased the water temperature, reducing the bias in observations
in winter and spring but increasing the bias in summer and autumn. The Lake response was
the opposite with higher s,. Sensitivity of the Lake to changes in Ny was significant.
Compared to Sim,, cooler water temperature profiles were simulated, reducing the seasonal
error, throughout the profile in winter and spring and below 100 m during summer and
autumn. However, changes remained lower than 0.05°C from 200 m to the bottom, except
when both Ny and Nr =1, in which case variations of 0.15°C to 0.3°C (below 200 m) indicate
a significantly different behaviour of the profiles. Increasing the value of N,, caused a
reduction in wind speed, decreasing the penetration of heat to deeper portions of the lake
and reduced the error in the simulated profiles below 100 m. However, higher values of N,
were not optimal as at the same time that deeper waters cooled, surface waters warmed
causing significant errors in the upper layers (e.g. an error increase of 0.5°C in spring for
Nyy =1).

Cross calibration of parameters indicated similar trends, with water temperature profiles only
being significantly affected by the value given for the nudging parameters. Simulations
obtained by varying sq and Sy, with N; and Nr =1, caused small changes throughout the
profiles but did not result in significant improvement. For example, while s; = 0.90 lowered
the bias in the observed deep-layer temperatures, it increases the bias in the upper layers
(Table 4.2).

Compared to Sim,,s which produced a positive bias with respect to the observed volume-
weighted temperatures in the epilimnion, T, from January to July and in the hypolimnion,
Thyp, @t any time, the simulations with Nr and N, = 1 substantially reduced those errors (Fig.
4.2). Under these conditions, the lake reached a steady-state (i.e., no significant trend in the
mean-values) more rapidly and bottom water temperatures no longer varied. The annual rate
of change in the bottom water temperatures in winter was between -0.05°C and 0.05°C for
the 6-year simulation, and the range was only slightly wider for a 20 years simulation,
(between 0.19°C and 0.06°C). Simulation with Nr = 1 and N, = 1 produced mean winter
surface water temperature that varied by less than 0.2°C over the 6-year simulation, far
smaller than the 1.1°C increase found for Simye.

Table 4.2. Mean of the seasonal root mean square error per group of depths determined for
simulations with Ny =[1, 1, 0.1] but various s, compared to the observations.

54=0.90 Sq=0.95 54=0.98
GD1 0.77 0.71 0.72
GD2 0.76 0.70 0.70
GD3 0.16 0.19 0.23
GD4 0.37 0.46 0.51
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Figure 4.2. Observed (dotted line) and simulated (solid line) daily volume-weighted
temperatures in the epilimnion T, (upper curves) and in the hypolimnion Ty, (lower
curves), averaged over the 6-year calibration period for (a) weak? and (b) strong
nudging of the air temperature and specific humidity. Differences between simulated
and observed daily T (solid line) and Ty, (dotted line) are given in the panels below
(a) and (b).

Annual mean qs, Ts and [u, V]s obtained using the set of calibration parameters, were
systematically overestimated (Table 4.3) with respect to both the observations and the GCMii
values. Annual mean [u, V]s, was stronger than [u, Vlsgemi and [u, V]sobs, but this was a
consequence of using a lower value for the roughness height (z,) of the water surface.
Indeed, the lower frictional drag imposed on the flow at the lake boundary (here, 3.5 time
lower) gave rise to a smoother decrease in the horizontal wind speed. The scaling applied to
the simulated anemometer-level wind-speed ensured the right transfer of momentum to the
lake. The overestimation of gs and Ts was mainly related to surface water temperature and
specific humidity over the lake surface. However, gs and T simulated with Nr =1 and N, = 1
compared better with the observed values and thus diverged significantly from those
resulting from the other calibrations, revealing again the need to apply the highest nudging to
gs and Ts. This simulation produced lower gs and colder Ts than Sim,s in winter (bias of
0.78 gkg' and 2.24°C respectively) and autumn (0.73 gkg” and 1.37°C respectively),
higher g and T in summer (1.06°C and 1.08 g kg™ respectively) and similar values in spring.
The effect of this strong nudging was noticed on the simulated screen-level temperature and
specific humidity from the beginning of the simulation (as shown during the first 10 days of
the simulation in Figure 4.3). A strong nudging value resulted in systematic cooling of T in
winter and an effective variation of gs at archived time intervals. Compared to Sim , the
benefit of such a simulation with strong nudging was to cool the uppermost layers of the
epilimnion (Fig. 4.3), and to prevent unexpected warming of the water profiles. If the
substitution of a low nudging value for a complete nudging of T and g induced seasonal
changes in radiative forcing that were less than 10% during the first year, the sensible and
latent heat flux diverged significantly. A cooler and drier atmosphere (i.e., when
Ny =[1.,1.,0.1]) caused a loss of energy in the lake by latent heat on average 3 times higher
in winter, by sensible heat 3 times larger in autumn and a loss instead of a supply of heat by
sensible heat in winter. This resulted in a negative energy budget for the lake, @ (see Table
4.1 for definitions), in winter and autumn less significant for Ng= [0.1, 0.1, 0.1] than for
Ny =[1., 1., 0.1], so that the former winter and autumn, @ =-1.27 MJ day' m?® and
-4.44 MJ day” m? respectively, instead of -3.23 MJ day’ m?® and -7.30 MJ day’ m?
respectively. Nudging the prognostic variables T and q is thus required to prevent an excess
of heat from diffusing downward with time. Consequently, the net heat storage in the lake
averaged over the 6 year simulation period differed widely according to the nudging values.
While Ng= [1., 1., 0.1] produced a fairly low annual net heat storage,
0 =0.04+012MJday’ m? for s; = 0.90, & = 0.07 + 0.16 MJ day"’ m?® for s = 0.95,

@ =0.071 £0.18 MJ day” m™ for s, = 0.98, this storage was however positive in Sim due
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to the amount of heat accumulated in deep layers (0.41 + 0.34 MJ day”' m®). Since a
decrease in the nudging value caused a warmer and wetter atmosphere, that then resulted in
the positive growth of the annual net heat storage, Ny other than 1 is currently not acceptable
in these coupled lake-atmosphere experiments.

Table 4.3. Mean values of the prognostic variables simulated over the 6-year calibration period for a
set of calibration parameters.

Prognostic variables

T(C) q(gkg™ v(ms™)
Observations 10.8 6.6 2.90
Ny =[0.10.10.1], Sy =[1 1 1], 5= 0.95 12.7 8.5 2.91
Ny =[0.10.1 0.1], Sy = [33 3], 5, = 0.95 12.6 8.4 2.92
Ny =[0.10.10.1], Sy =[1 1 1], 5, = 0.90 11.8 7.8 2.91
Ny =[0.10.10.1], Sy=[111],5,=0.98 13.0 9.1 2.91
Ng=[110.1], Sy =[111],5,=0.95 12.0 8.5 2.90
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Figure 4.3. Hourly values of screen-level (a) air temperature and (b) specific humidity
from the first 10 days of a 6-year simulation, using the nudgings Ny = [0.1,0.1,0.1]
(black line) and Ny =[1,1,0.1] (grey line). The days were chosen to illustrate the strong
influence of the nudging on their intra-daily evolution. Simulated lake surface water

temperatures, resulting from the two nudgings (circle-line), are plotted at 12 hours
intervals in panel (a).

Comparison of the observed incoming solar radiation flux, s., and the incoming longwave

diagnosed on the basis of the observed cloudiness at the Changins station (!, was done

with respect to radiation fluxes simulated by FIZC using Ny= [1., 1., 0.1], with s, varying over
the range of 0.90 to 0.98. Even though different values of s, did not improve the simulated
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water temperature profiles, they may yet change the moisture content of the atmosphere.
The annual mean fluxes of s, and L%, were overestimated when s, = 0.95 (Table 4.4), but
compared well to the GCMii values, such as from the land experiment. Cloudiness (+ 20%)
following an increase in s, to 0.98 had a positive effect on the bias of S, but a negative
effect on the bias of L}, . Conversely, the reduction of the cloudiness (- 35 %) when s, = 0.90
produced a higher s:, but a smaller [} bias.

Table 4.4. Mean surface downward radiative flux (MJ m*? day'1) calculated over the 6-year calibration
period, determined from observed values, GCMii values and simulated values using Ny =[1,1,0.1] and
Sq=0.90, 0.95 and 0.98.

Observations GCMii S,=0.90 Sq=0.95 Sq=0.98
St (MJ m*®day™) 11.97 13.05 14.36 13.14 12.57
LY (MJm?day™) 24.93 27.11 26.60 27.37 27.76

Sensible and latent heat flux, Q4 and Qe have not been measured at the lake interface and
thus it was not possible to undertake any comparisons. However, a seasonal analysis of
surface prognostic variables suggests some bias in the convective fluxes. Even though mean
air temperature was correctly reproduced with respect to the observations, variability was
lower than the observations. For instance, the observed air temperature was 18.5 + 4.7°C
while the simulated value was 18.4 + 1.9°C when s, = 0.95 in summer.

4.4.2 Simulated lake water thermal profiles under a 1 X CO, climate

A simulation with the FIZC-SIMSTRAT coupled model under the 1 x CO, climate condition,
termed Simixcop, Was investigated to assess the model performance in reproducing Lake
Geneva water temperatures over the period 1961-1990. The model was run with the
calibration parameter, that minimized the error of simulated water temperature profiles with
observed water soundings and reproduced the observed fluxes more accurately (i.e. Ny = 1,
Ny =1, Ny =0.1, s54=0.95, Sy =1). The simulation started using the mean water thermal
profile of the 1% of January of each year from 1960 to 1990. A spinup period was required to
allow the lake to reach its equilibrium state. Fields generated by the GCMii allowed this
coupled model to run over a 20-year period.

Two runs of 20 years were necessary to spin up the water temperature profiles. Differences
in daily profiles between the first and the last 20-year reduced rapidly with time. Less than
1% of daily records over the profile experienced differences higher than 0.1°C after the 4"
year of simulation. This was significant since these differences were up to 0.3°C at the
surface, 0.5°C at 100 m and 0.22°C at the bottom during the first year.

The onset of stratification may be diagnosed when a 1°C difference appears between the
100 m and 2 m layer (Jacquet et al. 2005) and the stability of the water column may be given
by the Brunt-Vaisala frequency N at the depth with the highest vertical temperature gradient.

The simulated daily water temperature profiles in Simyxco, were averaged over the last 20
years and compared to observed values (Fig. 4.4). Simulated profiles agreed well with the
observations on a seasonal basis. Seasonal biases in the observation lay within 0.4°C and
0.7°C from 150 m downward. Above 150 m, the seasonal biases were in general on the
same order, i.e., lower than 0.2°C in winter and lower than 0.7°C otherwise. However, a
positive bias of 0.7°C to 1°C was noticed in the first meters below the surface in spring.
Conversely, lower simulated water temperatures may occur at the water surface but mainly
at depths of 10 m to 50 m in summer and from the surface to 50 m in autumn, with maxima
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of 1.9°C and 1.8°C at 20 m respectively. These biases resulted from a slightly too strong
stability simulated in the metalimnion in spring that then prevented heat from penetrating
deeper. The position of the thermocline was correctly simulated during the stratified months.
Volume-weighted temperature in the epilimnion, Ty, and in the hypolimnion, Ty, were also
well simulated. The mean error was 0.26°C + 0.27°C in Tg, and was 0.31°C £ 0.14°C in Tyy,.
The largest differences, were found from April to mid-June, and corroborate the lower
location of the simulated thermocline. These model biases were not detrimental to model
performance since they were related to small shifts in the thermocline locations which
affected only a small slab of water within the profile.

Surface 7
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200 m 1
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Bottom T T T T ; T 1
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Figure 4.4. Seasonal mean error between simulated (Simxco2 averaged over the last
20 years of the simulation) and observed (1961 - 1990) water temperatures profiles.

Figure 4.5 shows the monthly energy budget components of the lake averaged over the last
20 years of the simulation. Net radiation was positive from February to October, reached a
maximum in June, and was the source of heat for the Lake. In contrast, the sensible and
latent heat fluxes were negative on a monthly average and were energy sinks. The evolution
of net heat storage in the lake was strongly correlated with net radiation, storing heat from
March to August, with a maximum in June. Periods of lowest correlation were initiated by
variations in the latent heat flux, and only to a minor extent by the sensible heat flux as the
latter remained nearly constant. Net heat storage thus increased proportionally less from
April to May and then dropped off significantly less from September to October than the net
radiation. The cooling by latent heat flux was the lowest from December to April (-36 to -51
Wm) and was roughly twice those amounts in July, August and September. Latent heat flux
was always at least 3 times higher, in absolute values, than the sensible heat flux.
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Figure 4.5. Monthly-averaged energy amounts are given for net radiation, sensible and
latent heat fluxes, as well as for the energy budget.

4.4.3 Simulated lake thermal profiles under a 2 X CO, climate warming scenario

Changes in Lake Geneva water temperature profiles in response to global warming following
a doubling of the atmospheric CO, concentration were simulated and then compared to the
“control” 1 x CO, simulation outputs. In this simulation, the time to stabilize the warming
through the whole column was longer than in Simyxco. due to a “cold start” procedure. Three
20-year spinups were required to produce temperature variations lesser than 0.1°C at the
bottom (temperatures reach equilibrium after 37 years). Profiles generated during the third
20-year series thus served to assess the expected changes in temperature, as well as in
stability, duration and evolution of the thermocline in the lake waters.

Daily water temperature profiles produced by Sim;xcoe and Simaxco2 Were both averaged over
a 20-year period. Differences between daily means of both periods, shown in Figure 4.6,
were used to assess expected monthly mean changes in lake temperature profiles.
Interannual variability of lake thermal profiles between both simulations was not considered
in this study. An annual mean temperature increase of 2.1°C to 3.3°C was expected from the
bottom up to the surface. Even though the water warms more in the upper layers, a zone of
lower increase was noticed in the lower metalimnion with a minimum of 2.1°C at 20 m. The
main daily increase in temperature was in the epilimnion and upper metalimnion.
Temperatures may warm up to 4°C in the first 7 m below the surface from mid-June to mid-
August. At the surface, the increase exceeded 4.5°C during 2 weeks in late July and early
August, with a maximum of 4.8°C. In Simuxco2, the stability of the metalimnion was expected
to strengthen, hampering the penetration of summer heat to deeper layers in the future. As a
result, the lower metalimnion warms less during stratified periods. These layers of lower
increase moved with dynamic deepening of the thermocline. Warming of less than 2°C was
simulated between 13 m and 18 m in mid-June, 14 m and 28 m in mid-August, and 16 m and
32 m in mid-October. Increases in hypolimnion temperature were between 2°C and 2.5°C
after the onset of the stratification, and between 2°C and 3°C during the weakly stratified
period, i.e., from the bottom up to the surface.
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Figure 4.6. Contour plots of mean daily temperature differences in the first 100 m
below the surface between simulated profiles under a 2 x CO, and 1 x CO, climate.

Changes in monthly-mean water temperature were investigated using Tep and Ty, (Fig. 4.7).
The increases in Tg, varied between 2.6°C (January-February) and 4.2°C (July). Ty, rose
between 2.2°C (January) and 2.3°C (March). While T, was equal or slightly higher than Ty,
(< 0.3°C) in Simyxco from January to March, such values were simulated only in February for
Simaxcoo.

Vo vIE X X
Time (months)
Figure 4.7. Mean daily volume-weighted temperatures in the epilimnion Tg, and in the

hypolimnion Ty, under a 1 x CO, (solid line) and 2 x CO, (dotted line) climate (a).
Daily values of water column stability, N are shown for similar periods (b).

Warmer conditions also impacted the lake metalimnic characteristics. Lake stability was 2
times stronger in Simoxcoz than in Simixco2 during spring, summer and autumn (Fig. 4.7).
Moreover, differences between Te, and Ty, increased by 12 % to 20 % during the stratified
months, and by more than 30% during the coldest months, confirming the stronger stability of
the water column. The stronger stability of the lake water and systematically higher T than
Ty (Fig. 4.7), may indicate a severe reduction in the frequency of complete overturns (which
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currently occur less than once per decade). Changes in wind speed (currently of
3.10°ms™? + 1.20, it is expected to be of 3.10°ms™? + 1.10) were unsignificant and thus did not
moderate the decrease in convective mixing depth. In summer, the depth of the thermocline
was similar for both simulations, but slight changes were expected in autumn. Due to stabler
conditions, the thermocline should resist colder conditions longer and the decay of the
stratification should be delayed. The thermocline remained closer to the surface during a
longer period and its mean depth was 2-3 m shallower in autumn. As a result, the duration of
the stratification period lasted 2 weeks more. Since the lake was also expected to stratify
earlier in Simyxco2, the length of the stratification period lengthens by more than 3 weeks.

Change in radiative forcing was initially due to increased concentrations of CO, in the
atmosphere. The temperature and specific humidity profiles were then modified accordingly

having an impact on the energy budget, namely on the downward solar, s.., due to the

change in cloudiness, the sensible heat due to changes in air temperatures and the latent
heat due to changes in both air temperature and saturation state of the atmosphere.

Differences were diagnosed in the downward (+ 1.39 MJ day' m? and emitted

(+ 1.40 MJ day™ m®) longwave radiation fluxes at the surface, %, and L[, respectively, due

to warmer air temperature, modified cloudiness and lake surface temperature (Fig. 4.8). If the
net longwave budget was positive early in the 2 x CO, climate simulation, it balanced out at
equilibrium (Table 4.5) once the surface temperatures stabilized.

Table 4.5. Total daily energy amount of K, , solar radiation, L*, infrared radiation, Qg, latent heat
flux, Qu, sensible heat flux and energy budget @ in W m® under 1 x CO, and 2 x CO, climates.

Radiation budget (MJ m™ day™) Convection budget (MJ m? day™)

1 X CO, 2 X CO, 1 X CO, 2X CO;,

K 12.44 12.92 Q4 -1.36 -1.10
L s -5.31 -5.32 Q: -5.78 -6.44
Q 17.75 18.24 a -0.016 0.07

As shown in Figure 4.8, an increase in the incident shortwave radiation at the surface S,

was simulated in spring (+ 0.68 MJ day”' m®) and summer (+ 1.89 MJ day' m?), resulting
from a reduction in cloud cover during both seasons. In fact, even though an increase in the
specific humidity at the screen-level was simulated on average (+ 1.2g kg™ in winter and 3.8
g kg” in summer), a higher increase in air temperatures at the screen-level was simulated in
summer than in winter (+2.8°C in winter and +4.2°C in summer) which amplified the dew
point depression during warm months. This produced drier atmospheric profiles in summer
and a reduction in cloudiness. The stronger increase in the surface air temperature
compared to the one in the lake water in winter and autumn reduced the thermal gradient
and less heat was extracted from the lake by sensible heat flux (Fig. 4.8), where reductions
were 0.48 MJ day'm? and 0.56 MJ day” m™ respectively. A decrease in the latent heat flux
was particularly important in summer (Fig. 4.8), while it was likely that a slight shift would be
observed in spring and autumn. In fact, even though air and lake surface water vapour
pressure both increased in the future, the water vapour deficit became larger. A summer
increase of this deficit caused an additional loss of heat through evaporation of 1.95 MJ day
m? The seasonal changes in the energy budget components simulated in the 2 x CO;
experiment, implied monthly variations in the lake heat storage. As climate warms, the
January to March period exhibited a stronger gain in heat due to the warming effects of
sensible heat. Conversely, an earlier onset of evaporative cooling processes implied a
stronger loss of heat during April. While simulations indicated that there would be larger net
radiation from May to August in the future, the cooling by latent heat had a compensatory
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effect. Net heat storage thus remained similar to current values during that period, and may
even decrease in August. Despite the cumulative changes in the fluxes, the effective annual
energy budget of the lake reached equilibrium in both simulations (Table 4.5). Only 6 years
of a 60 years of simulation were needed to reach equilibrium. This agreed with the time
required to stabilize surface temperatures. Note that, as was mentioned earlier, the lake

takes more than 8 times longer to reach a steady-state.

Variations in the hourly-mean latent and sensible heat fluxes in winter and autumn were
particularly pronounced. These were due to the high nudging values applied to the
atmospheric profiles (Fig. 4.8). Since fluxes were computed on the basis of the air
temperature and specific humidity differences between the surface and the lower
atmosphere, the effect of the nudging on energy budget components was indeed expected.
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Figure 4.8. Hourly energy amount for each season for K., solar radiation, [}, and

L1, downward and upward infrared radiation, Q, latent heat flux, Qu, sensible heat

flux and energy budget @ in W m? under a 1 x CO, (solid line in black) and 2 x CO,

(dotted line in black) climate. Differences between 2 x CO, and 1 x CO, hourly energy
amount are superimposed in red on plots of each of the components of the energy
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4.5 Discussion

The coupled FIZC-SIMSTRAT lake-atmosphere model used in this study was applied to the
Swiss Lake Geneva for current and future climate conditions, and directly follows the earlier
work of Perroud and Goyette (2010) and Goyette and Perroud (2010).

As a first step, numerical experiments were carried out over land with FIZC using the native
GCMii land-surface scheme and produced results that compared well with those of GCMii
over the grid point located in Switzerland. Annual-mean surface variables and fluxes, as well
as the mean atmospheric profiles, simulated by FIZC could have diverged from those of
GCMii, but no significant drifts were noticed despite the weak relaxation towards the GCMii
profiles. The rather good linear correlations between FIZC and GCMii simulated variables
were partly due to the implementation of an improved parameterization of the contributions to
the Dynamics tendencies (Eq. 3). However, the variability was slightly less than for the
corresponding GCMii values, and this could be attributed in part to the low value of the
scaling factors to the contributions to the dynamics tendencies, Sy. The nudging parameter
values, Ny, as well as those of Sy might be changed to better correspond to the GCMii
simulated variables and profiles; however, devising optimal values is not the main aim here
as in the “lake” experiments these may be different. The option to scale the driving humidity
allowed to “cool” and to “dry” the atmospheric profiles without significantly modifying the
windspeed profiles. This impacted on the surface radiation and energy fluxes where an
enhanced downward solar flux, together with a decreased atmospheric downward longwave
flux at the surface were simulated with a decrease in s,. The solar and longwave fluxes
absorbed by the atmosphere also decreased due to the strong influence exerted by the water
vapour in the air. This was of particular interest for the “lake” experiment where interactions
and feedbacks between the lake and the atmosphere were stronger than in the “land” case.
The reproduction of all the individual fluxes of solar, atmospheric longwave, in addition to the
sensible and latent heat fluxes were important for accurately reproducing the evolution of
water temperature profiles. The option to run FIZC with monthly-averaged ozone profiles
measured at a particular observing station (i.e., Payerne, Switzerland) did not have a
significant impact on the surface energy budget nor on the annual mean atmospheric profiles
[less than 0.1 W m™ on the annual average, (not shown)]. However, this option was kept for
later use, particularly if the study area was to be located in a place where the local ozone
concentrations were different from the zonal averages used by GCMii.

In the second step, the lake experiment showed that the annual mean surface energy budget
took several years to reach equilibrium, depending on the calibration parameter values. This
contrasts with the land simulation where a “close-to-zero” net energy budget was rapidly
attained. This can be explained by the large thermal capacity of the lake compared to the
land surface, to the large amount of heat that can be stored in the deep Lake Geneva and to
the time lag for heat to reach the lake bottom. However, our experiments have shown that
steady state conditions can still be reached if the specific humidity and air temperature were
more strongly nudged toward the GCMii profiles (i.e., Ny and Ny close to 1). This results in
increased energy loss by sensible and latent heat at the surface during winters and autumns.
Therefore reductions of surface available heat to greater depths by convective overturning
and wind mixing prevents unrealistic warming of the deep hypolimnion over the year and
helps to close the annual energy budget in less than a decade.

Lake thermal profiles were less sensitive to variations in the other calibration parameters
(i.e., Sy, 84, efc.) than to variations in the nudging parameters. Variations of s; may improve
simulated water profiles, helping to close the annual lake surface energy balance. As for the
land experiment, lower values of s, caused an increase in S, and a decrease in L.
However, while the simulated total cloud cover did not significantly vary during the land
experiment for sq ranging from 0.90 to 0.98, the values were nearly doubled over the lake
surface. The optimal value of sq for reproducing the water thermal profiles was 0.95. This
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value allows for a better reproduction of the observed downward solar and longwave infrared
fluxes; values however were still overestimated, similarly to those of the GCMii. The optimal
value of sq was thus a useful compromise to obtain realistic downward radiative fluxes, rather
than an ad hoc parameter to modify the cloudiness over the lake.

Seasonal variations in the surface energy budget components simulated during the control
experiment (1 x CO,) were similar to those of other studies for northern temperate lakes
(Winter et al. 2003; Lenters et al. 2005). While net radiation was the main source of heat for
lakes, sensible and latent heat fluxes were heat sinks. As in Lenters et al. (2005) which
studied variations in lake evaporation rates, the cooling by latent heat began increasing in
spring, reached a maximum in late summer, more than a month after the maxima of net
radiation, and decreased in autumn. However, the sensible heat flux used in the 1 x CO,
experiment may differ in the details from that of other studies. In the autumn, the sensible
heat had a lower cooling effect than in summer. Unlike Lenters et al. (2005), the sensible and
latent heat fluxes could thus not reach similar values in early November.

Analysis of the sensible and latent heat fluxes simulated by FIZC with respect to
observations was not possible as they were not available over the lake. Thus, a comparison
was done with seasonal trends reported in the literature. In Vercauteren et al. (2008), an
experiment carried out during the summer over Lake Geneva indicated negative values for
latent heat flux, but hourly averaged sensible heat flux, either negative (loss of heat) or
positive (gain of heat), in the range -40 W m? to 15 W m™. If the negative seasonal latent
heat flux agrees with our study in summer, the simulated sensible heat flux produce a
permanent loss of heat at the lake surface. Presumably, the lack of seasonal variability was
due to the lack of variability in simulated atmospheric components. Over Lake Geneva,
simulated air temperatures rarely exceeded the water temperature in summer and lead to an
underestimation of positive values of sensible heat flux. The sensible heat fluxes may also be
affected during other periods. In winter for instance, it is likely that the loss of heat by
sensible heat flux (due to low air temperature compared to the water surface) may be
underestimated. This could be an issue for determining the complete mixing of the water
column. Despite these biases, the coupled FIZC-SIMSTRAT model reproduced the annual-
mean value of the lake energy budget. Even though slight differences compared to observed
fluxes were noticed, the overall energy budget was much more important than the values of
the individual fluxes.

Once calibrated, the third step involved a simulation with the concentration of atmospheric
carbon dioxide doubled (2 x CO,) and a comparison with the control experiment (1 x CO,).
Water was warmed throughout the column, with significant monthly variations in the
epilimnion only. Monthly T, variations were lower than 0.07°C for a maximum increase in
water temperature of 2.25°C at the time of lowest stratification. Changes in Te, were between
2.56°C and 4.2°C, with minima and maxima synchronized with lower and higher screen level
air temperature increases (January-February and July respectively).

The sensitivity of the Lake to increases in greenhouses gas concentrations leads to
conclusions that agree well with other studies. Not only was the warming of the epilimnion
closely linked to increases in air temperature (Hondzo and Stefan 1993; Stefan et al. 1993;
DeStasio et al. 1996; Peeters et al. 2002; 2007), epilimnic warming was only slightly lower
than the projected increase in air temperature (Robertson and Ragotkie 1990; DeStasio et al.
1996). Studies by Peeters et al. (2002; 2007) investigated changes in several perialpine
lakes of analogous geographic elevation and latitude due to a fixed 4°C atmospheric
warming and found similar increases in upper layer water temperatures. In our study, the
monthly maximum increase in epilimnic temperatures occured during summers (July). This
was not entirely consistent with other studies (Huttula et al. 1998; Peeters et al. 2007;
Saloranta et al. 2009). The lower evaporation simulated in this scenario likely did not
dampen, as discussed in the conclusions of Perroud and Goyette (2010), the warming
produced by air temperature increases in summer. It may also be argued that the more
intense stratification in the simulation under current conditions than was observed lead to the
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warm bias simulated in April and May which, in turn, may have caused the increase in water
temperatures in spring. Unlike surface water temperature, changes in the monthly hypolimnic
temperature are not significantly related to atmospheric forcings (Robertson and Ragotzkie
1990; Fang and Stefan 2009) and thus a warming of deeper layers may or may not be
detected in lake simulations (Hondzo and Stefan 1993; Hostetler and Giorgi 1995; Stefan et
al. 1998; Lehman 2002; Komatsu et al. 2007; Fang et Stefan 2009). In many stratified lakes,
the increase in bottom temperatures was related to the sensitivity of lakes to conditions
prevailing prior to the onset of summer stratification and after its breakdown (Robertson and
Ragotzkie 1990; DeStasio et al. 1996). Indeed, when complete mixing occurs, the water
column is homogeneized and hypolimnetic temperatures increase in accordance with the
trend observed in the epilimnion during the coldest period (Fang et al. 1997; Peeters et al.
2002; Perroud and Goyette 2010). In Lake Geneva, the potential occurence of overturns (as
epilimnic and hypolimnic temperatures are similar during February and March) suggests that
the increase in bottow water temperatures may also be related to winter surface water
conditions.

Since a stronger warming of the upper layers compared with the lower layers of the water
column were noticed in most investigations of the effects of climate change on lakes (Hondzo
and Stefan 1991, 1993; Gaedke et al. 1998; Fang and Stefan 2009), a strengthening of the
stratification was expected for Lake Geneva. However, changes in the duration of the
stratification remained unknown. In this numerical investigation of Lake Geneva’s response
to climate change, the response tended towards an earlier onset of stratification and a delay
in its decay at the end of summer, leading to a mean increase in the period of stratification of
3 weeks. Other studies that examined the increase in the number of days during which a lake
was stratified reached similar conclusions, though the predicted increase in the current study
was near the lower end of the range predicted by other studies with similar climatic scenario
(Boyce et al. 1993; Stefan et al. 1993; Lehman 2002).

Matzinger et al. (2007) studied the effects of various rates of atmospheric warming on
vertical mixing and stratification in a deep lake and showed that the increases in bottom
temperature and the stability of the stratification were not linear. Assessing the impact of
climate change on Lake Geneva with a 2 x CO, climate rather than a transient climate could
thus amplify the stratification, rapidly decoupling deep water from the upper layers,
suggesting that bottom temperatures are underestimated. The FIZC-SIMSTRAT coupled
model does not currently allow us to verify this hypothesis as the GCMii provides archives
under current and doubled CO, concentrations only. However, Perroud and Goyette (2010)
give us confidence in the conclusions of this work. They showed that water temperature
profiles as well as energy budgets produced from two 120-year simulations compared well
during the last decade whether an absolute temperature change or an increase in
atmospheric warming rate was applied to atmospheric data driving the lake model. The only
condition, fulfilled here, was that the absolute temperature change method be run over a
period sufficiently long to allow the lake to reach a steady-state (more than four decades).

Compared to the one-way driven experiment (Perroud and Goyette 2010), the main
challenge of this method was related to controling the feedbacks between the lake surface
and the atmosphere that has shown a sensitivity to the moisture variations in the
atmospheric column, and to cloud formation which influences both the downward solar and
longwave radiative fluxes. However, optimal parameter values for the “lake” experiment to
reproduce the observed lake thermal behaviour suggest that a strong nudging of T and q
should be applied. This can thus be interpreted as a model limitation where vertical transfer
of heat and moisture should be done in close association with the horizontal transfer of these
quantities, i.e., that the parameterization of the contributions to the dynamics tendencies of T
and g should be carefully designed.

Compared to the one-way method described in Perroud and Goyette (2010) the simulated
changes in cloud amounts in summer modulate radiation fluxes. The reduction of the water
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vapour diffusion in the atmospheric column decreased the development of clouds, increased
downward solar radiation and decreased longwave radiation at the surface. Changes in the
annual mean screen-level air temperatures simulated in the coupled compared to the
uncoupled experiments (3.3°C and 3.9°C respectively) also caused a lower annual mean
change in L. Increases in air temperature in turn modified the partition of the sensible and
latent heat fluxes in both experiments, resulting in a higher energy budget at the surface and
more heat being diffused throughout the atmosphere. However, in the uncoupled experiment,
the larger monthly mean screen-level air temperature, coupled with lower dew point
temperatures, caused a decrease in relative humidity during summer. The atmosphere
became drier and more heat was lost by the lake than in the coupled experiment. Even
though the coupled FIZC-SIMSTRAT model predicted a smaller increase in air temperature,
the total energetic gains were higher, 3.71 MJ day” m® compared to 3 MJ day' m?, for the
coupled and the uncoupled experiments respectively. This comparison highlights the
importance of the humidity component on the lake response. For instance, while a 6.9°C
increase in mean screen-level air temperature is predicted by the HIRHAM RCM
(PRUDENCE, Christensen et al. 1998) in August, versus a 3.34°C increase by the FIZC-
SIMSTRAT coupled model, the simulated T, is higher in the coupled experiment. In
addition, due to the change in atmospheric humidity, the increase in air and water
temperature were not similarly correlated using both methods; the increase in Ty
represented 55 to 98% vs 90 to 99% of the monthly mean increase in air temperature in the
uncoupled and in the coupled method respectively. Despite the differences in the monthly
values of the energy budget components, monthly differences in change of T, (less than
0.2°C, except in March and July) and Ty, (less than 0.1°C) were small and the increase of 3
weeks in the duration of the stratification was consistent. Finally, minimum and maximum T
corresponded to lower and higher increases in air temperature in both studies, with the
maximum occurring one month earlier in the coupled experiment.

4.6 Conclusion

This study was the first attempt at using a coupled lake-atmosphere model to investigate
thermal evolution of Lake Geneva Switzerland, under warmer global climatic conditions
caused by a doubling of carbon dioxide concentrations in the atmosphere. The FIZC-
SIMSTRAT model was first used to reproduce mean daily water temperature profiles for
Lake Geneva over the years 1960 to 1990 using a control experiment, called 1 x CO,
climate. During that experiment, optimal parameter values were determined for running the
coupled model. These values were then used in the 2 x CO, experiment in order to evaluate
the impacts of climate change on the lake thermal structure.

Fluxes computed by the SCM for a 1 x CO, global climate were consistent with those
archived by the GCMii model for the land and lake experiment. Feedbacks from the Lake on
the atmosphere were hindered by the strong nudging toward the GCMii that had been
applied in order to allow the Lake to reach a realistic equilibrium. With the help of calibration,
the coupled FIZC-SIMSTRAT model demonstrated genuine skills in reproducing observed
water temperature profiles recorded prior to the intense warming over a 20 year period
(RMSE < 0.71°C).

The entire water column of Lake Geneva responded to the 2 x CO, global warming scenario,
with the lowest temperature increase in the hypolimnion, and the epilimnion as well, during
the weakly stratified period. In the epilimnion, seasonal variability was strong, with the largest
increases in temperature occuring during summers. Water column stratification is expected
to be stronger as climate warms, causing the decay of the thermocline to be delayed during
autumn. These projections agreed with changes that have been observed in water
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temperature monitoring records for Lake Geneva over the past 5 decades (Lazzarotto et al.
2004; Dokulil et al. 2006). Few studies have correlated observed changes in lacustrine
ecosystems to the effects of warmer air temperatures (Anneville et al. 2005; Jacquet et al.
2005; Molinero et al. 2007). These studies provide insight into how changes in bio-chemical
mechanisms and other biological activities (such as those related to population and
phenology) may be altered if global temperatures continues to rise. Gillet and Quétin (2006)
demonstrated the effects of changes in temperature on the reproduction cycle of the roach. A
recent study by Tadonléké (2010) showed long-term seasonal variations in the sensitivity of
phytoplankton productivity to observed warming trends in water temperature. He also
showed that increases in phytoplanktonic productivity rates were stronger when phosphorus
availability was higher. This last assessement suggests that an evaluation of the impacts of
climate on a freshwater ecosystem requires, at the same time, investigations into future lake
nutrient loads.

Although this coupled model showed realistic results in reproducing current climate
conditions (i.e., 1 x CO,), some improvements to the numerical formulation are needed for
future studies. The first concerns the lack of variability simulated in the meteorological
variables, especially at the lake surface. It is likely that the diurnal cycle of the sensible and
latent heat fluxes, as well as convection in the lake may be better reproduced, if the daily
variability of atmospheric components were higher. In the calibration section, it was shown
that underestimation of maximum air temperatures in summer prevented intra-day episodes
of lake warming by sensible heat flux.

If this was not detrimental to the annual energy budget surface, the overestimation in
minimum air temperatures had consequences on the performance of the coupled model by
using a low nudging value, especially in winter. The option to strongly nudge atmospheric
profiles prevented an unrealistic accumulation of heat in the lake. However, should a number
of feedbacks between the lake and the atmosphere take place, some freedom needs to be
allowed for the FIZC to generate its own internal variability rather than precisely reproducing
GCMii profiles by using high nudging values. The improvement of the parameterization of the
contributions to the dynamics tendencies, a higher archival frequency in the dynamical
tendencies, and model higher resolution simulations (i.e., using a RCM) would also help to
recover intra-day variability.

It would also be useful to assess the sensitivity of water temperature of Lake Geneva to
climate change by testing other warming scenarios. Multi-model ensemble experiments
would better test the robustness of the simulated thermal profiles and reduce and quantify
the uncertainty in the representation of the lake warming in the future.

The coupled model used in this study provides an economical framework for assessing the
sensitivity of water temperature profiles to current and perturbed climatic conditions. This
study demonstrated some of the difficulties related to processes occurring at an air-water
interface compared to an air-land interface, and provides explanations to understand some of
these drifts. It is hoped that these results may be useful for modelers developing full three-
dimensional lake-atmosphere coupling in RCMs, since the computational load of such
experiments is often too large to reach the conclusions drawn in this paper.
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Conclusion

This thesis has developed a more comprehensive understanding which lake models may be
used to simulate the thermal profiles of large lakes. It has also achieved a better
comprehension of the sensitivity of the water temperature profiles to warmer climatic
conditions through a specific numerical investigation of the response in Lake Geneva,
Switzerland, from enhanced atmospheric carbon dioxide concentrations, utilising both one-
way and coupled experiments.

The ability of a lake model to simulate the thermal characteristics of Lake Geneva in a
current climate, and the assessment of the expected change in its thermal properties are
presented in the conclusions of each chapter. Here, | would like to give an overview of the
main issues discussed in the previous chapters, provide a final discussion on these findings,
and suggest further work that could arise from this work.

e The suitability of the four 1D models for simulating daily outputs at the deepest point
of Lake Geneva (SHL2) over a 10-year period was tested. We have shown that some
models, after slight calibration and with no significant changes to model formulations,
are able to predict seasonal evolution of water temperature profiles with reasonable
accuracy. If all models simulate surface temperatures well, the location and the slope
of the seasonal thermocline are reproduced accuratelyby two of them solely, namely
DYRESM and SIMSTRAT. In addition, it so happens that these 2 models include the
seiching parameterization to generate turbulent mixing. However, SIMSTRAT is the
only model to significantly account for summer-autumn deepening of the thermocline
and seasonal deep hypolimnion temperature variations. SIMSTRAT has thus been
chosen for further climatic purpose.

e To assess the climate change impacts on Lake Geneva water temperature profiles in
the one-way experiment, changes diagnosed in the outputs of the HIRHAM RCM for
a future and current climate under the IPCC A2 scenario served to perturb observed
atmospheric variables driving the lake model. With regards to the differences
determined for input variables driving the lake model, only the air temperature and
relative humidity at screen level are sensitive to future modifications. Lake response
to temperature changes only has the effect of maximizing climate change impacts
and thus highlights the importance of including moisture components. Indeed, the
decrease in relative humidity further enhanced the cooling of water through
evaporation in summer, reducing the effects of increasing air temperature on the lake.

e In the second experiment, the coupled FIZC-SIMSTRAT model was employed to
simulate changes in thermal characteristics of Lake Geneva using a doubling of CO,
compared to a “control” simulation (1 X CO,). Prior to performing the climatic
application, sensitivity analysis showed that the mean and the variability of seasonal
water thermal profiles, the screen-level temperature and humidity, the anemometer-
level windspeed and downward radiative fluxes can be reproduced realistically by
devising a set of adjustable parameters. Compared to the one-way method, coupling
allows strong feedbacks between the lake surface and the atmosphere, producing
variations in atmospheric moisture and cloud cover.
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e In both experiments, changes in atmospheric CO, concentrations produced
significant changes in the components of the energy budget. Due mainly to the
increase in air and surface water temperature, higher values of downward infrared
and upward radiation were diagnosed, resulting in a positive balance for the lake.
Additionally, changes in sensible heat flux had a warming effect on the lake. While on
the contrary, a combined increase in air temperature and decrease in relative
humidity enhanced the water vapour deficit at the air-water interface, inducing a
cooling effect in the lake. Unlike the one-way experiment, the coupled experiment,
developed to include feedbacks between the lake surface and the atmosphere,
showed sensitivity to the moisture variations in the atmospheric column, and to cloud
formation which had an influence both on the downward solar as well as on longwave
radiative fluxes. The reduction of the water vapour diffusion in the atmospheric
column thus decreased the development of clouds and increased the values of the
downward solar radiation in the coupled experiment solely. Even though slight
differences appeared in the value of each individual flux between each experiment,
the total energy budget gained by the lake when it has reached a steady state in a
future climate is similar.

e The lake sensitivity analysis to changes in greenhouses gases showed a warming of
the whole column, of a maximum of 3.83°C (August) and 4.20°C (July) in the
epilimnion and of 2.33°C (March) and 2.25°C (March) in the hypolimnion, for each
experiments respectively. The evolution of monthly epilimnic temperatures correlate
with that of the air temperatures, without any delay in the timing of maxima and
minima water temperatures. Due to a higher warming in in the upper layers compared
to the lower layers of the water column, the metalimnion proved to be more strongly
stratified. Epi-hypolimnic heat exchanges are thus reduced compared to today’s
regime. Furthermore, the stronger stability of the water column reduces mixing
caused by wind stress at the end of summer and hence delays the stratification
decay. A 3 week increase in the period of stratification was also simulated in both
experiments, with changes almost as equally due to an earlier onset as to a longer
duration of the statification. The shorter duration of the weakly stratified period should
reduce the frequency of complete mixing. However, a similar increase in water
temperatures through the whole column in both February and March or February only
(method dependant) suggests that overturns might still occur occasionally.

e This study has confirmed the necessity to run simulations over a long time period in
order to assess the warming trend in a body of water as deep as 300 m. When the
lake model is driven by atmospheric fluxes in response to a a doubling or tripling of
CO2 concentration, over 4 decades are required for the lake to reach a steady-state.
In chapter 2, the effects on the lake of progressive changes in atmospheric data over
a century time-scale were compared to those of an abrupt change. These
experiments produced similar resulting water temperature profiles and energy
budgets once the lake has evolved towards a mean steady state.

Although the one-way and the coupled experiments produced similar conclusions on Lake
Geneva’s response to global warming, heat fluxes driving the lake model proved to diverge,
particularly in summer. These differences may be due to lake feedback mechanisms as well
as to the climate models and modelling assumptions used to provide the future climate
(Hingray et al. 2007). Indeed, feedbacks between the lake surface and the atmosphere in the
coupled experiment produced variations in atmospheric moisture and cloud cover that
modified the downward radiation, which could not be captured in the one-way experiment.
Variations in lake surface fluxes could also have been inherited from the results of GCM
used to drive HIRHAM as well as those used to drive the SCM in the second. Raisénen
(2001; 2002) highlighted the different climate evolutions, for the same emissions scenario, to
be a result of the numerical algorithms, the spatial resolutions, the configuration of model
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grids, and the sub grid-scale parameterizations encoded in the GCMs. The emissions
scenario used in each experiment may finally explain variations in climate response and in
simulated energy exchanges. Even though the lake responded similarly to global warming in
both experiments, it is recognised that this study is not exhaustive. It would be valuable to
increase the confidence level in the results by taking more emission scenarios into account
as well as outputs from several GCMs as driver for RCM and SCM. In order to better take
local effects into account in the coupled experiment, impacts on the lake should also be
assessed using a higher resolution GCM or even a RCM. However, we believe that this
research proposes a few ideas on the extent to which global warming may affect Lake
Geneva response.

Lakes can also influence regional climatology. Because the FIZC-SIMSTRAT model
simulates heat exchanges at the air-water interface, we may find an opportunity to
investigate the role of the lake as a moderator of local climate in the current and future
climate. It is possible that the lake is able to store part of the heat in excess, thus damping
impacts of climate change in a region. Solving such an issue is also the goal of many
research centers that have or intend to couple a lake models to RCMs. However, the
technique used in this study to interface a lake model with an atmospheric model is less
demanding computationally than any other coupled experiments, and thus represent an
economical framework for assessing the future local climate.

Methods presented in this study allow an evaluation of the potential climate change impacts
on Lake Geneva. The conclusions drawn would suggest that these approaches could be
applied to other lakes. However, further work designed to investigate lake response to a
future climate should consider the validation of SIMSTRAT in other aquatic environment.
Since SIMSTRAT performed well in deep lakes that require a long time to reach a steady-
state and have processes as complex as seiching, we have confidence in the application of
this model to shallower peri-alpine lakes. In lakes strongly affected by the inflow of a river, it
is however likely that issues may appear and should be addressed in future work.
Additionally, it may be required to include new routines that parameterize processes which
are presently not accounted for in the current version. The large number of dimictic lakes
located in the peri-alpine area necessitates the inclusion and the validation of an ice module.
An experiment led on Sparkling Lake (max depth of 20 m) for instance showed that a cold
bias is simulated at the bottom if the ice formation is negelected (Stepanenko 2010). Ice is an
important element to consider as it insulates the lake from the atmosphere and so reduces
both momentum and heat fluxes.

This thesis served to quantify predicted changes in thermal characteristics in a deep lake. It
thus constitutes a first step in a broader project to assess the potential impacts of climate
change on cyanobacteria blooms and their potential effects on water quality and health-
related risks. An earlier onset of stratification, less frequent complete winter overturns, a
stronger stability of the water column, and an overall warming of the entire water column
expected in the coming decade suggests that there is an increasing threat of harmful
cyanobacteria on this perialpine lake. However, it is still premature to conclude that water
characteristic changes will necessarily lead to growth of cyanobacteria. To assess the
impacts of climate change on this specific phytoplankton group, the freshwater ecosystem as
a whole should be studied. Indeed, other environmental factors such as phenology changes
and nutrient concentrations could also have a significant impact on cyanobacteria
abundance. Our first conclusions show there is room for further studies involving coupled
physical and biological models. Such coupled model experiments will help understand
changes in biogeochemical processes under shifting conditions of lake temperature and
stratification, and assess their effects on the proliferation of toxic algae and other aquatic
pathogens.
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