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Genève
2021





Abstract

Quantum technologies are driving more and more interest both in academia and
industry thanks to their promising performances in terms of security. In reality,
practical systems suffer from imperfections compared to theoretical models which
could be exploited by an eavesdropper if no protection is implemented. Bridging
the gap between theory and practice is therefore one of the main challenges of
this field today. During this thesis, I worked on different aspects of the practical
security of quantum technologies. This ranges from the modeling of the entropy
source of a quantum random number generator (QNRG) to the study of the vul-
nerabilities of quantum key distribution (QKD) implementations against hacking.
In the first part, I focus on the modeling of a commercial QRNG chip from
ID Quantique. More specifically, I present the model we developed for the quan-
tum entropy source of the device. We estimate that this fully-integrated device
can provide a quantum min-entropy of 0.98 per bit. Importantly, this near-unity
quantum entropy is achievable without post-processing reducing the power con-
sumption of the chip, making it suitable for mobile devices. Moreover, we show
that this high-quality entropy is robust against imperfections.
On the side of QKD security, I begin by studying the behavior of negative-feedback
avalanche diode (NFAD) detectors under a blinding attack. After showing their
vulnerability to this attack and testing the resilience of a countermeasure based on
the monitoring of the mean photocurrent, I present an improved countermeasure.
This allows Bob to detect more advanced blinding strategies where Eve modulates
her blinding power to reduce her impact on the mean photocurrent.
In the last part of this thesis, I present a novel method to prevent the blinding
attack based on statistical measurements with a multi-pixel detector. Through
this approach, we can estimate an upper bound on Eve’s information on the key
exchanged. An analysis of the finite-key effects estimates that this countermeasure
can be effective for distances up to 250 km. The applicability of this countermea-
sure with current technology is shown with a 2-pixel superconducting detector.
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Résumé

Les technologies quantiques suscitent de plus en plus d’intérêt tant dans le milieu
universitaire que industriel grâce à leurs performances prometteuses en termes de
sécurité. En réalité, les systèmes pratiques souffrent d’imperfections par rapport
aux modèles théoriques qui pourraient être exploitées par un espion si aucune
protection n’est implémentée. Combler le fossé entre la théorie et la pratique est
donc l’un des principaux défis aujourd’hui. Au cours de cette thèse, j’ai travaillé
sur différents aspects de la sécurité pratique des technologies quantiques. Cela va
de la modélisation de la source d’entropie d’un générateur de nombres aléatoires
quantique (acronyme anglais QNRG) à l’étude des vulnérabilités des implémenta-
tions de distribution quantique de clé (acronyme anglais QKD) face au piratage.
Dans la première partie, je me concentre sur la modélisation d’un QRNG com-
mercial de ID Quantique. Plus précisément, je présente le modèle que nous avons
développé pour la source d’entropie quantique de l’appareil. Nous estimons que
ce dispositif entièrement intégré peut fournir une entropie quantique de 0,98 par
bit. De plus, cette entropie quantique proche de l’unité est réalisable sans post-
traitement réduisant la consommation d’énergie de la puce, ce qui est avantageux
pour les appareils mobiles. Enfin, nous montrons que cette entropie de haute qual-
ité est robuste face aux imperfections.
Concernant la sécurité de la QKD, je commence par étudier le comportement de
photodiodes à avalanche intégrant des éléments passifs pour stopper l’avalanche
(désignées en anglais par l’acronyme NFAD) face à une attaque d’aveuglement.
Après avoir montré leur vulnérabilité face à cette attaque et testé la résilience
d’une contre-mesure basée sur la surveillance du photocourant moyen, je présente
une amélioration de la contre-mesure. Cela permet à Bob de détecter des straté-
gies d’aveuglement plus avancées où Eve module la puissance optique pour réduire
son impact sur le photocourant moyen.
Dans la dernière partie de cette thèse, je présente une nouvelle méthode pour
empêcher l’aveuglement des détecteurs basée sur des mesures statistiques avec un
détecteur multi-pixels. Grâce à cette approche, nous pouvons estimer une borne
supérieure sur la connaissance de Eve sur la clé échangée. Une analyse des effets
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de clé finie estime que cette contre-mesure peut être efficace pour des distances
allant jusqu’à 250 km. L’applicabilité de cette contre-mesure avec la technologie
actuelle est démontrée grâce un détecteur supraconducteur à 2 pixels.
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Chapter 1

Introduction

During the last decades, quantum technologies have emerged as a revolution in the
world of information promising new possibilities in terms of cryptography, metrol-
ogy, and computing [1]. Along these new possibilities come also some important
challenges. Indeed, the development of a quantum computer powerful enough to
run Shor’s algorithm [2] would make many of the encryption schemes used today
obsolete. Although it is unlikely to see a quantum computer able to perform such
a task before several years, it is imperative to tackle this problem now to ensure a
safe transition to new encryption protocols [3].

An information-theoretically secure way1 to communicate is to use Vernam’s one-
time pad protocol to encrypt the message to be exchanged between two distant
users usually called Alice and Bob [5]. This technique requires sharing a secret
key for the encryption beforehand. It is, therefore, necessary to:

1. generate a perfectly random and unpredictable key. This can be done using
quantum random number generators.

2. transmit the key from Alice to Bob through an untrusted channel. This task
can be achieved via quantum key distribution.

Quantum random number generators

For a long time, the generation of random numbers usable for cryptographic ap-
plications in a provably secure and unpredictable way has been a challenge. Most
applications today rely on true random number generators (TRNGs) where the
entropy is given by stochastic behaviors [6]. The drawback of these devices is that

1By that, it is meant that an adversary has all the possible resources in terms of computational
power as per Kerckhoffs’ principle [4]

1



2 CHAPTER 1. Introduction

they are not provably secure. To solve this problem, a new class of RNGs emerged
where the entropy is given by quantum phenomena that are intrinsically proba-
bilistic. These are referred to as quantum random number generators (QRNGs).
Many implementations have been proposed over the years based on the measure-
ment of a single photon path after a beam splitter [7, 8], photon arrival times
[9, 10, 11, 12, 13, 14], photon-number resolving detection [15, 16, 17, 18], vacuum
fluctuations [19], laser phase fluctuations [20, 21, 22, 23], homodyne detection [24]
with entropy bit rates reaching tens of Gbits/s. Besides the technical performances,
one important axis of research for QRNGs focuses on their integration on-chip.
Several groups worked on low-cost, scalable, and low power-consuming designs
[16, 17, 25, 24] and commercial QRNGs are now making their way into every-
day electronic devices with the first smartphones equipped with an ID Quantique
QRNG chip [26, 27].

Quantum key distribution

In addition to the generation of a random key, another challenge is to share this key
between two distant parties in a secure way. It was proposed, in 1984 by Bennett
and Brassard, to take advantage of quantum phenomena to achieve this task [28].
This method known as quantum key distribution (QKD) was demonstrated ex-
perimentally a few years later with the exchange of a secret key over a quantum
channel of 32 cm [29]. Since then, QKD has known tremendous improvements with
keys exchanged over hundreds of kilometers of fiber [30, 31, 32], satellite to ground
communications [33, 34], high-speed experiments [35, 36], silicon-based integration
[37, 38]. Today, several quantum networks are in development like in China where
a 2000 km link connects Beijing to Shanghai [39], or in Korea where SK Telecom
deployed QKD between the cities of Sejong and Daejeon. In Europe, ¤1 billion has
been invested in a quantum flagship for the development of quantum technologies.

One of the key challenges today concerns the practical security of QKD implemen-
tations [40]. Although it is theoretically secure, QKD proofs still make assump-
tions on the way components behave (e.g. Alice has a single-photon source, Bob
has single-photon detectors, Alice and Bob’s setup are perfectly isolated from the
world, ...). In reality, these descriptions are idealistic and deviations between the
model and actual devices can open some security loopholes that could be exploited
by an eavesdropper, Eve. Many different hacking techniques have been proposed
over the years, some of them being demonstrated experimentally. Table 1.1 gives
an overview of some of the known attacks. Due to the large number of existing
attacks, this list is non-exhaustive but it gives a general idea of the different weak
points. These issues can be dealt with in three main different ways:

• Protocols can be designed where the apparatus used by Alice and Bob is
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Table 1.1: Known quantum hacking attacks.

Attack References Component
targeted

Level of
threat

Potential counter-
measures

PNS attack [41, 42, 43,
44]

Alice’s
pulses

High Decoy states proto-
col [45, 46, 47, 48,
49, 50]

Trojan-horse
attack

[51, 52, 53] Alice or
Bob’s optics

High Optical isolators at
Alice’s output and
Bob’s input.

Detector
efficiency
mismatch

[54, 55, 56,
57, 58]

Bob’s detec-
tors

Moderate New security proof
[59], real-time detec-
tor monitoring [60].

Blinding
attack

SPADs
[61, 62, 63],
SNSPDs
[64, 65]

Bob’s detec-
tors

High Intensity modula-
tion [66, 67, 68],
specifically designed
readout circuit
[69, 70], coincidence
measurement [71].

Laser damage [72, 73, 74,
75]

All compo-
nents

High No countermeasure
has been validated
at the moment.

Detector back-
flash

[76, 77, 78] Bob’s detec-
tors

Low As the probability
of photon emission
by the detector is
already quite low,
an optical isola-
tor placed at the
entrance of Bob’s
setup will block
all the information
leakage.



4 CHAPTER 1. Introduction

untrusted and therefore considered as a black box. These are referred to
as device-independent (DI) protocols and are the best option for security
[79, 80]. However, this security comes with limited performances in terms
of distance and key rates. A less constraining approach is measurement-
device-independent (MDI) QKD where only the measurement setup is un-
trusted. This is advantageous as many attacks target the measurement ap-
paratus. Moreover, MDI-QKD offers much better performances than DI-
QKD [81, 38, 82, 30]. These performances were further improved with the
proposal of twin-field (TF) QKD [83, 84, 85, 86, 32]. Technical challenges
still make the implementation of these protocols more difficult than prepare-
and-measure (PM) QKD. It is then unlikely to see the development of a large
QKD network using MDI-QKD protocols in the near future.

• A second approach is to include in the security analysis the true behavior of
the components. Decoy state protocols [45, 46, 47, 48, 49, 50] are a perfect
example as they allow preventing the photon-number splitting (PNS) attack
[41, 42, 43, 44] when Alice uses weak coherent pulses instead of single-photon
pulses. However, this method is not always applicable as it needs a perfect
description of all components.

• Finally, the third approach consists in incorporating hardware countermea-
sure to prevent specific attacks on the system. As the countermeasure is not
described by a theoretical model, it is essential to assess its effectiveness in
various conditions.

All the works on identifying weaknesses and designing appropriate countermea-
sures greatly improved the security of QKD implementations and need to be car-
ried on for the development of secure, large-scale QKD networks.

Standardization and certification

With the deployment of quantum technologies from the laboratory to the field
for commercial applications, there is a need to define standards and certification
protocols for these systems. Like other cryptography systems, quantum systems
should be designed following international standards and be certified compliant by
impartial institutions.

At the moment, QRNGs go through the same batteries of tests as other RNGs [87,
88, 89]. The drawback of these tests is that they rely on statistical properties which
do not prove the unpredictability of the device and do not make any distinction on
the physical process used. The advantage of QRNGs over other RNGs resides in
the provable probabilistic nature of their entropy source which is not put forward
with current tests. A work of Petrov et al. [90] studied the physical process inside
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ID Quantique’s first QRNG module in order to certify its quantum nature. This
approach focusing on the hardware combined with a physical model provided by
the manufacturer could become the standard procedure to certify QRNGs in the
future.

QKD, on the other side, is a completely new approach and cannot be certified with
current procedures. Nevertheless, various institutes began to work on standards
around QKD. For example, since 2010, the European Telecom Standard Institute
(ETSI) formed an industry specification group for QKD (ISG-QKD) composed of
several actors in the field working on a standardization of these systems [91]. One
aspect of their work consists in defining the standards for the security of systems
against quantum hacking attacks. Currently, a preliminary document has been
published in 2018 listing the known attacks as well as the current status in terms
of countermeasures [92]. A more recent work by Sajeed et al. [93] gives a similar
overview of quantum hacking strategies with a grade for the different attacks as
well as the status of the countermeasures.

Outline of the thesis

In this thesis, my work was focused on the practical security of quantum devices
which is at the core of ID Quantique business. In Chapter 2, I present the QRNG
chip developed by ID Quantique. After giving an overview of the architecture of
the chip, I detail the physical model we developed for the entropy source. This
model combined with a characterization of the device allows us to estimate the
quantum min-entropy it provides. Chapter 3 is dedicated to the study of the
vulnerability of NFAD detectors to blinding attacks. After demonstrating that
these detectors are fully controllable, I assess the effectiveness of a countermeasure
based on the monitoring of the current in the diode. In Chapter 4, I present a novel
method to prevent blinding attacks based on the analysis of the detection statistics
measured by Bob. The feasibility of this countermeasure is shown experimentally
with superconducting nanowire single-photon detectors. Finally, the last chapter
gives a general summary of the results and impacts of the work carried during this
thesis as well as potential future research directions.

List of papers and patents

Works carried out during this thesis led to the publication of several research
papers and application patents that can be found in Appendices A and B.
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Chapter 2

Entropy source modeling of a
QRNG chip

Today, almost all our communications are encrypted without us even noticing.
One of the cornerstones in any encryption system is the quality of the random
numbers used as a key. These numbers need to be completely unpredictable even
to someone knowing perfectly the system. Poorly designed systems can leave room
for a malicious adversary to steal some confidential information. For example, in
2010, a security loophole in Sony Playstation 3 was unveiled. It turned out that
the system was reusing several times the same key rendering the encryption scheme
unsecure [94]. In 2013, it was reported that “a component of Android responsible
for generating secure random numbers contains critical weaknesses" making some
crypto-currency applications vulnerable to hacking [95]. These examples highlight
the importance of using a reliable device to generate random numbers.

Unfortunately, producing true randomness is not a trivial task. It became rapidly
clear that it was not possible to generate randomness out of nothing. As John Von
Neumann said:

“Anyone who considers arithmetical methods of producing random digits
is, of course, in a state of sin".

The only way to produce random numbers is to have access to a source of entropy2

from which randomness can be extracted.

This chapter is based on our paper in Appendix A.3 and includes data from it.
2Originally defined in classical thermodynamic by Clausius in 1865, the concept of entropy

was extended to the field of information theory by Shannon in 1948 [96] and can be seen as a
measure of uncertainty or unpredictability on a system outcome.

7



8 CHAPTER 2. Entropy source modeling of a QRNG chip

Currently, most cryptographic applications rely on true random number genera-
tors (TRNGs). These devices take a physical process to generate entropy such
as atmospheric fluctuations [97], thermal noise [98], or clock drift [99]. Although
these processes appear random, they are based on ensemble behaviors that could,
in theory, be predicted with a sufficiently complete description of the system. To
overcome this problem, people started to investigate quantum phenomena. Unlike
classical systems, quantum processes are fundamentally probabilistic making them
ideal candidates as entropy sources in RNGs. Many implementations have been
proposed to build a quantum random number generator (QRNG) using laser phase
fluctuations, uncertainty on photon arrival time, space diffusion. Several experi-
ments demonstrated entropy rates of tens of Gbps which is more than needed for
a majority of applications.

One of the goals today is to develop devices suitable for mass-market applications.
Many groups are working on integrated optics [100, 101, 102, 22, 24, 23, 103,
104, 105]. Another approach consists in building a QRNG device with already
well-developed integrated technologies such as light-emitting diode (LED), CMOS
image sensor, SPAD arrays [16, 17, 25, 14]. In 2014, Sanguinetti et al. [16] pro-
posed an implementation based on the quantum fluctuations of the photon number
generated by a light-emitting diode (LED), a CMOS image sensor (CIS) from a
mobile phone and an analog-to digital converter (ADC). In this paper, they showed
that performances of widespread commercial components reached a point where
they are sufficiently sensitive to resolve the quantum nature of the light. With this
proof of concept, they could generate an average quantum entropy of 0.57 per bit
(5.7 per 10 bits of the ADC).

In this chapter, I present the physical model describing the entropy source in
the QRNG chip developed by ID Quantique [106]. The architecture of the chip is
similar to the one proposed in [16] but we show with our model that it is possible to
obtain near-unity quantum entropy per bit without post-processing. This implies
a reduction of the power consumption of the chip which is advantageous for mobile
devices as shown by its inclusion in smartphones by Samsung (see Fig. 2.1) and
VSmarts [26, 27].

This chapter is based on our paper in Appendix A.3 and includes data from it.

2.1 Device architecture

In this section, I present the architecture of ID Quantique QRNG chip (see Fig. 2.2)
and detail the physical process at the origin of the quantum entropy. On top of
this mechanism, we characterize all imperfections in the system (classical noise,
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Figure 2.1: First smartphone from Samsung to use the ID Quantique QRNG
chip [26].

correlations) that could impact the quality of the quantum entropy provided by
the chip.

2.1.1 Entropy source

The number of photons emitted per unit of time by the LED is subject to quantum
fluctuations often referred to as quantum shot noise. This number follows a Poisson
distribution with mean µph such that

p(n, µph) =
µnph
n!

e−µph (2.1)

is the probability to have n photons. These photons are converted into photo-
electrons by the CIS array. The number of photo-electrons Ne of one pixel also
follows a Poisson distribution with a mean µe = ηµph, where η is the transmission
coefficient from the LED to the pixel. After accumulation, photo-electrons are
converted into a voltage which is then digitized with a n-bit ADC. We denote X
the variable before digitization:

X = KNe + E (2.2)

where K is the conversion factor between the number of electrons and the analog-
to-digital unit of the ADC. E is the classical noise i.e. the noise coming from
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Figure 2.2: Schematic representation of the ID Quantique QRNG chip. A LED
illuminates a CMOS image sensor array. The signal from each pixel of the array
is digitized with an ADC. After filtering, the bits from the ADC can be used as
entropy bits or can be seeded to a Hash-based deterministic random bit generator
(DRBG).

any sources other than the LED. It is explicitly defined in Sec. 2.1.2. The ADC
outputs a variable Z given by

Z =


0 if X < 0

bXc if X ∈ [0; 2n − 1]

2n − 1 if X > 2n − 1

(2.3)

where b.c is the floor operator. In Fig. 2.3a is plotted a simulation of the distribu-
tion of Z for a 10-bit ADC and without classical noise. The variable Z follows a
normal distribution combined with peaks evenly separated. This “pile-up" effect
comes from the factor K being inferior to 1. More specifically, K = 0.82 according
to factory given parameters. Therefore, some ADC values can be output with two
different photo-electron numbers. Over the n-bit of the ADC, we keep 2 bits as
entropy bits. Depending on the resolution of the ADC, we adapt our choice. For
a 10-bit ADC (resp. 12-bits ADC), we keep the least significant bits (LSB) 2 and
3 (resp. LSB 4 and 5). With this filtering of the bits, we can mitigate the pile-up
effect to obtain a quantum entropy per bit near unity as shown in Fig. 2.3b.

Thanks to a testing board, we can acquire the Z-distribution i.e. the bits from the
ADC before filtering the 2 entropy bits. The acquisition is done for various LED
intensities. As it can be seen in Fig. 2.4, a pile-up effect is visible, similarly to
what was predicted in Fig. 2.3a. This effect is less prominent in the experimental
data due to the presence of classical noise spreading the peaks. Moreover, the
variance of the experimental data grows linearly with the mean value highlighting
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Figure 2.3: (a) Simulation of the output distribution Z with a 10-bit ADC without
classical noise. The simulations were done with a factor K = 0.82, value obtained
from factory given parameters. (b) Distribution of the LSB 2 and 3 of Z, named
Z23, obtained from (a). The min-entropy per bit of this distribution is Hmin =
0.982.
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the Poissonian nature photon number emitted by the LED and the transfer of this
statistic to the photo-electron number as expected in our model.
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Figure 2.4: Distribution at the output of the 10-bit ADC for one pixel measured
for various intensities of the LED.

2.1.2 Classical noise

Besides the quantum shot noise coming from the LED, other sources of noise
can impact the output of the ADC. All sources besides the quantum shot noise
are considered classical and therefore unusable for generating entropy. We model
this classical noise E by considering two distinct contributions [107, 108, 109] as
depicted in Fig. 2.5:

• a discrete source due to “dark" electrons in the pixels generated by any other
process than the absorption of a photon coming from the LED. The number
of dark electrons Ndark follows a Poisson distribution with a mean value µdark.
These are added to the photo-electrons and the total number of electrons is
converted into a voltage with the constant K.

• a source of continuous noise coming from the readout circuit following a
normal distributionN (µr, σ

2
r ), where µr and σ2

r are respectively the mean and
variance of the distribution. We note Φµr,σr its probability density function.
This noise is added to the signal coming from the pixel before digitization
by the ADC.



2.1. Device architecture 13

Figure 2.5: Model of the different sources of classical noise in the device added to
our source of quantum noise.

The probability density function PE of E is therefore of convolution of the proba-
bility distribution of these two contributions and can be expressed as

PE(e) =
∑
n

p(n, µdark)Φµr+Kn,σr(e)

=
∑
n

µndarke
−µdark

n!

1√
2πσ2

r

exp

(
−(e− µr −Kn)2

2σ2
r

)
.

(2.4)

To estimate the values of µdark, µr and σr, we switch off the LED such that the
distribution of Z is only dependent on the classical noise. In normal operation, the
ADC offset combined with a black body compensation3 ensure that the distribution
is centered around 0 when the LED is off. Here, the compensation is disabled and
the ADC offset is set to a value such that we could see the complete classical noise
distribution. We fit the data with Eq. (2.4) for 4 pixels over the CIS array and
obtain the parameter values given in Table 2.1.

Table 2.1: Parameters of the classical noise distribution for 4 pixels on the array.
The values for µr are extrapolated from our measurements to find the values with
the default settings.

Pixel label µr σr µdark

1 -13.6 0.21 17.2
2 -16.8 0.22 18.0
3 -14.4 0.23 17.2
4 -13.6 0.21 19.0

As we can see, the 4 pixels display similar parameters for the classical noise al-
though they are positioned in different corners of the array. We can therefore

3The black body compensation is done with “black" pixels which are not illuminated by the
LED. The average value returned by the black pixels is subtracted to the value of the illuminated
pixels.



14 CHAPTER 2. Entropy source modeling of a QRNG chip

assume all the pixels have similar µdark, µr and σr.

To take into account the effect of the classical noise on the security, we use the
conditional min-entropy as defined in [110]:

Hmin(Z2-bits|E) = − log2 (pguess) , (2.5)

where
pguess =

∫
PE(e) max

z2-bits

(
PZ2-bits|E=e(z2-bits)

)
de (2.6)

is the maximum guessing probability averaged over all the possible values of the
classical noise. However, Eq. (2.5) is valid only if there is no correlation in the
data output by the ADC.

2.1.3 Correlation measurements

Lastly, we characterize the eventual correlations between the bits output by the
ADC. In our model, we assumed that pixels are independent and that results
from one frame to the other are uncorrelated. For this, we record 10000 frames
and calculate the Pearson correlation coefficients ρij between all pairs of pixels
(i, j). Figure 2.6a presents the experimental probability density function of ρij.
As we can see, the values are normally distributed around zero, where there is no
correlation. The expected distribution for independent pixels is plotted in a red
dashed line and fits perfectly with our experimental data.

Secondly, we compute the autocorrelation factor ρi(l) for all the pixels, where l is
the lag. Results for 4 pixels are plotted in Fig. 2.6b. As we can see, for all l, the
value of ρi(l) fluctuates around 0 and is in the expected range due to statistical
uncertainty (the continuous gray lines represent the 1σ uncertainty interval, the
dashed gray lines represent the 3σ uncertainty interval).

From these measurements, we cannot observe any statistically significant signature
of correlations, neither from pixel to pixel nor from frame to frame which tends to
validate the assumptions made in our model.

2.2 Assessing the performances of the chip

2.2.1 Model and characterization

Following the modeling and experimental characterization of the chip, we can now
numerically calculate the quantum min-entropy per pixel as defined by Eq. (2.5)
as a function of µe. The results are presented in Fig. 2.7. The curve is plotted
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Figure 2.6: (a) Experimental probability density function of the Pearson correla-
tion coefficients between all pairs of pixels. The standard deviation is 0.01. (b)
Autocorrelation of 4 different pixels of the CMOS image sensor.
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by taking the noise parameters of pixel 1 (see Table 2.1). Nevertheless, variations
of the noise parameters between the different pixels have a negligible effect on
Hmin(Z2-bits|E). Indeed, in the normal working range of the device i.e. µe ∈
[500, 750], the model always predicts a quantum min-entropy over 0.98 per bit.
This result is a significant improvement compared to the 0.57 per bit obtained by
Sanguinetti et al.. It is achievable thanks to a simple filtering of the bits of the
ADC, requiring low-power consumption which is of great interest for integrated
circuits.
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Figure 2.7: Quantum min-entropy per bit of one pixel as a function of µe. This is
calculated by taking the noise parameters of pixel 1 given in Table 2.1.

2.2.2 Robustness of the device

As a commercial device, it is essential to have a high-quality quantum entropy
over time. Tests are done on the chips after fabrication to verify they are working
properly. However, once out of the factory, fluctuations of the LED intensity or
a decrease of the pixel efficiencies can happen and impact the entropy provided
if no monitoring is implemented. The goal is to define a simple way ensuring the
average quantum min-entropy per bit over the array (Hmin(Z2-bits|E)) does not fall
below a lower bound H l

min without raising an alarm:

Hmin(Z2-bits|E) ≥ H l
min (2.7)
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With this chip, this is done by analyzing the values output by the ADC. Two
thresholds, T− and T+, are defined and the chip records for each frame the number
of pixels n− (resp. n+) whose output was below T− (resp. above T+). If n± exceeds
a predefined value N±, the frame is discarded and the device is recalibrated.

With our model, we can calculate the distribution of Z for any µe. From this,
we can estimate the probability of failure pf = 1 − ε (i.e. the probability that
n± > N±) and Hmin(Z2-bits|E) for any distribution of the light intensity over the
array. By choosing appropriate values for T± and N±, Hmin(Z2-bits|E) will fall
below H l

min only when the probability ε to have a valid output is very small:

Prob
(
Hmin(Z2-bits|E) ≤ H l

min

)
≤ ε (2.8)

We look at various scenarios with T− = 64, T+ = 940 and N± = 1. In the first
one, we consider a CIS with 64 pixels uniformly illuminated and we analyze the
effect of the drift of the LED intensity. We can see in Fig. 2.8 that Hmin(Z2-bits|E)
decreases in the regions where the probability on failure is extremely high. Other
scenarios where one or several pixels have a lower efficiency are also studied and
give similar results. Indeed, for ε = 10−9 (typical value taken in security models),
the average quantum min-entropy per bit is higher than 0.97. Hence, the chip will
raise an alarm before the quantum min-entropy is impacted.
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Figure 2.8: Probability of failure and mean quantum entropy per bit of a 64 pixels
array uniformly illuminated as a function of the mean photo-electron number µe.
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2.3 NIST tests

Today, a wide variety of randomness tests are used to certify RNGs: NIST entropy
test suite SP800-90B [87] and randomness test suite SP800-22 [111], Diehard [88],
Dieharder [89]. With our chip, we run the test suites provided by NIST.

2.3.1 Entropy tests

We begin with the non-IID (independent and identical distributed) entropy tests
carried on the 2-bits output from the pixels. These tests consist of 10 entropy
estimators done on a 1 Gbytes sample split into blocks of 10 Mbytes. Results for
one block are given in Fig. 2.9. Over these 10 estimators, the lowest value returned
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0.0

0.2

0.4

0.6

0.8

1.0

E
n
tr

o
p
y

p
e
r

b
it

re
su

lt
s

M
C

V
-

H
=

0
.9

9
8
6

C
o
ll

is
io

n
-

H
=

0
.9

5
3
7

M
a
r
k
o
v

-
H

=
0
.9

9
8
2

C
o
m

p
r
e
s
s
io

n
-

H
=

0
.9

4
2
2

T
-T

u
p
le

-
H

=
0
.9

4
3
3

L
R

S
-

H
=

0
.9

7
8
5

M
u
lt

iM
C

W
-

H
=

0
.9

9
9
5

L
a
g

p
r
e
d
ic

t
io

n
-

H
=

0
.9

9
9
3

M
u
lt

iM
M

C
-

H
=

0
.9

9
8
6

L
Z

7
8
Y

-
H

=
0
.9

9
8
6

Figure 2.9: Test results of the 10 non-IID entropy estimators of NIST SP800-90B
suite with a 10 Mbytes sample.

is over 0.94 per bit. Compared to our physical model which estimates a quantum
entropy of 0.98 per bit, the value returned by NIST entropy estimators is lower.
However, it is worth noting that these tests return similar values with data output
by other entropy sources and RNGs which tends to show this is a limitation of the
tests and not the chip itself.

In the NIST test suite, it is also possible to make an IID hypothesis. After validat-
ing that this hypothesis is reasonable, the test returns an entropy value using the
most common value (MCV) estimator. With our chip, the entropy value returned
is 0.9986 per bit.
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2.3.2 Randomness test

For cryptographic applications, NIST recommends in their documentation SP 800-
90A [112] the use of a Hash-based deterministic random bit generator (DRBG) to
remove bias in the data provided by the entropy source. In the devices including
a DRBG, it takes an input of 512 entropy bits long and returns a string of 128
random bits usable for cryptographic applications. In their documentation, NIST
proposes a series of randomness tests to check the quality of the random bits for
cryptographic purposes. These tests are based on a null hypothesis testing whose
principle is the following:

1. We formulate a null hypothesis. Here, it is that the sample provided is
random.

2. Different statistical tests are run on the sample (e.g. the number of 0 and 1).

3. For each test, we get a p-value which is the probability, under the null hy-
pothesis, to obtain a more extreme value than the one observed. If the
p-value is smaller than a certain value (typically 0.01), the test is considered
failed.

Several devices have been tested using this randomness test suite provided in
SP 800-90A and are compliant with the NIST standards.

It is important at this point to highlight that hypothesis testing is not a proof that
the null hypothesis is true. It only tells the user there is no statistical evidence the
null hypothesis is inaccurate and can only increase our confidence in the device.
This is why it is commonly said “it failed to reject the null hypothesis" rather than
“it validates the null hypothesis".

2.3.3 Limitations of entropy and randomness tests

These tests can only check some statistical properties on the bit string output
by a device. However, the compliance to these statistical tests does not prove
the unpredictability of the device. Indeed, a device providing a copy of the bit
string given by perfect RNG would obviously pass these tests; digits of π are
not following any pattern and appear random but they are perfectly predictable.
Therefore, these tests can only tell if what they are given looks random, and
passing them is not a sufficient condition (but it is necessary) to certify a device is
usable for cryptographic applications. Moreover, unlike our model where we can
separate quantum noise (which is unpredictable) and classical noise (which can
be unsecure) to calculate the quantum entropy, entropy tests take everything into
account which can lead to a wrong estimation of the entropy.



20 CHAPTER 2. Entropy source modeling of a QRNG chip

A possible approach for future certification of QRNG devices could consist of
giving the device to a third, impartial party to analyze the physical process used
to generate entropy bits in order to certify the mechanism is compliant with the
description given by the manufacturer. This kind of approach was adopted by
Petrov et al. [90] in their analysis of ID Quantique first QRNG module. In this
work, they took a device and reverse-engineered its architecture. The drawback
of this kind of study is that it can be time-consuming depending on the level of
analysis but it highlights the advantages of QRNGs over other RNGs.

2.4 Conclusion and outlook

In this chapter, I presented the architecture of ID Quantique QRNG chips and
our modeling of the entropy source of the devices. Thanks to this modeling and
experimental characterizations of the chip, we estimated a quantum min-entropy
of over 0.98 per bit. This very high entropy was obtained by filtering the bits
of the ADC and does not require post-processing. Furthermore, as a commercial
device, I studied its robustness against fluctuations over time. Thanks to a simple
analysis of the output data, we can certify a quantum min-entropy per bit over
0.97 with a very high confidence level.

Thanks to the clear description of the origin of the entropy, QNRG can provide the
user a higher level of confidence compared to other RNGs whose entropy sources
are based on stochastic processes. However, there is currently no certification
procedure highlighting this advantage of QRNGs. The development of such certi-
fication, like for example letting an impartial party study the architecture, could
help in the deployment of these kinds of devices in common electronic devices.



Chapter 3

Blinding attack on single-photon
avalanche diode

In Chapter 2, I presented a device to generate random numbers usable for cryp-
tographic applications. The goal now is to be able to transmit in a secure way
these bits such that two distant parties, Alice and Bob, can communicate safely.
An information-theoretically secure way to do so is with quantum key distribu-
tion (QKD). Several kinds of protocols exist but prepare-and-measure (PM) QKD
is today the preferred solution for commercial applications as it offers the best
performances and ease of use. The principle can be resumed as follows:

1. Alice prepares a quantum-bit (q-bit) in a random state between |0〉, |1〉, |+〉
and |−〉 that she sends through an untrusted quantum channel controlled by
the eavesdropper Eve.

2. Bob measures the incoming state in a random basis. The basis choice can
be either passive or active depending on the implementation.

3. After the exchange, Alice and Bob communicate via an authenticated channel
to discard non-conclusive events and estimate the quantum bit error rate
(QBER) before doing the post-processing on the exchanged key to obtain
the secret key.

A schematic representation of the setup is given in Fig. 3.1. The security of
these protocols against an intercept-and-resend type of attack relies on the fact
that Eve cannot perfectly duplicate an unknown quantum state. Therefore, if
she tries, she would inevitably increase the QBER, revealing her presence. One
of the main assumptions made in this model is that the probability of detection

This chapter is based on our paper in Appendix A.1 and includes data from it.
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of the incoming state is independent of Bob’s basis choice. In reality, for many
QKD implementations, Eve can break this assumption with various strategies.
Instead of trying to reconstruct the quantum state, she can generate a so-called
faked-state that would be detected in a controlled way by Bob [113]. The first
demonstration of this was the time-shift attack [54] where Eve takes advantage of
the imperfect synchronization of the gates applied on Bob’s detectors. Another
attack consists in exploiting the wavelength-dependency of optical components
such as beam splitter [58].

Figure 3.1: Schematic representation of PM QKD setup with the presence of
an eavesdropper. Alice prepares a q-bit in a random state and sends it to Bob
through a quantum channel controlled by Eve. Bob measures Alice’s q-bit in a
random basis. After the exchange of the key, Alice and Bob communicate through
an authenticated channel to do the post-processing of the key.

During this thesis, I was interested in another hacking method known as blinding
attack. This attack has been carried for the first time on silicon-based single-photon
avalanche diodes (SPADs) in 2009 by Makarov [61]. Since then, a wide variety of
detectors have been shown to be controllable [63, 64, 65]. In 2010, Lydersen et
al. made a proof of principle of the blinding attack on two commercial QKD
systems [62]. It is worth noting that these proofs of principle were done on fully
characterized systems such that optimal parameters for the attack were known. In
a more realistic scenario, the attack would be much more challenging to implement.
Nevertheless, according to Kerckhoffs’ principle [4], it is necessary to consider
that all the characteristics of the devices are known as a sufficiently resourceful
eavesdropper will eventually find them. In this chapter, after showing it is possible
to perfectly control negative-feedback avalanche diodes, I test the limits of a simple
countermeasure against this attack based on the monitoring of the current inside
the diode. Finally, we propose an improvement of the countermeasure in order to
make the system more robust to this kind of attack.
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3.1 Blinding attack

3.1.1 NFAD detectors

The development of single-photon detectors over the past few decades in terms
of efficiency [114], low noise [115], speed [116], and jitter [25] has been one of
the key elements for the development of many quantum technologies. A popular
choice for the near-infrared range is Indium-Gallium-Arsenide/Indium-Phosphide
(InGaAs/InP) SPADs. They offer many advantages including performances, com-
pactness, cost, and ease of use making them suitable for commercial applica-
tions. Many on-field QKD experiments were done with this kind of detector
[117, 118, 119]. They are also implemented in ID Quantique commercial QKD
systems.

The working principle of SPADs is the following. The incoming photon is ab-
sorbed by the detector and generates an electron-hole pair. With the bias voltage
Vbias, the electron will create an avalanche by impact ionization if Vbias is higher
than the breakdown voltage Vbr. In order to avoid the deterioration of the device,
this avalanche needs to be rapidly quenched. This can be done either passively
or actively. In this work, we test two ID220 modules from ID Quantique using
negative-feedback avalanche diodes (NFADs). This particular type of photodi-
ode includes a high impedance resistor directly integrated on the device reducing
parasitic capacitive effects (see Fig. 3.2). Thanks to this resistor, as soon as an
avalanche starts and creates a current, the voltage across the photodiode will be
reduced stopping the avalanche. The signal from the avalanche is capacitively cou-
pled to the readout circuit to be amplified and discriminated with a comparator.
A detection is registered only when the signal amplitude is greater than the com-
parator threshold Vth. The circuit of the ID220 also includes an active quenching
circuit which, after a detection, applies a 5 V voltage on the anode of the diode.
This effectively reduces the voltage across the diode below Vbr for a duration τ in
order to let all the potentially trapped carriers be evacuated otherwise, they could
create a new avalanche resulting in undesired afterpulsing.

During this work, I tested two devices named D1 and D2 whose characteristics
are given in Table 3.1 to evaluate their vulnerability to the blinding attack. Two
other devices were tested by Nigar Sultana in a collaboration with the University
of Waterloo, Canada. The results for these detectors are not discussed here but
can be found in Appendix A.1.
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Figure 3.2: Schematic representation of the readout circuit of the ID200. Amp:
amplifier, Comp: comparator, Quench: active quenching circuit. In the ID220
modules, the signal from the NFAD is capacitively coupled to the readout circuit
while the detectors tested in the University of Waterloo used an inductive coupling.

Table 3.1: Characteristics of tested devices

Device Code Diameter (µm) R (MΩ) Vbr at -50◦C(V)

D1 E2G6 22 1.1 77.9
D2 E3G3 32 1.1 75.1
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3.1.2 Optical control of the detectors

In previous works on SPADs, the control of the detector was always done with the
following steps:

1. Blinding the detector : First, Eve wants to make the detectors insensitive (i.e.
blinded) to single photons. For that, she needs to bring the detector bias
voltage below Vbr. For that, she generates a continuous current through the
diode by illuminating it with a continuous-wave (CW) laser. This current
combined with the presence of the quenching resistor will effectively reduce
the voltage applied across the diode. If enough photocurrent is generated,
the detector will leave the Geiger mode to behave like a linear detector.

2. Forcing a detection: Once the diode is in the linear mode, Eve can send opti-
cal pulses to generate electrical pulses whose amplitude will be proportional
to the energy of the optical pulse Epulse. Due to the comparator in the read-
out circuit of the detector, the electrical signal from Epulse will be registered
as a click only if its amplitude exceeds a predefined threshold value Vth.

Figure 3.3: Scheme of the setup used for the blinding attack. G: pulse generator,
PL: pulsed laser, CW: continuous-wave laser, VOA: variable optical attenuator,
BS: 50:50 beam splitter, PM: powermeter, DUT: device under test.

The setup used to characterize the detector under the blinding attack is given in
Fig. 3.3. A 1550 nm continuous-wave laser is used to bring the detector below the
breakdown voltage. A 33 ps pulsed laser at 1550 nm, driven by a pulse generator
at a frequency of 40 kHz, simulates the single-photon detections. Two variable
optical attenuators allow controlling the optical power of both lasers. Both lasers
are combined with a 50:50 beam splitter to be sent onto the detector whose dead
time is set at 18 µs. The electrical output of the detector is then fed to a counter
and a time-tagging electronic. A powermeter is placed at the second output of the
beam splitter to monitor the optical power.

Thanks to this setup, I measure the probability to detect the signal from the pulsed
laser as a function of its energy Epulse for various blinding powers. The results for
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detector D1 are shown in Fig. 3.4. The probability of detection follows a sigmoid
shape. On these curves, two points are of interest: the maximum pulse energy
called Enever such that

Prob(detection|Epulse ≤ Enever) = 0 (3.1)

and the minimum pulse energy called Ealways such that

Prob(detection|Epulse ≥ Ealways) = 1. (3.2)

The values of Enever and Ealways are plotted in Fig. 3.5.
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Figure 3.4: Faked-state detection probability as a function of the pulse energy
Epulse for different blinding power Pblinding.

We can see in Fig. 3.5a that increasing the efficiency of the detector shifted the
curves towards the right. This can be explained by the fact that the bias voltage is
higher at 20% efficiency, requiring more blinding power to bring the voltage across
the diode to the same value. In Fig. 3.5b, the main observation we can make is
the difference of the minimal blinding power between the two diodes. This could
be linked to the difference of the active areas between D1 and D2 as the same
observation was made by Nigar Sultana in the University of Waterloo.
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Figure 3.5: Dependence of Enever and Ealways on the blinding power. (a) Thresholds
for detector D1 with 10% and 20% efficiency (corresponding to 1.3 V and 4.1 V
excess bias). (b) Comparison of detectors D1 and D2 with the efficiencies set at
10%.
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3.1.3 Applicability to QKD protocols

Up to this point, we have shown how to turn an NFAD detector into a linear
detector in order to force it to click in a deterministic way. To explain how Eve
can use this effect to hack a complete QKD system, I take as an example a BB84
protocol where the state is encoded in polarization.

In order to hack the system without being discovered, Eve’s attack must satisfy
two conditions. First, if the pulse goes into the right basis i.e. the basis in which
the faked state was prepared, its energy must be sufficient to force the detector to
click:

Epulse ≥ Ealways. (3.3)
Secondly, if the pulse is measured in the wrong basis, its energy will be split
between the two detectors. The energy arriving on each detector must be below
Enever to avoid increasing the QBER:

Epulse

2
≤ Enever. (3.4)

By combining Eqs. (3.3) and (3.4), we obtain the condition for Eve to be able to
perfectly hack the protocol:

Ealways ≤ 2Enever (3.5)
With the tested detectors, this condition can be satisfied with a sufficiently high
blinding power as we can see in Fig. 3.5.

3.1.4 Timing jitter

One aspect that has not been discussed until now and that is essential for the
success of the attack is the timing precision of the faked state. This is of great
importance for Eve if she wants to avoid increasing the QBER and stay unnoticed.
QKD protocols are operated at an increasing rate leading to smaller and smaller
time bins reaching the limits of the detectors. To avoid forcing the detection in
the wrong time bins, and therefore increasing the QBER, the faked-state detection
must have a timing jitter smaller than a single-photon detection. The jitter mea-
surements were done with a 33 ps pulsed laser at 1550 nm and a time-correlated
single-photon counter (TCSPC) as shown in Fig. 3.3. Results for single-photon
detection and faked-state detection are presented in Fig. 3.6. As it can be seen,
the timing jitter at full-width half maximum (FWHM) is reduced from 104.9 ps to
33.4 ps giving Eve the necessary precision to carry the attack. This reduction of
the jitter can be explained by the fact that, unlike the generation of an avalanche
by a single photon, the detection of the faked state is not a stochastic process.
Indeed, the time to generate an avalanche varies from one detection to the other
and contributes to the overall jitter.
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Figure 3.6: Timing jitter of the detector D1 for single photons detections (red
squares) and faked-state detections (blue triangles). In the latter case, the mea-
surement is done with the minimal blinding power and Epulse = Ealways. The
continuous lines are Gaussian fits giving jitter at FWHM of 104.9 ps and 33.4 ps.
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3.2 Unveiling the attack

Up to now, I showed the vulnerability to the blinding attack of NFAD detectors.
This vulnerability must be taken into account in the security analysis of QKD
systems. In this section, I assess the effectiveness of a countermeasure based on
the monitoring of the current in the diode.

3.2.1 Current monitoring in the ID220

To counter this attack, it was proposed in previous works to monitor the current
flowing through the diode [120, 121]. In the ID220 modules, the chip powering the
diode includes a pin allowing us to monitor the mean current drawn by the diode
over 1 second. This value is displayed on the software driving the ID220 or can be
read via a USB connection. To estimate the capacity of this monitoring to detect
the blinding, I begin by varying the light intensity arriving on the detector and I
record the current measured by the device and the rate of detection. The results
are shown in Fig. 3.7. If we look at the detection rates (red curves), we can see
that the detector is saturating above 106 incident photons per second. By keeping
increasing the incident photon rate, we can see the detection rate drop to reach 0
indicating that the detector is blinded. This is correlated with an increase of the
mean current over 1 µA.

Figure 3.7: In blue: count rate of the detector D1 versus the incident photon rate.
In red: mean current inside the diode.

In a real scenario, Alice would adjust the intensity of her pulses such that the
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count rate of Bob’s detectors is just before the saturation i.e. around 50 kHz. The
mean current value would be in that case lower than 100 nA. We simulate an
attack by sending faked states on the detector at various frequencies and recorded
the values of the current (see Table 3.2). As we increase the frequency of the
triggering laser, the mean current measured is decreasing. This is because, the
higher the detection rate is, the more time the detector will be in the dead time.
As the voltage is reduced during the dead time, the same Pblinding will generate a
lower photocurrent.

Table 3.2: Current values measured for detector D2 under blinding for different
efficiencies and trigger pulse rates.

Efficiency (%) Pulse rate (kHz) Mean current (µA)

10 40 0.87
10 50 0.38
10 55 0.15
20 40 2.39
20 50 1.23
20 55 0.71

The lowest current achievable with this attack is 150 nA which is still higher than
the mean current generated by single-photon detections. With a threshold on the
mean photocurrent set at an appropriate value, it could be possible to unveil Eve’s
presence.

3.2.2 Improved attack

Monitoring the mean current in the diode is sufficient to prevent a simple blinding
attack. However, this countermeasure is not based on a physical model and needs
to be tested against variations of the initial attack. A previous countermeasure
based on the randomization of the detectors’ efficiencies [122] turned out to be
ineffective against a modified version of the attack [123], highlighting the impor-
tance of always testing the limits of countermeasures. The question now is: can
Eve adapt her initial strategy in order to bypass the mean current monitoring? If
yes, what can we do to make our system more robust against the attack?

The attack considered until now (and also how it is considered in most of the
literature) consists in sending blinding light continuously. However, as I mentioned
already, these detectors require a dead time after detection to avoid afterpulsing.
During this dead time, the detector is inactive. Therefore, it is unnecessary for Eve
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to keep her blinding laser on during this interval. Indeed, it would keep generating
a current through the diode for no reason. As Eve controls the detections, she
knows when the detector is inactive. A smarter way to do the attack would be to
turn on the blinding laser right before the end of the dead time and to force the
next detection shortly after. The high detection rate would not alert Bob as his
detectors are already close to saturation in normal conditions.

We implement this improved attack to test once again the current monitoring.
For each faked state, it is possible to send blinding light only for a duration of
300 ns. Below 300 ns, the detector is clicking in an uncontrolled way making the
attack impossible. In this scenario, the mean current value measured by the device
can be reduced to the level of single-photon detections making the mean current
monitoring ineffective.

3.2.3 High-frequency current monitoring

In order to detect Eve’s presence, it is necessary to monitor in real-time the current
flowing through the detector. With the actual electronic, small fluctuations of Vbias
are dumped thanks to the capacitors placed near the bias voltage. I modify the
circuitry by removing these capacitors such that I can measure fluctuations of Vbias.
This introduces a little bit more noise but by increasing slightly the detection
threshold, I manage to recover the same performances for the detector. With
this modified board, I use an oscilloscope to probe the value of Vbias in different
conditions:

• Single photon: signal given by the detection of a single photon coming
from the CW laser.

• Optimum blinding: the blinding laser, set at its minimal power to blind
the detector, is turned on right before the end of the dead time and switched
off after the faked-state detection.

• Non-optimum blinding: the optical power of the blinding laser is twice
higher than in the optimum blinding scenario and is turned back on in the
middle of the dead time i.e. 10 µs after the detection.

In the three cases, we can observe in Fig. 3.8 a peak at the moment of the detec-
tion and at the end of the dead time. These probably are due to high-frequency
components of the 5 V gate applied by the quenching circuit traveling through the
different components. A more interesting point to notice is the voltage deviation
after the dead time. As we can see, the voltage measured with the probe is a
few mV lower than the nominal value when the blinding is on. This voltage drop
is due to the non-zero output impedance of the chip biasing the diode combined
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Figure 3.8: Deviation of the value of Vbias from its nominal value for D2.

with the photocurrent generated by Eve’s laser. If we take a look on the left side
of the curves in Fig. 3.8, we see the same drops meaning that the deviation lasts
while the detector is blinded. Hence, real-time monitoring of the current gives
the possibility to monitor the state of the detector (blinded or not) at any time
such that it could be possible to discard detections occurring when the detector is
potentially blinded.

This work led to the publication of the patent EP3716252A12 which can be found
in Appendix B.2.

3.3 Conclusion and outlook

In this work, I evaluated the vulnerability of NFAD detectors to blinding attacks.
After showing it was possible to force a detection in a controlled way, I focused
on the effectiveness of the mean current monitoring implemented in the device.
I showed that a variation of the attack can bypass this countermeasure. Nev-
ertheless, modifications of the electronics around the diode allow measuring fast
fluctuations of the current. With this, I could monitor in real-time the state of
the detector to overcome this improved attack. Furthermore, with this high-speed
current monitoring, it is possible to discard potentially compromised detection
without aborting the protocol.

Through this work, I highlighted the importance of assessing hardware counter-
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measures that are not described by a theoretical model. By continuously test-
ing countermeasures against different variations of the same attack and adapting
countermeasures adequately (or designing new countermeasures altogether), it will
become more and more difficult for an eavesdropper to hack the system. More-
over, finding the best hacking strategies is necessary to define an eventual future
certification procedure for QKD implementations.



Chapter 4

Preventing quantum hacking with
dual detectors

In the previous chapter, I showed how NFAD detectors could be controlled by Eve
to gain information on the key exchanged by Alice and Bob. We then proposed to
monitor in real-time the current in the diode to unveil Eve’s presence. Although
it unquestionably increases the security of the system, hardware-based counter-
measures like this are not described by a theoretical model and could potentially
be overcome by a modified attack. Moreover, they can rely on extra components,
increasing the complexity and/or the cost of the system, and are usually designed
for specific detectors.

To close loopholes on the detection scheme, new protocols have been proposed
where the measurement apparatus is given to an untrusted third party such that
no assumptions have to be made on how the components behave. These protocols
known as measurement-device independent (MDI) protocols were first proposed by
Lo et al. [124] and are based on a Bell-state measurement. Many experiments have
been done to improve the speed [81, 38] and distances [82, 30] of these protocols.
In 2018, a new scheme named twin-field (TF) QKD was proposed by Lucamarini
et al. [83]. Thanks to this one-photon interference scheme, the secret key rate is
now scaling with the square-root of the quantum channel transmittance making
it is possible to break the so-called PLOB-repeaterless bound [125]. Several ex-
perimental demonstrations of secret key rates above the PLOB bound have been
done [84, 126, 85, 127, 86, 32]. Nevertheless, the implementation of these protocols
on the field still faces a lot of technical challenges. Indeed, the scheme is a giant
interferometer where photons from two distant sources need to interfere requiring

This chapter is based on our paper in Appendix A.2 and includes data from it.

35



36 CHAPTER 4. Preventing quantum hacking with dual detectors

them to be indistinguishable. Moreover, the stabilization of the length of the two
arms of the interferometer can be extremely difficult when the fibers are not in a
controlled environment. Although these challenges are not insurmountable, they
can rapidly increase the complexity and cost making these protocols unsuitable
for the development of a large-scale QKD network in the near future. Another
approach, similar to MDI-QKD and known as detector-device independent (DDI)
QKD, proposed to consider only the detectors as untrusted [128, 129, 130, 131].
However, this protocol has been proven inefficient against blinding attacks due to
unrealistic assumptions [132, 133].

As a middle ground between unprovably secure countermeasures and MDI-QKD,
we can develop a countermeasure whose security is based on Eve’s limitation during
the attack. A good example of such a countermeasure is the use of a decoy state
to prevent the photon-number splitting (PNS) attack. This countermeasure uses
the fact that Eve cannot distinguish between two pulse intensities with a quantum
non-demolition measurement of the number of photons. Therefore, if she tries
to do a PNS attack, Eve will leave a signature of her presence in the detection
statistics. From these statistics, Bob can estimate the number of detections coming
from pulses containing a single photon. A countermeasure like this offers several
advantages:

• it does not rely on the working principle of the detector such that it can be
implemented with any kind of detector (SPADs, SNSPDs).

• it is based on an intrinsic limitation on Eve’s knowledge and ability (she
cannot know the mean photon number used by Alice based only on a mea-
surement of the photon number in the incoming pulse).

Thanks to these advantages, the decoy-state method is a nice way to prevent the
PNS attack and could be one of the solutions adopted in a future standardization
of QKD.

In this chapter, I present a countermeasure to blinding attack where Bob can
estimate the maximum amount of information Eve can have on the key solely
using detection statistics with multi-pixel detectors. In the second part, I show
with superconducting nanowire single-photon detectors that the assumptions made
in our model are reasonable with realistic devices.

4.1 Countermeasure

For our countermeasure, we propose to split the detectors used by Bob into two
pixels corresponding to the measurement of the same state. This way, Bob can
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measure the probability of detection of each pixel ps1 and ps2, and the probability
of coincidence pc. In 2013, Honjo et al. proposed a similar idea in order to measure
the conditional probability of detection of one pixel given the other one clicked.
In their paper, they assumed that each faked state would force both pixels to click
each time. However, we saw in Chapter 3 that this assumption is unrealistic as
Eve has the possibility to control the faked-state detection probability. In this
work, we analyze Bob’s detection statistics in a different way in order to estimate
the information shared with Eve.

To understand the idea behind our countermeasure, let’s consider the coefficient r
defined as

r =
pc
p2s
. (4.1)

For simplicity, we assume for the moment that both pixels are perfectly identical
i.e. ps1 = ps2 = ps. This coefficient r is equivalent to the zero-time second-order
auto-correlation g(2)(0)2. Hence, Bob would expect that r is equal to 1 as Alice
sends weak coherent pulses. Now let’s consider what happens when Eve intercepts
Alice’s pulses and resends a faked state. Eve’s faked state has a probability pd
of making each pixel click. Assuming the response of the pixels to the attack are
independent, the coincidence probability is p2d. However, these probabilities are
conditioned on two things:

• Eve’s probability to measure the state sent by Alice. If the incoming pulse
contains zero photon, Eve has no interest in sending a faked state prepared
in a random way as it would only increase the QBER. Assuming Eve can
replace the quantum channel with a lossless channel, this probability is equal
to 1 − e−µt, where µ is the mean photon number in Alice’s pulses and t is
the transmission factor from Eve’s setup entrance to the detector.

• the probability that Eve and Bob choose the same measurement basis q. If
their bases do not match, the probability of detection of the faked state is 0.

We note this overall probability pE = (1− e−µt)q such that

r =
pc
p2s

=
pEp

2
d

(pEpd)2
=

1

pE
> 1. (4.2)

We can see through this equation that Eve’s disturbance is limited by the vacuum
probability in Alice’s pulses and the randomness of Bob’s basis choice.

2We call this coefficient r instead of g(2)(0) as Bob does not measure a photon statistic
property when Eve does the attack.
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4.1.1 Estimating Eve’s information

As a next step, the goal is to estimate Eve’s information per bit IE if she decides to
hack only a fraction of the key. The scheme of the attack is presented in Fig. 4.1.
Alice sends pulses with a mean photon number per pulse µ. Eve is in the middle
and can either choose to perform the blinding attack with a probability pa or to
let the pulse from Alice go through to Bob unaltered. Bob’s setup is composed of
a basis choice scheme (that will depend on the type of protocol) and two detectors
corresponding to bit "0" and "1" each split into two pixels. We assume in our
model that Bob knows the quantum efficiency of his detectors when Eve does
not intercept Alice’s pulse. Nevertheless, the losses in the quantum channel are
unknown.

Figure 4.1: Schematic setup of the blinding attack of Eve. Alice sends to Bob weak
coherent pulses with a mean photon number µ per pulse. Eve is in the middle,
controlling the quantum channel. She either performs the blinding attack with
a probability pa or lets Alice’s pulse go through without altering it. Bob’s setup
is unchanged except for his detectors replaced with multi-pixels. Coincidences
between the two pixels are kept to generate the key.

To be even more general, we consider that Eve can change her strategy each round.
For a strategy λ, the faked-state probability of detection for pixel i is pλdi, and pλ
is the probability that Eve chooses this strategy. In this scenario, the probabilities
ps1, ps2 and pc can be written:

ps1 = papE
∑
λ

pλpλd1 + (1− pa)(1 + α)pB

ps2 = papE
∑
λ

pλpλd2 + (1− pa)(1− α)pB

pc = papE
∑
λ

pλpλd1p
λ
d2 + (1− pa)(1− α2)p2B

(4.3)

where pB is the average detection probability between the two pixels and α is
a coefficient known by Bob characterizing the efficiency mismatch between the
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pixels. Under these conditions, Eve’s information per bit on the key is given by

IE =

papE
∑
λ

pλ(pλd1 + pλd2)

ps1 + ps2
. (4.4)

As ps1 and ps2 are fixed values measured by Bob, we simply need to find the
maximum value of

f = papE
∑
λ

pλ(pλd1 + pλd2) (4.5)

subject to Eq. (4.3) to find the optimum value for IE. A common method to solve
such a problem is to use the Lagrange multiplier [134]. For that, we define the
Lagrangian function:

L(pa, p
λ, pλd1, p

λ
d2, pB,λ) = f − λ · g (4.6)

where

λ =


λ1

λ2

λ3

 , g =


papE

∑
λ

pλpλd1 + (1− pa)(1 + α)pB − ps1

papE
∑
λ

pλpλd2 + (1− pa)(1− α)pB − ps2

papE
∑
λ

pλpλd1p
λ
d2 + (1− pa)(1− α2)p2B − pc

 . (4.7)

We then simply need to solve the equation

∇L = 0 (4.8)

to find the extrema of Eq. (4.5) under the constraint g = 0.

In the ideal case where both pixels are perfectly identical (pλd1 = pλd2, α = 0
and ps1 = ps2 = ps), Eq. (4.8) has a unique solution giving that the maximum
information per bit Eve can have is

IE,max =

√
pE(
√
pc − ps)

ps(1−√pE)
=

√
pE

(1−√pE)

(√
r − 1

)
. (4.9)

This simple case lets clearly appear the relation between IE and the factor r defined
in Eq. (4.1). The more Eve will try to hack the key, the more correlations will be
observed by Bob.

Of course, considering both pixels perfectly identical is unrealistic. Small variations
in the fabrication of the pixels could lead to a different response to the attack that
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could be exploited by Eve. On the other hand, optimizing Eq. (4.5) subject to
Eq. (4.3) without additional constraint always returns IE,max = 1, whatever are
the values of ps1,ps2 and pc. Indeed, Eve can target alternatively pixel 1 then pixel
2 to reduce her coincidence probability. The goal is, therefore, to find a sufficiently
simple and realistic condition on the attack allowing us to limit Eve’s information.
We propose the following: we assume that one pixel will always detect Eve’s faked
state with an equal or higher probability. This can be expressed as

pλd2 ≥ pλd1, ∀λ. (4.10)

With this simple constraint, Eve has no longer the possibility to target pixel 1
preferentially.

The resolution of the Lagrangian with this additional assumption returns several
solutions for IE. The maximum of Eve’s information is simply given by the solution
returning the highest IE. It is important to mention here that we limited our
calculations where Eve uses at most two strategies λ. As long as the difference
between ps1 and ps2 remains small, increasing the number of strategies does not
seem to give a significant advantage to Eve as she is forced to make both pixels
click with the same probability most of the time. With a practical system, the
difference between ps1 and ps2 can be easily monitored and it can raise a flag if
this difference becomes too important. This would be a sign of Eve’s presence or
of the deterioration of the efficiency of one of the pixels.

4.1.2 Finite-key effects

Statistical uncertainties due to the finite size of the key are an essential aspect in
security analysis, especially for communication distances where the measurement
probabilities become small. The calculation of the upper or lower bounds in QKD
protocols is usually done with Hoeffding’s inequality [135]. Although this inequal-
ity is easily computable, the confidence interval becomes too large for very low
probabilities. Considering that the coincidence probability will drop very quickly
with the distance L between Alice and Bob, our countermeasure would rapidly be
limited as the information of Eve will be overestimated. To achieve better per-
formances in terms of distances, we apply a tighter bound proposed in Ref. [136].
As we can see in Fig. 4.2, the confidence interval given by these tighter bounds is
several orders of magnitude smaller than the one given by Hoeffding’s inequalities
at very low probabilities.

Using these tighter bounds for the probabilities of single and coincidence, we calcu-
late numerically the upper bound on Eve’s information per bit IuE,max as a function
of the distance between Alice and Bob for several acquisition times as displayed
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Figure 4.2: Comparison of the bounds given by Hoeffding’s inequalities with the
bounds using the incomplete inverse Beta function proposed by Bancal et al.
in [136] as a function of the probability measured. The calculation of the bounds
is done with a total of 9.1012 events which corresponds to an exchange between
Alice and Bob at a rate of 2.5 GHz for 1 hour.
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in Fig. 4.3. Bounds are calculated with a security parameter ε = 10−9, value
typically used in security analysis. With reasonable acquisition time (less than 24
hours [50]), IuE,max does not diverge too excessively from its asymptotic value for
distances up to 250 km, enough for most commercial applications. Indeed, even if
state-of-the-art QKD experiments can go beyond 400 km [30, 31, 32], the low key
rates achievable can be impractical for many applications.
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Figure 4.3: Upper bound on Eve’s information per bit as a function of the distance
and acquisition time (AT) in the case of a BB84 protocol. Alice sends pulses with
a mean photon number µ = 0.5 at a rate of 5 GHz. The quantum channel has
an attenuation of 0.2 dB/km. The quantum efficiency of Bob’s pixels is 25%, the
overall efficiency for the detector is 50%.

4.2 Experimental results

The validity of the assumptions made in the analysis is essential to avoid uncon-
trolled information leakage. For example, a countermeasure based on the ran-
domization of Bob’s detectors’ efficiency was proposed in Ref. [122], but it was
later shown to be ineffective due to unrealistic assumptions [123]. In this sec-
tion, I demonstrate experimentally how properly operated detectors can satisfy
the requirement of the countermeasure.
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4.2.1 Superconducting nanowire single-photon detectors

Since their invention in 2001 by Gol’tsman et al. [137], superconductive nanowire
single-photon detectors (SNSPDs) have become the detector of choice in many
applications thanks to their high efficiency [138, 139], low dark count rate [140],
excellent timing resolution [141, 142] and fast recovery [143]. They have in par-
ticular been used in groundbreaking long-distance QKD experiments such as the
one carried by Dr. A. Boaron for the key exchange over 421 km with detectors
developed in the University of Geneva [31, 144]. Although these detectors are op-
erated at extremely low temperatures (typically below 4 K), requiring cryogenic
equipment inadequate for private users, they could eventually be used for the
communication between nodes of a future quantum network separated by several
hundreds of kilometers.

To illustrate the feasibility of the countermeasure, I test a 2-pixel SNSPD (see
Fig. 4.4a). The detector was fabricated through the ongoing SNSPD research
activity within the University of Geneva. Figure 4.4b presents the efficiency at
1550 nm of both pixels. The overall efficiency of the detector is 70% (the efficiency
mismatch between the pixels is certainly due to a misalignment between the de-
tector and the fiber). This lower efficiency compared to state-of-the-art detectors
(typically over 90%) is mainly due to the gap separating the two pixels. This gap
of 600 nm prevents the thermal crosstalk between the pixels. For long-distance
QKD, it could be possible to reduce the gap in order to improve the overall effi-
ciency. In that case, a dead time on the detector would be necessary to eliminate
the crosstalk but it should not impact the performance of the protocol due to the
low detection rates at long distances.

An implementation with two detectors and a beam splitter could also work and
would not be subject to thermal-crosstalk issues. Our design offers nevertheless
various advantages. First, it limits the number of extra components needed as
both pixels are illuminated by a single fiber. Second, and most importantly, the
implementation we propose would limit new loopholes that could be used by Eve.
Indeed, as it was shown by [58], an eavesdropper can take advantage of the wave-
length dependency of a beam splitter to target a particular detector. For an
implementation of our countermeasure with a beam splitter, Eve could use the
same dependency to make one of the pixels click preferably.

One could argue that a similar problem would arise with multi-pixels if Eve uses a
wavelength where the fiber becomes multimode. In that scenario, the light distri-
bution over the two pixels would depend on the combination of the modes in the
fiber. Nevertheless, this problem can be overcome by placing a mode scrambler be-
fore the detector as we propose in our patent WO2019121783A1 in Appendix B.1.



44 CHAPTER 4. Preventing quantum hacking with dual detectors

(a)

(b)

7 8 9 10 11 12 13 14 15

Bias current (µA)

0.0

0.1

0.2

0.3

0.4

0.5

E
ffi

c
ie

n
c
y

Pixel 1

Pixel 2

Figure 4.4: (a) SEM image of a two-element molybdenum silicide (MoSi) super-
conducting nanowire single-photon detector (SNSPD). Each pixel has its own bias
current and readout circuit. The nanowire width is 100 nm with a fill factor of
0.6 [144]. The two pixels are separated by 600 nm to avoid thermal-crosstalk be-
tween them. (b) Efficiency curves at 1550 nm of the two pixels of the detector
operated at 0.8 K versus the bias current.
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Another possibility (that could be used with the mode scrambler) would be to
fabricate detectors with intertwined nanowires. The drawback of this method is
that it could be applicable only to SNSPDs.

4.2.2 Detection mechanism

In order to understand how the SNSPDs can be blinded, let’s have a look at the
operation principle of these detectors with their readout circuit (see Fig. 4.5).
The detector is biased with a current Ib flowing freely through the zero-resistance
nanowire. While the nanowire is superconductive, it is equivalent to an inductance
Lk. When a photon hits the detector, it brings enough energy to break thousands
of Cooper pairs creating a small resistive region referred to as a “hotspot". Thanks
to Ib, this hotspot will grow across the full width of the nanowire. Its resistance
value Rhs is typically of the order of 1 kΩ which is enough to divert the current to
the readout circuit whose load resistance RL = 50 Ω. Once the current has left the
nanowire, it can cool down and return to its superconducting state. This process
is very fast (typically < 1 ns) and is followed by a slow, exponential return of the
current with a time constant τ ∼ RL/Lk of a few tens of nanoseconds.

RL
Readout

SNSPD

R
h
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Ib Bias-tee Amplifier

Figure 4.5: Schematic representation of the SNSPD with its readout circuit.

4.2.3 Blinding of SNSPDs

To show how Eve can hack a QKD system using SNSPDs, I take as an example
a polarization-based BB84 protocol as described in Chapter 3. The attack is
illustrated in Fig. 4.6 and works as follows:
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1. Blinding the detectors : Eve sends unpolarized (or circularly polarized) light
into Bob’s setup such that it is evenly distributed over all of Bob’s detectors.
With a sufficiently high optical power arriving on the detectors, Eve can keep
them in a resistive state where they are insensitive to single photons.

2. Letting one detector recover : To force a detector to click, Eve must allow
the current to return to the nanowire. To do so, Eve polarizes the blinding
light, let’s say vertically, such that the optical power hitting the detector
associated with the state |H〉 will be attenuated by 20 to 30 dB (depending
on the quality of Bob’s components) while the other detectors stay blinded.
This attenuation is sufficient to let the detector cool down and partially
recover its bias current.

3. Forcing the detector to click : After a time ∆t, when enough current has
returned to the nanowire, Eve unpolarizes her blinding light. This will lead
to a sudden increase of the optical power on the detector DH that will divert
the current to the readout circuit, simulating a photon detection.

Figure 4.6: Principle of the blinding attack on a polarization-based BB84 protocol
using SNSPDs.

The response of the multi-pixel to the blinding attack is characterized with a
1550 nm laser driven by a pulse generator modulating its intensity. This simulates
the intensity modulation when Eve changes the polarization of her blinding laser.
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The signal of each pixel is fed to the inputs of an ID900 to record the rates of
detection and coincidence.

In order to have one pixel always detecting the faked state with a higher probability
as needed for the countermeasure, we take advantage of the current dynamic in the
detector that is studied in Appendix A.4. The amplitude of the electrical signal
generated by the faked state is directly linked to the amount of current Eve let
come back during ∆t. One simple idea is to lower the current of operation of one
pixel. As both pixels have the same design, we can expect that they have similar
time constants τ . Therefore, by lowering the current of operation of pixel 1, it
is safe to assume that less current will have returned compared to pixel 2 after
∆t. In this work, the bias currents of the two pixels is set to Ib1 = 13 µA and
Ib2 = 15 µA. In this configuration, it is interesting to note that the efficiencies are
not affected.

The minimal power to blind the two pixels is Pblinding = 39 nW. Their response
to the blinding is characterized up to Pblinding = 399 nW. For higher Pblinding,
the pixels start to click in an uncontrollable way before ∆t which would increase
the QBER measured by Alice and Bob. As shown in Fig. 4.7a, the probability
of detection of the faked state is higher for pixel 2 over the full range of Pblinding

as required by Eq. (4.10). Next, we compare the probability of coincidence pc
with the product pd1pd2 as we assumed in our model that both pixels would click
independently. The results are presented in Fig. 4.7b. From these measurements,
no significant correlations are visible between the response of the two pixels to
the blinding attack. Therefore, this 2-pixel SNSPD satisfies all the conditions
necessary for the countermeasure to work.

4.2.4 Applicability of the countermeasure with SPADs

As a proof of principle of the applicability of the countermeasure with SPAD
detectors, we can look at the NFADs presented in Chapter 3, even more precisely
the detector D1 with an efficiency of 20%. We can assume that two pixels with
the same design will have very similar characteristics and responses to the blinding
attack. Now if we imagine that the light distribution over the two pixels is not
symmetrical but rather 60:40, this will create a shift between the curves Enever and
Ealways of the two pixels versus the overall power send by Eve, as illustrated in
Fig. 4.8. As we can see, the shift happens in a way such that pixel 1 would click
with a higher probability.

This remains a very simple proof of principle based on the results of a single
diode and a thorough examination of an actual device with two pixels is required
to validate with certainty the applicability of the countermeasure with SPADs.
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Figure 4.7: (a) Faked-state detection probability of both pixels as a function of the
time-off ∆t for various Pblinding. (b) Comparison of the measured coincidence prob-
ability pc with the product of the pixel individual detection probabilities pd1pd2.
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Figure 4.8: Enever and Ealways of two pixels identical to D1 from Chapter 3 versus
the overall blinding power sent by Eve. Pixels 1 and 2 receive respectively 60%
and 40% of the incoming light.

Nevertheless, these results tend to show it is an achievable goal with a properly
designed device.

4.3 Conclusion and outlook

In this chapter, I presented a novel method to evaluate the potential information
leakage due to blinding attacks. This method has the advantage to exploit Eve’s
lack of knowledge when Alice’s pulse contains a vacuum state. A proof of principle
was done with a 2-pixel SNSPD to demonstrate that the assumptions made in the
model can be reasonably satisfied with current technology. Results from Chapter 3
tend to show that SPADs could also satisfy these assumptions. A more thorough
study with these detectors could validate this. Furthermore, we showed that with
reasonable communication times, finite-key effects are sufficiently small for the
countermeasure to work up to 250 km which is sufficient for most commercial
applications of QKD with current state-of-the-art technologies.

The analysis done here was limited to a case where Eve only performs the blind-
ing attack. In a more realistic scenario, Eve could combine several attacks (for
example PNS attack + blinding attack) which would impact the equations in our
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model. A complete model taking into account the different countermeasures can
be the subject of a further study and would be a necessary next step to make
this countermeasure a potential future standard for the security of QKD systems.
With such a model, we could bring the practical security of PM-QKD protocols
closer to the security of MDI-QKD without significantly increasing the complexity
of the system.



Chapter 5

General Conclusion and Outlook

During this thesis, I investigated different aspects of the security of quantum tech-
nologies from the modeling of the quantum entropy source of a commercial QRNG
chip to the practical security of QKD implementations against hacking strategies.
These considerations on the practical security of quantum devices are essential for
the standardization and democratization of these technologies.

Results summary

QRNG modeling

In the first part of this thesis, I worked on the security model of ID Quantique
QRNG chip. This device exploits the quantum fluctuations of the number of
photons emitted by the LED during a fixed time interval to generate entropy.
Thanks to our modeling of the chip, combined with a physical characterization, it
was possible to numerically estimate the min-entropy given by the source even in
the presence of classical noise. According to our model, this chip can provide its
user a quantum entropy per bit of 0.98 thanks to a simple filtering of the bits of
the ADC. The clear origin of the entropy from a provably random emphasize the
advantage of QRNGs compared to other classes of RNGs.
To conclude this work, I showed that with a simple analysis of the output of the
device, it is possible to make it robust against deterioration and or fluctuation over
time. Thanks to all these advantages, this device is now embedded in commercial
smartphones.

51
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Security against quantum hacking

In Chapter 3, I evaluated the vulnerability of NFAD detectors to the blinding at-
tack and showed that these detectors are perfectly controllable. This vulnerability
of the detectors could potentially allow Eve to steal the entire key exchanged by
Alice and Bob without being noticed if no countermeasure is implemented.
In the second part of this work, I assessed the effectiveness of a countermeasure
based on the monitoring of the current inside the diode. After showing that moni-
toring the mean current is enough against a simple blinding attack, I investigated
the limits of this countermeasure by performing a modified version of the attack.
In this new scenario, the mean current could be brought back to the level of single-
photon detections making the attack indistinguishable from the normal operation
conditions. Another work from Wu et al. [145] showed that an attack via pulsed
illumination could also reduce the photocurrent below the threshold of the mon-
itoring. As this improved version of the blinding attack relies on the variations
of the blinding power over time, we proposed to modify the electronic circuitry of
the detector in order to monitor the value of the current in the diode in real-time.
This real-time monitoring could allow Bob to discard potentially compromised
detections as described in our patent Appendix B.2.

Finally, in the last part of this thesis, I presented a novel method to prevent the
blinding attack on QKD systems. This method, using multi-pixel detectors, ex-
ploits the fact that Eve has no interest in sending a faked state when Alice’s pulse
contains zero photons. Due to this intrinsic limitation, Eve will inevitably increase
the coincidence probability compared to the single probabilities and will leave a
footprint in Bob’s detection statistics. Similarly to the decoy-state method, Alice
and Bob can estimate the information leakage from a statistical measurement.
To complete our analysis, we studied the finite key effect and we showed that this
new countermeasure could potentially be used for securing communications up to
250 km which would be sufficient for most links of a near-future QKD network.
This approach could provide a stronger security level to PM-QKD protocols and
bring it closer to the security level of MDI-QKD without increasing significantly
the complexity of the system.
We showed the feasibility of the countermeasure with current technologies using
superconducting nanowire single-photon detectors. Assumptions made in our anal-
ysis can be realistically fulfilled with properly operated devices with a small impact
on the performances of the detectors.
In this work, we limit ourselves to a scenario where only the blinding attack is
performed. A further study where Eve could combine several attacks is necessary
in order to obtain a complete security model including our countermeasure.
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Toward the standardization of quantum technologies

As already stated, there is a growing interest in quantum technologies thanks
to their promising performances in terms of security. Some are already making
their way into commercial devices for everyday use like the ID Quantique QRNG
chip embedded in commercial mobile phones. Telecom companies start to deploy
commercial QKD links. As an example, in 2016, SK Telecom connected Sejong
and Daejeon cities. These are indicators that we have now entered the second
quantum revolution [146].

While a lot of work is being done in order to increase the performances and reduce
the costs of quantum devices, one important aspect to consider is the standard-
ization of these technologies especially in terms of security requirements and cer-
tification. A lack of standards could hamper the commercial deployment of these
technologies in the near future as some people might think they are not yet mature
and/or do provide significant advantages compared to classical systems. For ex-
ample, QRNGs are at the moment certified with the same battery of tests as any
RNGs. Unfortunately, these tests do not make any distinctions on the origin of
the entropy i.e. classical or quantum. A specific certification process highlighting
the quantum advantage of QRNGs could help their democratization in commercial
applications. Discussions with the International Telecommunication Union (ITU)
and the BSI (German Federal Office for Information Security) in order to define
a certification framework for QRNGs are in progress. The first guidelines from
ITU for quantum noise random number generator architecture are already avail-
able online [147]. This document is similar to the technical document from NIST
about entropy sources in RNGs except that it is specifically written for QRNGs.

On the QKD side, there are ongoing activities in order to define standardized
methodologies to assess and certify the security of QKD systems. The European
Telecommunications Standards Institute (ETSI) and the International Organiza-
tion for Standardization (ISO) formed study groups working on these issues. Their
aim is to define Protection Profiles and Security Targets for QKD modules. In
ISO, the documents ISO/IEC 23837 Part 1 and 2 will provide a list of security
requirements and evaluation procedures within the scope of the Common Criteria
Recognition Agreement. The drafted document ETSI GS QKD 010 Quantum Key
Distribution (QKD); Implementation security: protection against Trojan-horse at-
tacks in one-way QKD systems described the current best practices to protect
QKD modules against Trojan-horse attacks. Equivalent documents for other at-
tacks can be expected in the upcoming years.

To define high-quality standards, a lot of prior work must be carried. The con-
stant cat-and-mouse game between ethical quantum hackers and people working
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on practical security over the last two decades drove the continuous improvement
of QKD security. Identifying new hacking strategies to be tested and new coun-
termeasures like the ones presented in Chapters 3 and 4 is essential and will help
in the definition of a secure framework for QKD certification.

Besides the security standards, many other aspects have to be considered (inter-
operability with fiber networks, interfaces with other systems, ...). The definition
of all these standards will require the contribution from people from different com-
munities (physicists, cryptographers, industrials, ...) and will be a key step in the
development of commercial quantum technologies in the next decade.

Where will we be in 10 years?

Surely this is a difficult question to answer. We have seen recently how unexpected
events could change our daily life significantly. Nevertheless, let’s try to imagine
how it could be.

Investments will start to pay off and technological advances will allow building
high-performance quantum computers. We will start to harness the power and
advantages of these computers via new programming languages and new algorithms
which will drive new advancements in a wide range of scientific fields (physics,
chemistry, pharmaceutical, ...).

Quantum cryptography will have become the norm. Telecom companies will have
realized the necessity of QKD and will have deployed it on a large portion of their
network in order to protect the privacy of their users against the threat of quan-
tum computers. QRNGs will be implemented in everyday devices (smartphones,
laptops, ...), and combined with QKD and post-quantum algorithms will provide
us the best level of security and privacy.

This vision can seem idealistic and new challenges can come up along the way
that could hinder the deployment of quantum technologies. Nevertheless, the
upcoming decade will certainly be, in my opinion, a turning point for the future
of these technologies.
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ABSTRACT

We experimentally demonstrate optical control of negative-feedback avalanche diode detectors using bright light. We deterministically
generate fake single-photon detections with a better timing precision than normal operation. This could potentially open a security loophole
in quantum cryptography systems. We then show how monitoring the photocurrent through the avalanche photodiode can be used to
reveal the detector is being blinded.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5140824

I. INTRODUCTION

Quantum key distribution (QKD) allows two parties, Alice
and Bob, to share a secret key. The first proposal of QKD was done
by Bennett and Brassard in 1983.1 Since then, this field has evolved
rapidly. Unlike classical cryptography that makes assumptions on
the computational power of an eavesdropper Eve, security proofs in
QKD are based on the laws of quantum mechanics.2,3

However, imperfections in practical systems can open loopholes
that can be used by a malicious third party to get some information
on the key. Attacks of various types have been proposed, for example,
photon number splitting (PNS) attack,4 detector efficiency mismatch

attack,5 Trojan-horse attack,6 and time-shift attack.7 In this paper, we
are interested in a detector blinding attack, which belongs to the class
of faked-state attacks.8 In this attack, Eve uses bright light to take
control of the detectors in the QKD system to force the outcome of
the measurement to be the same as her own. Such blinding on indi-
vidual detectors has been demonstrated for single-photon avalanche
diodes (SPADs)9–13 and for superconducting nanowire single-photon
detectors (SNSPDs).14–16

Here, we show that negative-feedback avalanche diode (NFAD)
detectors can be controlled with bright light. Such detectors are
promising thanks to their high efficiency and low afterpulsing proba-
bility.17 We also show that diode current monitoring can be used to
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uncover the presence of blinding. We have tested four diodes made
by Princeton Lightwave.18 Two of them are integrated in a commer-
cial single-photon detector from ID Quantique (model ID22019) and
two are used with a custom readout circuit made at the University of
Waterloo.20

II. EXPERIMENTAL SETUP

The characteristics of the four NFAD devices are given in
Table I. The electronic circuit of the detectors is shown in Fig. 1. It
is similar for both setups except for the coupling to the amplifier,
which is capacitive in D1 and D2 and inductive in D3 and D4.
This differing part of the circuit is shown in dashed boxes. Under
normal conditions, the NFAD works in a Geiger mode; i.e., the ava-
lanche photodiode (APD) is biased with a voltage Vbias greater than
the breakdown voltage Vbr. When a photon is absorbed, it creates an
avalanche generating an electrical pulse. This analog signal is then
converted into a digital signal by using a comparator with a

threshold voltage Vth. To take control of the detector, Eve needs first
to blind it so that it becomes insensitive to single photons.11 To do
so, she sends continuous bright light on the APD, which then gener-
ates a photocurrent. As the APD is connected in series with resistors
R, R1, and R2 (see Fig. 1), the voltage across the APD will be
reduced. If Eve sends enough light, she can then bring the voltage
across the APD below Vbr and put the detector into a linear mode.
In this mode, the detector is no longer sensitive to single photons
but instead works as a linear photodetector. Eve can now force the
detector to click at the time of her choosing by superimposing
optical pulses (trigger pulses) to her blinding laser.

To test for blinding and control, we use a setup shown in
Fig. 2. For the attack, we use two lasers at 1550 nm.11 The first laser
(blinding laser) is working in a continuous-wave mode to make the
detector enter its linear mode and hence become insensitive to
single photons. The second laser is generating optical pulses of
33 ps full-width at half-maximum (FWHM) for the tests on detec-
tors D1 and D2 and 161 ps for the detectors D3 and D4. The two
laser signals are then combined on a 50:50 beam splitter.

III. DETECTOR CONTROL

A. Blinding

First, we test our four devices to see if they are blindable.
For this, we increase the continuous-wave optical power Pblinding
arriving on the APD, and we measure the rate of detection. Once it
reaches 0, the detector is blinded. For our four devices, this
happens at an optical power of a few nanowatts, and we have tested
that they stay blinded up to several milliwatts.

B. Forced detections

Once Eve has blinded the detector, she can send optical
trigger pulses to generate electrical pulses. The amplitude of the
signal will be proportional to the energy of the trigger pulse Epulse.
As there is a comparator in the readout circuit, not all pulses are
necessarily detected. If the amplitude of the signal is below the
comparator threshold, no click will be registered. Therefore, by
controlling Epulse, Eve can force the detector to click with a proba-
bility p [ [0, 1]. We can then define Enever as the maximum energy
of the optical pulse that never generates a click and Ealways as the
energy above which the detector always clicks. To avoid introducing

TABLE I. Characteristics of our NFAD devices.18

Designation Model number Diameter (μm) Coupling

D1 E2G6 22 Capacitive
D2 E3G3 32 Capacitive
D3 E2G6 22 Inductive
D4 E3G3 32 Inductive

FIG. 1. Scheme of the electrical readout. After detection of a photon by the
APD, the avalanche signal is coupled to an amplifier (Amp) through a capacitor
in ID220 or a pulse transformer in a custom readout (Waterloo). Then, it goes
through a comparator (Comp). The hold-off circuit outputs a gate with a pre-set
width. The feedback loop is used to quench the avalanche by applying a +5 V
(ID220) or a +4 V (custom readout) voltage to the anode of the NFAD for dead-
time τd . By applying this voltage, we reduce the voltage across the APD below
its breakdown voltage. R ¼ 1:1 MΩ is a resistor integrated into the NFAD.18 In
ID220, R1 ¼ 1 kΩ and R2 ¼ 50Ω; for Waterloo, R1 ¼ 1 kΩ and
R2 ¼ 100Ω.

FIG. 2. Experimental setup for testing blinding and control of the detectors. The
optical power of the continuous-wave laser (CW) and the pulsed laser (PL) is
adjusted using variable optical attenuators (VOAs). The pulsed laser is triggered
by a pulse generator (G). The two lasers are combined on a 50:50 beam splitter
(BS). The light is sent to the device-under-test (DUT) and to a power meter
(PM).
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errors in the key, Eve must carefully choose the energy of her pulse.
In the case of the BB84 protocol,1 if Eve and Bob measure in differ-
ent bases, the pulse energy will be divided equally between Bob’s
two detectors.11 In this case, Eve does not want Bob’s detectors to
click; thus, she must choose her Epulse , 2Enever. If Eve’s and Bob’s
bases are the same, all the light will be directed to one detector,
which will click with a probability p. For short distances, Bob will
expect a high detection rate. Eve must then force Bob to click with
a high probability; hence, the transition region between Enever and
Ealways must be sufficiently narrow. On the other hand, for long-
distance QKD, Bob expects a low detection rate; therefore, Eve can
afford to have Bob’s detector clicking with a low probability.

Figure 3 shows the probability to get a detection depending on
the energy of the trigger pulse for various blinding powers. For this
experiment, we set the deadtime τd of the detector at 18 μs (20 μs),
which corresponds to a maximum detection rate of �55 kHz
(50 kHz) for detectors D1 and D2 (D3 and D4) and send trigger
pulses at a rate of 40 kHz. As we can see in Fig. 3, there is a

transition region where the detection probability monotonically
increases from 0 to 1. The changing width of this transition region
can be seen in Fig. 4 for D1 and D2 and in Fig. 5 for D3 and D4.

For high blinding power, the detector is in the linear mode,
and the APD gain decreases with the optical power because the
voltage across the APD drops. In order to get the same amplitude
of the signal at the input of the comparator and get a click, we then
need to increase the energy of the trigger pulse. For low blinding
power, the detector is in the transition between the linear mode
and the Geiger mode.13 In this region, the probability to generate a
macroscopic signal even with a low energy pulse is non-zero, which
explains why Enever decreases when we reduce the blinding power.
As seen in Fig. 4(a), when we increase the efficiency of D1 from
10% to 20%, the curves are shifted to the right. This is because the
bias voltage is higher for 20% efficiency; hence, we need higher
Pblinding to reduce the voltage across the APD to the same value.
The detector D3 exhibits a similar effect as seen in Fig. 5(a). Now,
if we compare detectors D1 and D2 with the same efficiency, we

FIG. 3. Probability to force a detection as a function of the pulse energy for (a)
detector D1 with 10% photon counting efficiency and (b) detector D3 with a 2 V
excess bias above Vbr . The measurements were made by sending trigger
pulses at a frequency of 40 kHz.

FIG. 4. Dependence of Ealways and Enever on the blinding power. (a) Thresholds
for detector D1 with 10% and 20% efficiency (corresponding to 1.3 V and 4.1 V
excess biases). (b) Comparison of detectors D1 and D2 with the efficiencies set
at 10%.
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see in Fig. 4(b) that both of them have similar triggering energies.
The main difference is in the minimum blinding power, which is
higher for D2 by a factor of 3. The detectors D3 and D4 require
higher triggering energy. This can come from the fact that the detec-
tion threshold was set to a higher value due to higher noise in the
circuit. We also note that D4 has �14 times higher minimum blind-
ing power than D3 [Fig. 5(b)]. Thus, for both pairs of detectors,
higher minimum blinding power correlates with a larger active area.

For low blinding power, the transition is too wide for an eaves-
dropper to attack the entire key in a short distance BB84 protocol.10

Eve has then two possibilities: either she increases the blinding power
to have a transition region sufficiently narrow or she attacks only a
small part of the key such that Bob’s detection rate is not impacted.21

C. Timing jitter

Another important parameter for Eve is the jitter of the detec-
tor’s response to her trigger pulse.10 Ideally, it should be narrower

than a single-photon detection jitter. For our measurements, we
use a time-correlated single-photon counting with the trigger signal
for the pulsed laser as a time reference. We perform timing mea-
surements with single photons and bright pulses. For detector D2,
we use a 33 ps FWHM laser for bright pulses and a single-photon
jitter measurement; for detector D3, we use 161 ps FWHM bright
pulses and 147 ps FWHM attenuated pulses for a single-photon
jitter measurement. Results are shown in Fig. 6.

As we can see, under control, the jitter of the detection is
greatly reduced compared to single-photon detection. Eve is then
able to perfectly control in which time bin she wants to make Bob’s
detector clicks. In order to reproduce the larger jitter of single-
photon detections, Eve can artificially increase the jitter of her
bright pulses.

FIG. 5. Dependence of Ealways and Enever on the blinding power for the
Waterloo detectors. (a) Thresholds for detector D3 with 2 V and 5 V excess
biases. (b) Comparison of detectors D3 and D4 with the same excess voltage
of 2 V.

FIG. 6. Comparison of the jitter for the detection of a single photon and a bright
pulse. The relative time shift between the distributions is not shown; the distribu-
tions have been centered. (a) Jitter of detector D2 with the efficiency set at
10%. The Gaussian fits (solid lines) give a FWHM of 33:4 ps for the detection
of a faked state (Pblinding ¼ 7 nW, Epulse ¼ 12:8 fJ) and 104:9 ps for the detec-
tion of single photons. (b) Jitter of detector D3 with a 2 V excess bias. The
detection of a faked state (Pblinding ¼ 3:3 nW, Epulse ¼ 30:9 fJ) has 100:6 ps
FWHM, and the detection of single photons has 271:8 ps FWHM.
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The detector response to the trigger pulse is probably slightly
time-shifted relative to its single-photon response. We have not mea-
sured this time shift. However, this should not hinder Eve in most
situations because she controls the arrival time of her trigger pulse.

IV. COUNTERMEASURES

It is a general assumption in cryptography, called Kerckhoffs’s
principle,22 that Eve knows everything about the cryptographic
setup and its parameters (detector characteristics under the bright-
light control, deadtime, etc.). We, therefore, have to design a coun-
termeasure that detects the attack even if Eve knows about our
countermeasure and tries her best to circumvent it.

One possible way to detect this attack is to monitor the
current through the APD. A monitoring circuit is already imple-
mented in ID220. A voltage converter chip biasing the APD has a
monitoring pin giving a current equal to 20% of the average
current flowing through the APD, thanks to a current mirror. This
current is measured using a 24-bit analog-to-digital converter. In
the actual implementation, its value is sampled once per second.
We have performed tests of this current monitoring using detector
D2 with τd set at 18 μs. We have first only blinded the detector
without sending trigger pulses.

In normal conditions, the mean current through the APD is
very small since the only contribution comes from avalanches due
to the detection of a photon. Under control, the blinding laser
forces the APD to be continuously conductive. In this case, the
mean current should be greater than under normal use. This can
be seen in Fig. 7. At more than 1010 incident photons per second,
the count rate of the detector drops and reaches 0 (the detector is
blinded), while the mean current I increases significantly.

We have then tested the countermeasure while fully control-
ling the detector. For this, we used CW blinding and the 33 ps
FWHM pulsed laser to generate the forced detections. In this case,
we see that the mean current through the detector is reduced and
depends on the rate of the trigger pulses (see Table II).

The explanation comes from the working principle of the detector.
Indeed, after a detection, the voltage across the APD is reduced to
limit the afterpulsing. During this deadtime (18 μs in our case), the
gain of the APD is smaller so that the current due to the blinding
is reduced. This gives a mean current smaller than that with only
the blinding laser.

The lowest current we could reach was 150 nA by saturating
the detector. This is still higher than the values measured with up
to 108 incoming photons per second, which never exceed 100 nA
(Fig. 7). By setting the threshold of the current to a proper value
(which would depend on τd and the detection rate), Bob can thus
detect the blinding of his detector by Eve. However, this counter-
measure is only guaranteed to work provided the blinding is con-
tinuous as in our tests and not a more advanced pulsed one.15,23

In order to reduce the impact of her attack on the mean pho-
tocurrent, Eve has the possibility to take advantage of the detector
deadtime to minimize the overall illumination. Indeed, during the
deadtime, the voltage across the detector is reduced below Vbr but
is still several tens of volts, and the blinding laser will unnecessarily
generate a current. Hence, by stopping the blinding while the

FIG. 7. Dependence of the detector D2 count rate and bias current on the inci-
dent photon rate. Unlike measurements done with an Si detector in Ref. 10,
here, we observe a plateau for the count rate due to the deadtime.

TABLE II. Current values measured for detector D2 under blinding for different effi-
ciencies and trigger pulse rates.

Efficiency (%) Pulse rate (kHz) Current (μA)

10 40 0.87
10 50 0.38
10 55 0.15
20 40 2.39
20 50 1.23
20 55 0.71

FIG. 8. Fluctuations of the bias voltage due to the detection of a single photon
(a dark red oscilloscope trace) and under the blinding attack (green and blue
oscilloscope traces). For an optimum blinding, we use the minimum blinding
power, and the blinding laser is switched on just at the end of the deadtime. For
non-optimum blinding, the laser is switched on in the middle of the deadtime
and has higher power.
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detector is inactive and forcing the detection shortly after its recov-
ery, we can reduce the mean current slightly below 100 nA, making
the attack hardly distinguishable from the normal conditions. To
detect these short periods of blinding and keep the system secure
against the blinding attack, a high-bandwidth measurement is nec-
essary. For this, we use an oscilloscope probe to monitor the output
of the bias voltage source (point marked Vbias in Fig. 1). Due to the
photocurrent generated by the attack and the non-zero output
impedance of the bias voltage source, small voltage drops are
observed at this point.

Figure 8 shows the deviation of Vbias from its nominal value
for detector D2. On each curve, we see two peaks (one positive and
one negative) separated by the duration of the deadtime. These are
due to high-frequency components of the applied quenching
voltage. After the deadtime, we see a voltage drop but only in the
case where we blind the detector. This drop comes from the photo-
current induced by the blinding of the detector and lasts as long as
the detector is blinded. The deviation of the voltage from its
nominal value gives us information on the state of the detector in
real time. The detection of this voltage drop may be used to unveil
the presence of an eavesdropper even in the case of more sophisti-
cated attacks such as the one proposed here and could give Bob
information on the bits potentially compromised by this attack.

V. CONCLUSION

We have demonstrated the control of four free-running single-
photon NFAD detectors by using bright light, which could be used
to attack QKD. Mean current monitoring allows us to detect the
presence of continuous blinding but might be insufficient in the
case of blinding with varying intensities. In the latter case, we have
shown that a high-bandwidth measurement of the current flowing
through the APD can be used to monitor the state of the detector
in real time. This is a step toward constructing a hack-proof single-
photon detector for QKD.

ACKNOWLEDGMENTS

This project was funded from the European Union’s Horizon
2020 programme [Marie Skłodowska-Curie grant (No. 675662)],
the NSERC of Canada (programs Discovery and CryptoWorks21),
CFI, MRIS of Ontario, National Natural Science Foundation of
China (NNSFC) (Grant No. 61901483), National Key Research and
Development Program of China (grant 2019QY0702), and the
Ministry of Education and Science of Russia (program NTI center
for quantum communications). A.H. was supported by China
Scholarship Councils.

REFERENCES
1C. H. Bennett and G. Brassard, “Quantum cryptography: Public key distribution
and coin tossing,” in Proceedings of the IEEE International Conference on
Computers, Systems, and Signal Processing, Bangalore, India (IEEE Press,
New York, 1984), pp. 175–179.

2H.-K. Lo and H. F. Chau, “Unconditional security of quantum key distribution
over arbitrarily long distances,” Science 283, 2050–2056 (1999).
3P. W. Shor and J. Preskill, “Simple proof of security of the BB84 quantum key
distribution protocol,” Phys. Rev. Lett. 85, 441–444 (2000).
4B. Huttner, N. Imoto, N. Gisin, and T. Mor, “Quantum cryptography with
coherent states,” Phys. Rev. A 51, 1863 (1995).
5V. Makarov, A. Anisimov, and J. Skaar, “Effects of detector efficiency mismatch
on security of quantum cryptosystems,” Phys. Rev. A 74, 022313 (2006); erratum
ibid. 78, 019905 (2008).
6N. Jain, E. Anisimova, I. Khan, V. Makarov, C. Marquardt, and G. Leuchs,
“Trojan-horse attacks threaten the security of practical quantum cryptography,”
New J. Phys. 16, 123030 (2014).
7Y. Zhao, C.-H. F. Fung, B. Qi, C. Chen, and H.-K. Lo, “Quantum hacking:
Experimental demonstration of time-shift attack against practical
quantum-key-distribution systems,” Phys. Rev. A 78, 042333 (2008).
8V. Makarov and D. R. Hjelme, “Faked states attack on quantum cryptosystems,”
J. Mod. Opt. 52, 691–705 (2005).
9S. Sauge, L. Lydersen, A. Anisimov, J. Skaar, and V. Makarov, “Controlling
an actively-quenched single photon detector with bright light,” Opt. Express
19, 23590–23600 (2011).
10V. Makarov, “Controlling passively quenched single photon detectors by
bright light,” New J. Phys. 11, 065003 (2009).
11L. Lydersen, C. Wiechers, C. Wittmann, D. Elser, J. Skaar, and V. Makarov,
“Hacking commercial quantum cryptography systems by tailored bright illumi-
nation,” Nat. Photonics 4, 686–689 (2010).
12L. Lydersen, J. Skaar, and V. Makarov, “Tailored bright illumination attack on
distributed-phase-reference protocols,” J. Mod. Opt. 58, 680–685 (2011).
13I. Gerhardt, Q. Liu, A. Lamas-Linares, J. Skaar, C. Kurtsiefer, and V. Makarov,
“Full-field implementation of a perfect eavesdropper on a quantum cryptography
system,” Nat. Commun. 2, 349 (2011).
14M. Fujiwara, T. Honjo, K. Shimizu, K. Tamaki, and M. Sasaki, “Characteristics
of superconducting single photon detector in DPS-QKD system under bright
illumination blinding attack,” Opt. Express 21, 6304–6312 (2013).
15M. G. Tanner, V. Makarov, and R. H. Hadfield, “Optimised quantum hacking
of superconducting nanowire single-photon detectors,” Opt. Express 22,
6734–6748 (2014).
16L. Lydersen, M. K. Akhlaghi, A. H. Majedi, J. Skaar, and V. Makarov,
“Controlling a superconducting nanowire single-photon detector using tailored
bright illumination,” New J. Phys. 13, 113042 (2011).
17B. Korzh, N. Walenta, T. Lunghi, N. Gisin, and H. Zbinden, “Free-running
InGaAs single photon detector with 1 dark count per second at 10% efficiency,”
Appl. Phys. Lett. 104, 081108 (2014).
18M. A. Itzler, X. Jiang, B. M. Onat, and K. Slomkowski, “Progress in
self-quenching InP-based single photon detectors,” Proc. SPIE 7608, 760829
(2010).
19See https://marketing.idquantique.com/acton/attachment/11868/f-023d/
1/-/-/-/-/ID220˙Brochure.pdf for “ID220 infrared single-photon detector data-
sheet” (accessed 14 February 2019).
20N. Sultana, J. P. Bourgoin, K. Kuntz, and T. Jennewein, “A simple photon
counting module for free-running negative-feedback avalanche diodes with
active suppression of afterpulses” (unpublished).
21L. Lydersen, N. Jain, C. Wittmann, Ø. Marøy, J. Skaar, C. Marquardt,
V. Makarov, and G. Leuchs, “Superlinear threshold detectors in quantum cryp-
tography,” Phys. Rev. A 84, 032320 (2011).
22A. Kerckhoffs, “La cryptographie militaire,” J. Sci. Mil. IX, 5–38 (1883).
23M. Elezov, R. Ozhegov, G. Goltsman, and V. Makarov, “Countermeasure
against bright-light attack on superconducting nanowire single-photon detector
in quantum key distribution,” Opt. Express 27, 30979 (2019).

Journal of
Applied Physics ARTICLE scitation.org/journal/jap

J. Appl. Phys. 127, 094502 (2020); doi: 10.1063/1.5140824 127, 094502-6

Published under license by AIP Publishing.



A.2 Countermeasure against quantum hacking us-
ing detection statistics

79



PHYSICAL REVIEW APPLIED 15, 034052 (2021)

Countermeasure Against Quantum Hacking Using Detection Statistics

Gaëtan Gras ,1,2,* Davide Rusca,2 Hugo Zbinden,2 and Félix Bussières1,2

1
ID Quantique SA, CH-1227 Carouge, Switzerland

2
Group of Applied Physics, University of Geneva, CH-1211 Geneva, Switzerland

 (Received 19 October 2020; accepted 17 February 2021; published 17 March 2021)

Detector blinding attacks have been proposed in the last few years, and they could potentially threaten
the security of quantum key distribution systems. Even though such attacks are technically challenging
to implement, it is important to consider countermeasures to avoid information leakage. In this paper, we
present a countermeasure against these kinds of attacks based on the use of multipixel detectors. We show
that with this method, we are able to estimate an upper bound on the information an eavesdropper could
have on the key exchanged. Finally, we test a multipixel detector based on superconducting nanowire
single-photon detectors to show it can fulfill all the requirements for our countermeasure to be effective.
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I. INTRODUCTION

Since its first proposal by Bennett and Brassard in 1984
[1], quantum key distribution (QKD) has attracted a lot of
interest for securing communications. Indeed, with QKD,
two distant parties, Alice and Bob, can securely exchange
a key to encrypt their communications. QKD does not
require making assumptions on the computational power
of the eavesdropper Eve, making this technology theoret-
ically secure. However, imperfections of physical systems
can potentially be exploited by Eve to break the security
and obtain some information on the key without being
noticed. Several attacks have already been proposed, such
as the photon-number splitting attack [2], detector effi-
ciency mismatch attack [3], and Trojan horse attack [4–6],
as well as potential countermeasures such as the use of
decoy states [7–9] to estimate the amount of information
shared with Eve.

In this paper, we are interested in detector control attacks
such as blinding attacks [10–13]. When no countermea-
sure is in place, this attack could possibly allow Eve to
gain full information on the key exchanged by Alice and
Bob without being noticed. Some protocols such as device-
independent protocols [14–18] or measurement-device-
independent protocols [19–28] are secure against these
attacks but their current performances and certain technical
challenges could hamper their deployment in a large-scale
QKD network in the near future. For other protocols, like
prepare-and-measure protocols, several potential counter-
measures have been proposed like monitoring the state of
the detector [29,30], measuring some statistical properties
[31–33], bit-mapped gating [34], using a variable optical

*gaetan.gras@idquantique.com

attenuator [35–37], or using a specially designed readout
circuit [38–41]. These countermeasures are often designed
for a specific type of detector or make assumptions on the
attack that can be difficult to meet in practice, potentially
compromising the effectiveness of the countermeasure. For
example, a countermeasure based on the randomization of
Bob’s detectors’ efficiency (using for example a variable-
intensity modulator) was proposed in Ref. [42], but it was
later shown to be ineffective against a modified version of
the initial attack [43]. Here, we propose a method solely
based on detection statistics using multipixel detectors to
estimate the maximum information that Eve can have on
the key exchanged.

In the next section, we detail the scheme of the attack
considered and we present the security principle of our
countermeasure using a simple case. Then, we give the
results of our analysis in more realistic conditions. Finally,
we test a two-pixel detector under blinding attack and show
that it can fulfill the requirements for our countermeasure.

II. COUNTERMEASURE

Blinding attacks have been shown to potentially threaten
the security of QKD. Indeed, they give the possibility to an
adversary, Eve, to change the behavior of Bob’s detectors
such that she can send what is usually called a “faked state”
that can only be detected if Bob chooses the same basis as
hers [44]. In this way, Eve can reproduce her measurement
outcome without introducing errors in the key. As a coun-
termeasure, we propose to split Bob’s detectors into two
pixels. Other implementations such as a beam splitter with
two detectors could be possible, but we show in Sec. III
that the two-pixel detector is a good way to do it. As both
pixels correspond to the detection of the same state, our
main assumption is that Eve’s faked state cannot be used to

2331-7019/21/15(3)/034052(8) 034052-1 © 2021 American Physical Society
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control each pixel independently and that the coincidence
detection probability in the presence of the faked states will
inevitably increase, revealing Eve’s attack. More precisely,
we show that the measurement of the probabilities of sin-
gle and coincidence gives enough information to Alice and
Bob to estimate the maximum amount of information that
an eavesdropper can have on the key.

The scheme of the attack is shown in Fig. 1.Alice sends
weak coherent pulses with a mean photon number μ. Bob’s
measurement setup is composed of a basis choice (active
or passive) and two detectors each split into two pixels.
Eve is in the middle and can either perform the blinding
attack or simply let the pulse from Alice go through to
Bob. We note that pa is the probability of attack. If Eve lets
Alice’s pulse go through, Bob’s pixel i ∈ {1, 2} will click
with a probability pB1 = (1 + α)pB or pB2 = (1 − α)pB,
where pB is the average pixel detection probability and α

is a coefficient known by Bob characterizing the efficiency
mismatch between the pixels. If Eve chooses to intercept
Alice’s pulse, she measures it using a copy of Bob’s setup
(called “fake Bob”) and she resends her faked state if she
detected something. Bob’s pixel i will detect this faked
state with a probability pdi only if his basis choice is the
same as Eve’s. Otherwise, he will not detect anything.
Therefore, the detection probability when Eve carries out
her attack depends on the probability that Alice’s pulse
contains at least one photon 1 − e−μt (t being the transmis-
sion coefficient between Alice and Eve’s detectors) and on
the probability q that Bob and Eve choose the same basis.
We call this probability pE:

pE = (1 − e−μt)q. (1)

By naming ps1 and ps2 the probabilities of detection of both
pixels measured by Bob, we then can write

ps1 = papE

∑

λ

pλpλ
d1 + (1 − pa)(1 + α)pB,

ps2 = papE

∑

λ

pλpλ
d2 + (1 − pa)(1 − α)pB.

(2)

We give Eve the possibility of using different strategies λ

from one pulse to the other, each with a probability pλ. We
suppose both pixels are independent from each other. Thus,
the probability that a faked state generates a coincidence is
pd1pd2. The probability of coincidence for the two pixels is
then

pc = papE

∑

λ

pλpλ
d1pλ

d2 + (1 − pa)(1 − α2)p2
B. (3)

By analyzing the coincidence probability between both
pixels, we show how Alice and Bob can bound the infor-
mation leaked to Eve.

A. Asymptotic case

In this section, we first want to convey the idea behind
this countermeasure by considering a simple case where
we are in the asymptotic limit and both pixels are perfectly
identical (pλ

d1 = pλ
d2 and pB1 = pB2). The attack scenario

defined by Eqs. (2) and (3) can be rewritten as

ps = papE

∑

λ

pλpλ
d + (1 − pa)pB,

pc = papE

∑

λ

pλ(pλ
d )2 + (1 − pa)p2

B.
(4)

We define the ratio r = pc/p2
s (note that this is similar to

a second-order correlation measurement g2; we call it r
simply because, with the attack, it is not really a measure-
ment of the photon statistics). In the limit pa = 0, r = 1 as
expected for coherent states. On the other hand, if pa = 1,
we have

r = pc

p2
s

=
∑

λ pλ(pλ
d )2

pE
(∑

λ pλpλ
d

)2 ≥ 1
pE

> 1. (5)

As we can see, the value of r induced by the attack is lim-
ited by the probability pE , which depends on the vacuum
probability in Alice’s pulses and q. Let us now see how
we can estimate Eve’s information per bit IE on the raw
key in the case she attacks only a fraction of the pulses,
i.e., 0 < pa < 1. As Eve knows the measurement outcome
of Bob only when he detects a faked state, we want to
maximize

IE = papE
∑

λ pλpλ
d

ps
, (6)

given pE , ps, and pc. Using the Lagrangian multiplier, we
can show that Eve’s best strategy is to always resend a
pulse with the same probability of detection pλ

d = pd, ∀λ,
and we find her maximum information is given by (see
Appendix A 1)

IE,max =
√

pE(
√

pc − ps)

ps(1 − √
pE)

=
√

pE

(1 − √
pE)

(√
r − 1

)
. (7)

As expected, Eve’s information increases with the ratio
r = pc/p2

s measured by Bob and IE,max = 1 when r =
1/pE .

In a more realistic scenario, Bob’s pixels will not be
perfectly identical. This is the scenario described by Eqs.
(2) and (3). Without additional constraint on pλ

d1 and pλ
d2,

Eve can alternatively target pixel 1 (p (1)

d1 � p (1)

d2 ) and pixel
2 (p (2)

d2 � p (2)

d1 ) to reduce her coincidence probability and
hide her presence from our countermeasure. On the other
hand, a complete characterization of all detectors under
all possible attack conditions in order to find bounds on
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FIG. 1. Scheme of the attack. Alice sends pulses with a mean photon number per pulse μ. Eve intercepts the pulse with a probability
pa. If she gets a conclusive event with her “fake Bob,” she resends a pulse to force Bob’s detector to click; otherwise, she does nothing.
Bob’s apparatus is unchanged except for his detectors being split in two. Coincidences between the two pixels are kept to generate the
key.

pd2 given pd1 seems an unpractical task. We circumvent
this problem by adding the assumption that one pixel will
always detect Eve’s faked state with an equal or higher
probability than the other. This constraint on the attack can
be written as

pλ
d2 ≥ pλ

d1, ∀λ. (8)

In this way, we prevent Eve from targeting preferably pixel
1. We show in Sec. III that this condition can be realized
with a two-pixel detector. By applying the Lagrange mul-
tiplier with this additional constraint, we can calculate all
the extrema of IE to find the maximum of Eve’s infor-
mation IE,max. Here, we limit the number of strategies to
two as increasing the number of strategies does not give
much more information to Eve if the difference between
ps1 and ps2 stays small. Indeed, in that case, Eve is forced
to make both pixels click with the same probability most
of the time to keep the probabilities of detection close. In
a real system, the protocol can be aborted if the difference
between ps1 and ps2 exceeds a certain threshold. Details of
the calculations are given in Appendix A 2.

B. Finite key analysis

In order to take into account finite key length effects,
we need to bound the probabilities of single and coin-
cidence measured by Bob. Usually, QKD proofs rely on
Hoeffding’s inequality to calculate upper and lower bounds
on measured values. However, in our countermeasure, the
probability of coincidence will drop very quickly with
the quantum channel length and in this case, Hoeffding’s
inequality is no longer tight. This would lead to an overes-
timation of Eve’s information making our countermeasure
usable only for short distances. In order to have a tighter
bound on Bob’s probabilities, we can use the equations
given in Ref. [45]. The upper and lower bounds on psi and
pc are given by

pu
c = 1 − I−1

ε [N (1 − pc), Npc + 1],

pl
si = I−1

ε [Npsi, N (1 − psi) + 1],
(9)

where N is the total number of pulses sent by Alice,
ε our confidence factor, and I−1 the inverse incomplete

beta function. By inserting these bounds in the calculation
of IE,max, we obtain an upper bound on Eve’s informa-
tion I u

E,max, which can be reduced to zero after privacy
amplification.

Figure 2shows simulations of I u
E,max for a BB84 proto-

col. We run the simulations for different acquisition times
(ATs) for Bob. As the quantum channel length increases,
the probability of coincidence measured by Bob decreases
rapidly requiring longer ATs to limit the uncertainty. If the
uncertainty is too high, Alice and Bob may overestimate
I u
E,max, which impacts the final secret key rate. Therefore,

the factor ultimately limiting our countermeasure is the
AT allowed by Alice and Bob. For most applications,
an AT over 24 h becomes impractical [9], allowing our
countermeasure to be efficient for distances of around 250
km, which is close to the limit of many current QKD
implementations.

III. EXPERIMENTAL RESULTS

In this section, we show that actual detectors can ful-
fill the condition given by Eq. (8) for our countermeasure
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FIG. 2. Upper bound on Eve’s information of the raw key as
a function of the channel length between Alice and Bob for dif-
ferent AT and ε = 10−9. The protocol used is a BB84 with a
passive basis choice. Alice sends pulses with a mean photon
number μ = 0.5 at a rate of 5 GHz. Losses in the channel are
0.2 dB/km. Bob’s pixels have a quantum efficiency of 25% each
giving a total efficiency of 50% for the whole detector.
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FIG. 3. (a) SEM image of a two-element molybdenum silicide
SNSPD. Each pixel has its own bias current and readout circuit.
The nanowire width is 100 nm with a fill factor of 0.6 [46]. The
two pixels are separated by 600 nm to avoid thermal crosstalk
between them. (b) Efficiency curves at 1550 nm of the two pixels
of the detector operated at 0.8 K versus the bias current.

against blinding attacks. To do so, we fabricate and test
multipixel superconducting nanowire single-photon detec-
tors (SNSPDs), as depicted in Fig. 3(a).The two pixels are
separated by a gap of 600 nm in order to avoid thermal
crosstalk. This gap has a small impact on the performances
of the detector as we measure an overall quantum effi-
ciency of 70% [see Fig. 3(b)]. We also note that both
pixels have very similar efficiency curves (except for the
optimum efficiency, which is probably due to a misalign-
ment with the fiber). The main advantage of this design is
that both pixels are illuminated by a single fiber, limiting
the dependency of the light distribution on the wavelength
used by Eve for her attack compared to an implementa-
tion with a beam splitter and two distinct detectors [47].
For even better security, the addition of a mode scrambler
could prevent Eve from using smaller wavelengths where
the fiber becomes multimode [48].

To illustrate how a blinding attack on a QKD system
using this kind of detector works, we take as an example a
BB84 protocol in polarization. In normal operation, when a
photon hits the SNSPD, it will break the superconductivity
inducing a rapid increase of the resistance of the nanowire.
This sudden change of resistance will divert the bias cur-
rent of the detector toward the readout circuit to generate

FIG. 4. Schematic representation of the blinding power distri-
bution on detectors DH and DV during the attack on a BB84 QKD
protocol based on polarization. By changing the polarization of
her blinding light, Eve can let the detector of her choice partially
recover its bias current to force it then to click.

a click. In order to blind Bob’s detectors, Eve sends unpo-
larized light of a few hundreds of nanowatts inside Bob’s
setup such that her blinding power is equally distributed
over all detectors. This forces the SNSPDs to stay in a
resistive state where they are insensitive to single photons.
When Eve wants to force Bob to detect the state of her
choice, say |H 〉, she polarizes her blinding light vertically
for a time �t. During this time, the optical power arriving
on detector DH will be greatly reduced (around 20 to 30 dB
depending on Bob’s components) while keeping the other
detectors blinded.

By unpolarizing her blinding light after �t, the opti-
cal power PH arriving on the detector DH will increase
suddenly, forcing it to click as part of the current would
have returned to the nanowire (see Fig. 4).Eve can control
the probability p to force the detector to click by allow-
ing more or less current to return to the detector via �t.
Many parameters have an influence on the probability of
detection of the faked state. Some are controlled by Eve
(blinding power Pblind, �t) and some are controlled by Bob
(bias current). However, as we mentioned in Sec. II A, if
we can find a regime where one pixel always clicks with
a probability greater than the second one (whatever are
the parameters of the attack) then this gives enough con-
straints on Eve to ensure she cannot steal the key without
being noticed. As the probability of click depends on the
amount of current that returns to the nanowire, we want
one pixel to recover its current more rapidly such that it
will detect the faked state with a higher probability than
the second pixel. For that, we set pixel 2 at its maximum
bias current (15 μA) while pixel 1 is set at a bias current
of 12.5 μA. This way, the current will return more rapidly
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FIG. 5. (a) Probability of detection of the faked state as a func-
tion of �t. Pixel 1: Ib1 = 12.5 μA; pixel 2: Ib2 = 15 μA. We vary
the blinding power between 39 and 399 nW as it is the work-
ing range for the blinding attack. (b) Comparison between the
measured coincidence probability and the coincidence probabil-
ity calculated from the faked-state detection probabilities of both
pixels.

to pixel 2 without impacting the overall efficiency of the
detector [49].

We measure the probabilities of detection of both pix-
els as a function of �t by sending the faked state at a
frequency of 500 kHz and recording the detection rates
with a counter. These measurements are made for blind-
ing powers ranging from 39 nW (minimal blinding power)
up to 399 nW. For higher Pblind, the pixels start to click in
an uncontrolled way before �t making the attack unfea-
sible as it would increase the error rate. We can see in
Fig. 5(a)that pd2 ≥ pd1 for the whole range of working
Pblind and �t as we assume in our model. We then ver-
ify that the probabilities of detecting the faked state are
uncorrelated. For that, we measure the coincidence prob-
ability pc due to the faked state and compare it with the
product of the individual detection probabilities pd1pd2
(value expected if the pixels are independent). Results are
shown in Fig. 5(b). As we can see with the error bars,
both values are in the uncertainty range of each other. No

statistically significant signature of correlations is observ-
able, validating the assumption made in our analysis. Thus,
this multipixel detector fulfills all the requirements for our
countermeasure.

This countermeasure could also work with single-
photon avalanche diode detectors as the core idea behind
our proposal does not rely on the working principle of the
detectors. Further tests with this kind of detector need to be
done to validate that it fulfills all the necessary conditions.

IV. CONCLUSION

In this paper, we propose a countermeasure against
detector control attacks based on multipixel detectors,
which, unlike previous works [31,32], does not assume a
binary response of the pixels (i.e., pdi is equal to either 0
or 1) under the blinding attack. With this countermeasure,
we take advantage of Eve’s lack of knowledge on the state
prepared by Alice when the incoming pulse contains zero
photons. Because of this method, we are able to estimate
an upper bound on the information leaked to the adver-
sary solely using the single and coincidence probabilities
measured by Bob. The effectiveness of our countermea-
sure over long distances is ultimately limited by the key
exchange time between Alice and Bob. Nevertheless, we
show that communications close to 250 km can be secured
against attack with acquisition times of less than 24 h.
Finally, we experimentally demonstrate that a multipixel
SNSPD operated in the right conditions by Bob can satisfy
the assumptions made in our analysis.
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APPENDIX: LAGRANGE MULTIPLIER
CALCULATIONS

1. Simple case

In order to find Eve’s best strategy, we want to maxi-
mize the number of detections coming from faked states
na = NpapE

∑
λ pλpλ

d (with n being the total number of
pulses sent by Alice) over the total number of detections
n under the constraints given by Eq. (4). As n and N are
fixed values, we can maximize the function f defined by

f = papE

∑

λ

pλpλ
d . (A1)
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We define the following equations representing our con-
straints:

g1 = papE

∑

λ

pλpλ
d + (1 − pa)pB − ps,

g2 = papE

∑

λ

pλ(pλ
d )2 + (1 − pa)p2

B − pc,

g3 =
∑

λ

pλ − 1.

(A2)

We can then define our Lagrange function:

L(pa, pλ, pλ
d , pB, �1, �2, �3) = f − �1g1 − �2g2 − �3g3.

(A3)

The function f is maximum if

∇L = 0. (A4)

To show that Eve’s best strategy is to always send the faked
state with the same probability of detection, we take the
derivatives:

∂L
∂pλ

d
= papEpλ − �1papEpλ − 2�2papEpλpλ

d

= papEpλ
(
1 − �1 − 2�2pλ

d

)

= 0.

(A5)

This expression is valid only if 1 − �1 − 2�2pλ
d = 0, ∀λ

(we neglect the case pa = 0 as it would mean that Eve
never does the attack and the case pλ = 0 as it would be
a strategy Eve never uses). Therefore, either pλ

d is a con-
stant or �1 = 1 and �2 = 0. The latter case is impossible
as we can see by looking at an another derivative:

∂L
∂pB

= −(1 − pa)(�1 + 2�2pB)

= 0.
(A6)

The solution pa = 1 is possible only if pc/p2
s ≥ 1/pE .

Otherwise, �1 + 2�2pB = 0, which is incompatible with
(�1, �2) = (1, 0). Consequently, Eve’s best strategy is to
use the same pλ

d = pd, ∀λ. These results simplify our
problem that we can rewrite as follows:

f = papEpd,

g1 = papEpd + (1 − pa)pB − ps,

g2 = papEp2
d + (1 − pa)p2

B − pc,

L = f − �1g1 − �2g2,

∇L = 0.

(A7)

This system has a unique solution:

pB = √
pc,

pd =
√

pc

pE
,

pa =
√

pc − ps√
pc(1 − √

pE)
,

(A8)

which finally gives us

IE,max = na

n

=
√

pE(
√

pc − ps)

ps(1 − √
pE)

.
(A9)

2. General case

In the general case given by Eqs. (2) and (3), we can
apply the same method where our problem is described by
the following equations:

f = papE

∑
pλ(pλ

d1 + pλ
d2),

g1 = papE

∑
pλpλ

d1 + (1 − pa)(1 + α)pB − ps1,

g2 = papE

∑
pλpλ

d2 + (1 − pa)(1 − α)pB − ps2,

gc = papE

∑
pλpλ

d1pλ
d2 + (1 − pa)(1 − α2)p2

B − pc,

L = f − �1g1 − �2g2 − �cgc,

∇L = 0.
(A10)

The optimization is done taking into account the physical
constraints on the attack parameters: all probabilities must
be between 0 and 1 and pλ

d2 ≥ pλ
d1, ∀λ. The resolution of

the system gives us all the extrema of the function f . By
discarding nonphysical solutions and taking the highest of
the remaining values, we obtain the maximum of Eve’s
information on the key.
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We present the physical model for the entropy source of a quantum-random-number-generator chip
based on the quantum fluctuations of the photon number emitted by light-emitting diodes. This model,
combined with a characterization of the chip, estimates a quantum min-entropy of over 0.98 per bit without
postprocessing. Finally, we show with our model that the performances in terms of security are robust
against fluctuations over time.
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I. INTRODUCTION

Random numbers are used in a wide range of applica-
tions such as gambling, numerical simulations, and cryp-
tography. The lack of a good random number generator
(RNG) can have serious consequences on the security of
devices and protocols [1–3]. Currently, many applications
rely on RNGs based on a stochastic process and lack
a complete security model. In order to have a sequence
usable for cryptographic applications, the source of ran-
domness must be completely unpredictable, even if a
malicious adversary has a perfect description of the sys-
tem [4]. Quantum RNGs (QRNGs) can overcome this
problem due to the intrinsically probabilistic nature of
quantum mechanics. One key challenge today is to have
a fully integrated QRNG device that can reach mass-
market deployment. Several works have been carried out
toward that goal, such as QRNGs based on radioactive
decay [5,6] or optical QRNGs offering typically higher
bit rates [7–20]. One of them is a QRNG implementation
based solely on components that are compatible with inte-
grated electronics, namely a light-emitting diode (LED), a
CMOS image sensor (CIS), and an analog-to-digital con-
verter (ADC) [9]. More precisely, this work has shown
that a CIS-based mobile-phone camera could be used as an
entropy source, providing 10-bits-long strings containing
5.7 bits of quantum entropy. However, this approach still
requires software-based randomness extraction to generate
bits with close-to-maximal entropy and a fully integrated
implementation remains to be demonstrated.

In this paper, we present a fully integrated QRNG archi-
tecture and chip implementation based on the quantum
statistics of light captured by a CIS, and we present a model

*gaetan.gras@idquantique.com

showing that the quantum entropy of each bit produced is
close to unity without the need of randomness extraction.
This architecture is used to provide small-form factor and
low-power-consumption chips, making them suitable for
mobile devices such as smartphones.

II. PHYSICAL MODEL

A. Chip architecture

A scheme of the architecture of the QRNG chips pro-
duced by ID Quantique is shown in Fig. 1. A LED is used
as a continuous source of photons. As the light field emit-
ted is highly multimode, the probability distribution of the
photon number is very well approximated by a Poisson dis-
tribution with mean μph [21]. The probability of having n
photons emitted during a fixed time interval is given by

p(n, μph) = μn
ph

n!
e−μph . (1)

Photons are converted into photoelectrons by a CMOS-
image-sensor array during the integration time of the sen-
sor. We note that the throughput of the chip depends on the
size of the sensor and it can be increased by using a CIS
with a higher number of pixels. Each pixel of the sensor has
an efficiency η (taking into account transmission losses and
detection efficiencies), which may vary between them. The
number of photoelectrons Ne is directly correlated with the
quantum fluctuations of the LED and follows a Poisson
distribution with mean value μe = ημph. We assume that
pixels are independent from each other and that there is
no correlation from frame to frame (these assumptions are
verified in Sec. III C). After accumulation, the number of
electrons is converted into a voltage, then digitized with a
10-bits ADC. We define K as the gain between Ne and the

2331-7019/21/15(5)/054048(7) 054048-1 © 2021 American Physical Society
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FIG. 1. A schematic representation of the QRNG. All the
components are embedded on a single chip.

analog-to-digital unit of the ADC. We also define two ran-
dom variables X and Z. X is a continuous random variable
representing the voltage-value distribution at the input of
the ADC and can be written

X = KNe + E, (2)

where E is the random variable associated with the classi-
cal noise (see Sec. II B). Z is the random variable returned
by the ADC and is defined as

Z =

⎧
⎪⎨

⎪⎩

0, if X < 0,
�X �, if X ∈ [0; 1023],
1023, if X > 1023,

(3)

where �·� is the floor operator. Figure 2(a) shows a simu-
lated distribution of Z with μe = 625. On this graph, we
observe a normal distribution of the ADC output values,
combined with a series of peaks with twice the probabil-
ity. This “pile-up” effect is due to the factor K of the chip,
which is inferior to 1. As one electron is not enough to
increase the signal by a full ADC step, two electron num-
bers can lead to the same ADC output, making this value
twice more probable, with a periodicity that goes roughly
like 1/(1 − K).

To generate entropy bits from the 10-bits ADC output Z,
we keep the least significant bits (LSB) 2 and 3, denoted
Z23. Indeed, their entropy is the most robust of all the bits
against imperfections of the system. This happens because
the most significant bits will be biased if μe is not well con-
trolled. Moreover, LSB 0 and 1 can be affected by small
and uncontrolled fluctuations that are not due to a quantum
origin and also by the pile-up effect. By taking only LSB
2 and 3, we can easily mitigate these effects to obtain bits
with a very high min-entropy Hmin without postprocess-
ing, as can be seen in Fig. 2(b). We note that this principle
can be applied with ADCs of different resolution, with the
right choice of bits retained to generate the entropy bits.
These two bits can be used as entropy bits directly, or can
be seeded to a Hash-based deterministic random bit gener-
ator (DRBG) embedded on the chip, as recommended by
the National Institute of Standards and Technology (NIST)

(a)

400 450 500 550 600

ADC output, Z

0.000

0.005

0.010

0.015

0.020

0.025

0.030

P
ro

b
a
b
il
it
y

(b)

00 01 10 11

2-bits ADC output, Z23

0.00

0.05

0.10

0.15

0.20

0.25

P
ro

b
a
b
il
it
y

FIG. 2. (a) The simulated ADC output distribution in the case
in which there is no noise, with K = 0.8192 (obtained from the
factory-given parameters of the chip). (b) The 2-bits probabil-
ity distribution simulated from (a), giving a min-entropy per bit
Hmin = 0.982.

documentation (SP 800-90A) [22]. In this paper, we focus
on the mechanism to generate the two entropy bits.

B. Noise model

To complete our model, we need to take into account the
classical noise E, as it can impact the security of the chip.
We consider two sources of noise, as shown in Fig. 3.

First, we have a discrete source of dark electrons, which
are generated by a process other than the absorption of
a photon emitted by the LED (e.g., thermal excitation).

FIG. 3. A schematic representation of the noise sources in the
chip. Dark electrons are added to the electrons generated by the
LED. The total number of electrons is converted into a voltage
with a factor K . After conversion, noise from the readout circuit
is added before the signal is digitized with the ADC.

054048-2
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These follow a Poisson distribution with parameter μdark
and are added to the photoelectrons. Second, we consider
a continuous source due to electronic noise in the read-
out circuit, following a normal probability distribution N
described by a probability density function �μr,σr with
mean μr and variance σ 2

r [23–25]. The probability density
function PE of the classical noise is therefore a convolution
of a Poisson and a normal distribution and can be written
as follows:

PE(e) =
∑

n

p(n, μdark)�μr+Kn,σr(e)

=
∑

n

μn
darke−μdark

n!
1

√
2πσ 2

r

exp

(

− (e − μr − Kn)2

2σ 2
r

)

.

(4)

We assume that all sources of classical noise are accessible
to an adversary (called Eve). We suppose that Eve can-
not change them after fabrication and characterization of
the chip and that they are not correlated with the quantum
entropy source. We then need to calculate the min-entropy
of Z23 given E, as defined in Ref. [26]:

Hmin(Z23|E) = − log2
(
pguess

)
, (5)

where

pguess =
∫

PE(e) max
z23

[
PZ23|E=e(z23)

]
de (6)

is the optimal guessing probability of Z23 given E. The
value of pguess is obtained numerically by mapping the pho-
ton distribution to the Z distribution in order to find the
outcome with the highest probability over all the values
of the classical noise. Hence, Eq. (5) gives the quantum
min-entropy output of the chip.

III. EXPERIMENTAL CHARACTERIZATION

In our model, we make several assumptions (the photon-
number distribution and the independence between pixels
and between frames). In this section, we show results from
measurements on a QRNG chip to validate these assump-
tions. This particular chip (model IDQ6MC1) includes a
128 × 100 pixels CIS with two LEDs integrated on each
side of the sensor, emitting photons at a wavelength of
560 nm.

A. Light source

First, we want to characterize our source in order to
verify that the number of photons emitted follows Pois-
son statistics. To achieve that goal, we can measure the
distribution of the ADC output Z for various intensities
by changing the current inside the LED. The results are
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FIG. 4. (a) The ADC output distribution Z given by one pixel
of the array for various values of the light intensity. (b) The
variance of Z versus its mean value for the distributions of (a).

displayed in Fig. 4(a). On the plot, we can observe a pile-
up effect similar to the one predicted by our model [see
Fig. 2(a)]. Peaks are less prominent than in our simula-
tions; that is due to the presence of the classical noise,
which averages them out. From these data acquisitions,
we can plot the variance of Z, σ 2

Z , as a function of its
expected value 〈Z〉 [see Fig. 4(b)]. Due to the conver-
sion factor K affecting the mean value and the variance
of the number of electrons differently and the offset of
the ADC, we do not have 〈Z〉 = σ 2

Z as expected from
a Poisson distribution. Nevertheless, this does not affect
the linear relationship between them, as we can see in
Fig. 4(b), validating the Poissonian nature of the light emit-
ted by the LED and the transfer of these statistics to the
electron-number distribution.

B. Classical noise

We characterize the noise distribution for four different
pixels on the array. For that purpose, we switch off the
LED and measure the distribution ZE at the output of the
ADC with only classical noise. As this distribution is cen-
tered near zero in the default settings, we adjust the ADC

054048-3
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FIG. 5. The noise distribution of one of the pixels.

offset to shift it to the right by eight ADC steps in order
to see the distribution completely. The histogram of ZE is
given in Fig. 5. We observe a similar pile-up effect to the
one observed with the LED on coming from the discrete
component of E. We can fit this histogram with Eq. (4) to
extract the different parameters of the classical noise pre-
sented in Table I. The value μr depends on the ADC offset
but we can extrapolate from our measurements in order to
find its value for the default settings of the chip.

As we can see, classical noise is mainly given by dark
electrons (μdark � σ 2

r ). Moreover, the noise parameters for
the four pixels spread across the array are quite close. We
can therefore assume that all the pixels will have similar
noise distributions.

C. Correlation measurements

In our model, we suppose that pixels are independent
from each other (no crosstalk) and that the result of a pixel
in one acquisition frame has no effect on the next frame.
In order to validate these hypotheses, we acquire frames
from the CMOS image sensor in the default settings of the
device. In this configuration, a full frame is output every
4.3 ms. From these data, we calculate the Pearson correla-
tion coefficient ρij between all pairs of pixels i, j and the

TABLE I. The parameters of the noise distribution for four pix-
els of the CMOS image sensor. The value of μr is extrapolated
from our measurements to find the value with the default ADC
offset.

Pixel label μr σr μdark

1 −13.6 0.21 17.2
2 −16.8 0.22 18.0
3 −14.4 0.23 17.2
4 −13.6 0.21 19.0
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FIG. 6. (a) The probability distribution of the Pearson cor-
relation factors measured between all pairs of pixels (in this
case, 12 800 × (12 800 − 1)/2 pairs). The standard deviation σ

on the correlation factor is 3.16 × 10−3, which corresponds to
the uncertainty expected for the size of our data. (b) The auto-
correlation of four pixels from the array. The solid and dashed
gray lines represent, respectively, the confidence intervals of σ

and 2.57σ .

autocorrelation coefficient ρi(l) for pixel i at lag l:

ρij =
〈(

Z(i)
t − 〈

Z(i)
〉) (

Z(j )
t − 〈

Z(j )
〉)〉

σiσj
,

ρi(l) =
〈(

Z(i)
t − 〈

Z(i)
〉) (

Z(i)
t+l − 〈

Z(i)
〉)〉

σ 2
i

,

(7)

where Z(i)
t is the value returned by pixel i at time t.

These correlation coefficients are calculated for 105 and
106 frames, respectively, and the results are given in Fig. 6.
As we can see in Fig. 6(a), the values of ρij are nor-
mally distributed around zero and with a standard deviation
of 3.16 × 10−3. This corresponds to the expected uncer-
tainty of the measurements with a sample size of 105. On
Fig. 6(b), we plot the values of ρi(l) for four pixels on the
CMOS array. For l = 1, the autocorrelation coefficient is
already in the uncertainty region due to our sample size
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FIG. 7. The quantum entropy as a function of the mean photon
number simulated based on the classical noise characterization of
pixel 1.

and then fluctuates around zero at all lags. These results
validate the assumption made in our model that correla-
tions are negligible and will not affect the entropy of the
device.

IV. QUANTUM ENTROPY ESTIMATION

Following the characterization of the chip (classical
noise + no correlation), we can now use Eq. (5) to calcu-
late the final quantum entropy of our two bits per pixel as a
function of μe. The results are shown in Fig. 7. As we can
see, the quantum min-entropy is very close to its maximum
value for a large range of μe, making it robust against fluc-
tuations of the light intensity. It is also robust against small
variations of the classical-noise parameters, the effects of
which only appear on the sharp edges of the curve. For
μe ∈ [500, 750], which is the range where the chip nor-
mally operates, Hmin(Z23|E) is over 0.98 per bit, which is
a significant improvement compared to the 0.57 per bit, on
average, measured in Ref. [9] for a specific intensity of the
LED. However, with this device, we do not have access to
the mean photon number arriving on each pixel to ensure
that we are in the optimal region, i.e.,

H min(Z23|E) ≥ H l
min, (8)

where H min(Z23|E) is the average min-entropy per pixel
over the array and H l

min is a lower bound on the entropy
per pixel. If no control is implemented, fluctuations of the
LED intensity or of the pixel efficiencies could lead to a
degradation of the entropy. To make sure that the chip is
always providing the optimal entropy, we can define two
thresholds on the ADC output, T− and T+, to record on
each frame how many pixel outputs n− and n+ are out of
the interval [T−; T+]. If n± exceeds a predefined value N±,
it is registered as a failure and the frame is discarded.
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FIG. 8. The probability of failure and the quantum entropy per
bit of an array of 64 pixels uniformly illuminated as a function of
the mean photoelectron number.

As we know the distribution of Z for all pixels as a
function of μe, we can therefore calculate the probabil-
ity of failure pf = 1 − ε and the average min-entropy
H min(Z23|E) per pixel of one frame for any distribution of
the light intensity over the array. For predefined values of ε

and H l
min, appropriate parameters T± and N± can be found

such that

Prob
[
H min(Z23|E) ≤ H l

min

] ≤ ε. (9)

As an example, we consider a chip with 64 pixels uni-
formly illuminated. The probability of failure and the
entropy per bit as a function of the mean photoelectron
number per pixel are plotted in Fig. 8. The simulations
are done with N± = 1, T− = 64, and T+ = 940. With this
configuration, the quantum min-entropy is at its maximum
and the probability of failure is negligible, for μe between
150 and 1000. If the LED power is drifting significantly
such that μe is outside this interval, we can see that the
entropy per bit is only dropping in the region where the
failure probability is equal to 1. Other scenarios (e.g., one
or several pixels losing efficiency) give similar results.
This provides a strong indication that the chip can provide
long-term robustness against LED failures “in the field,”
because it will raise an alarm before the quantum entropy
is even impacted.

V. NIST TESTS

The quality of our entropy source is assessed using the
test suite provided by NIST (details of the procedure can be
found in Ref. [27]. The independent identically distributed
(IID) track of the test suite gives an entropy estimation of
over 0.998 per bit for 10-Mbyte samples, using a most-
common-value (MCV) estimator. This value is higher than
the 0.98 per bit given in Fig. 7 because the entropy test
takes into account all sources of noise (quantum and classi-
cal) without distinction. If we run our simulations without
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FIG. 9. Typical results for the different entropy estimators on
the NIST non-IID tests. The tests are carried out on 10-Mbyte
samples.

considering that the classical is accessible to Eve, we
obtain a value for the min-entropy of 0.999 per bit, which
is very close to the NIST result. This highlights an advan-
tage of our model compared to the NIST entropy test. We
can isolate the quantum contribution from the rest in order
to calculate the quantum min-entropy.

We also run the non-IID tests, which consist of ten
different entropy estimators. The results are presented in
Fig. 9. This approach is more conservative, as it takes the
lowest value of all the estimators and does not assume that
the IID hypothesis is true. Nevertheless, for our chip, this
method gives an entropy value of over 0.94 per bit. We
can note that this value is lower than the one given by our
model. This difference comes from how the tests are done.
The entropy estimation is based on some statistical prop-
erties of a sample with a finite size output by the device.
Due to statistical fluctuations, the entropy estimated will
be slightly different from its true value. We run these tests
with other entropy sources and with DRBG and the entropy
value we obtain is always around 0.94, which tends to
show that this is a limitation of the tests and not of the
chip.

VI. CONCLUSION

In this paper, we present a physical model for the quan-
tum entropy of the architecture on which the quantum
random number generator of ID Quantique is based. With
our model and after characterization of the device, we esti-
mate that our chip can provide a quantum entropy of 0.98
per bit with a simple and low-power-consuming filtering of
the bits. Finally, we show that the performance of the chip
is robust against fluctuations over time, making it suitable
for mobile applications.
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ABSTRACT

One of the key properties of single-photon detectors is their recovery time, i.e., the time required for the detector to recover its nominal
efficiency. In the case of superconducting nanowire single-photon detectors (SNSPDs), which can feature extremely short recovery times in
free-running mode, a precise characterization of this recovery time and its time dynamics is essential for many quantum optics or quantum
communication experiments. We introduce a fast and simple method to characterize precisely the recovery time of SNSPDs. It provides full
information about the recovery of the efficiency in time for a single or several consecutive detections. We also show how the method can be
used to gain insight into the behavior of the bias current inside the nanowire after a detection, which allows predicting the behavior of the
detector and its efficiency in any practical experiment using these detectors.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0007976

I. INTRODUCTION

Single-photon detectors are a key component for optical
quantum information processing. Among the different technologies
developed for single-photon detection, superconducting nanowire
single-photon detectors (SNSPDs) have become the first choice of
many applications showing performance orders of magnitude better
than their competitors. These nano-devices have stood out as highly
promising detectors thanks to their high detection efficiency,1 low
dark count rate,2 excellent time resolution,3,4 and fast recovery.5

SNSPDs have already had an important impact on demanding
quantum optics applications such as long-distance quantum key dis-
tribution,6 quantum networking,7 optical quantum computing,8

device-independent quantum information processing,9,10 and deep
space optical communication.11

Depending on the application, some metrics become more
important than others and can require extensive characterization.
One example is the quantum key distribution (QKD), where the
recovery time of SNSPDs limits the maximum rate at which it can
be performed. In such a case, studying the time evolution of the
SNSPD efficiency after a detection becomes important and would

give us insight into the detector’s behavior, allowing the prediction
of experimental performances. Obtaining accurate information is,
however, a non-trivial task because the recovery time is intrinsically
linked to the time dynamics of the bias current flowing inside the
detector.

There are several methods used to characterize the recovery
time of the efficiency of a SNSPD. The first one uses the output
pulse delivered by the readout circuit to gain knowledge about the
recovery time dynamics. However, we cannot fully trust this
method since the time decay of the output voltage pulse is inevita-
bly affected by the amplifier’s bandwidth and by all other filtering
and parasitic passive components. In the best case, we can only
have an indirect estimation of the efficiency temporal evolution. A
second method might consist of extracting the recovery time behav-
ior from the measurement of the detection rate as a function of the
incident photon rate. This method can be performed with either a
continuous-wave or a pulsed laser source. The main problem with
the pulsed source configuration is that we can only probe the effi-
ciency at time stamps multiple of the pulse period, which does
not give full information about the continuous time dynamics.

Journal of
Applied Physics ARTICLE scitation.org/journal/jap

J. Appl. Phys. 128, 074504 (2020); doi: 10.1063/5.0007976 128, 074504-1

Published under license by AIP Publishing.



Both methods have the drawback of only providing an average effi-
ciency per arriving photon. They can moreover be very sensitive to
external parameters such as the discriminator’s threshold level.
Hence, using one of these measurements does not allow one to
make unambiguous predictions about the behavior of the detectors
in other experiments. Another method is based on measuring the
autocorrelation in time between two subsequent detections when
the detector is illuminated with a continuous-wave laser12 or a
pulsed laser.13 This method has the clear advantage over all other
methods of allowing a direct observation of the recovery of the
efficiency in time, and it can, therefore, reveal additional details
(for example, the presence of afterpulsing). While the implementa-
tion of this autocorrelation method is relatively simple, the acquisi-
tion time can, however, be very long.

In this article, we introduce and demonstrate a novel method,
simple in both its implementation and analysis, to fully characterize
the recovery time dynamics of SNSPDs. This method is an
improvement of the autocorrelation method mentioned above13

and is similar to how the detector deadtime is observed in LIDAR
experiments.14,15 It has the advantage of a much shorter acquisition
time with no need of data post-processing. We apply it to charac-
terize the recovery time of SNSPDs under different operating con-
ditions and for different wavelengths. We can also use it to estimate
the variation of the current inside the detector after a detection
and, consequently, gain insight into what happens to the bias
current when two detections occur within the time period needed
by the efficiency to fully recover. This method also allows us to
reveal details that are otherwise difficult to observe, such as after-
pulsing or oscillations in the bias current’s recovery as well as
predict the outcome of the count rate measurement.

II. HYBRID-AUTOCORRELATION METHOD

To investigate the time-dependence of the detection efficiency
after a first detection event, a useful tool is the normalized time

autocorrelation G(Δt) defined by

G(Δt) ¼ hn(t)n(t þ Δt)i
hn(t)i2 , (1)

where n(t) is the number of detections at time t and h:i the tempo-
ral average. This value is proportional to the probability of having
two detections separated in time by Δt.16 For an ideal detector with
a zero recovery time, the detection events occurring at times t and
t þ Δt are independent when illuminated with coherent light. In
this case, the autocorrelation will be equal to one for any value of
Δt. For a detector with a non-zero recovery time, the autocorrela-
tion function will be equal to zero at Δt ¼ 0, and then it will
recover toward one with a shape that is directly indicative of the
value of the efficiency after a detection occurring at time zero.

This method can be implemented with a continuous-wave
(CW)12 or a pulsed laser,13 and it has the advantage of allowing a
direct observation of the recovery of the efficiency in time. Its
implementation requires a statistical analysis of the inter-arrival
time between subsequent detections. A schematic of an implemen-
tation of this method with a pulsed laser is shown in Fig. 1(a), and
we use it for comparison with the novel method we introduce here-
after. A delay generator (DG) is used to generate two laser pulses
with a controllable time delay between them. The triggerable laser
is generating short pulses that are then attenuated down to �0:1
photon per pulse by calibrated variable attenuators. The output
signal of the detector is fed to a time-to-digital converter (TDC)
that records the arrival times of the detections.

To reconstruct the recovery of the efficiency in time after a
first detection, we analyze the time stamps to estimate the probabil-
ity of the second detection as a function of its delay with respect to
the first one. This method can be significantly time consuming
because only one given delay can be tested at once. Moreover, one
needs a detection to occur in the first pulse to count the occur-
rences. It also requires to have the same power in both pulses, and
this power needs to be very stable during the whole duration of the

FIG. 1. Schematics of the experimental setups for the (a) pulsed-autocorrelation method and for the (b) hybrid-autocorrelation method. DG, delay generator; TDC,
time-to-digital convertor; Att, attenuators.
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experiment, which can be difficult to guarantee with some triggered
lasers such as gain-switched laser diodes.

Here, we introduce a new method, named hybrid-autocorrelation,
that combines the pulsed and CW autocorrelation methods. The
advantages of this hybrid measurement are its rapidity, flexibility in
terms of wavelengths, ability to faithfully reveal the shape of the recov-
ery of the efficiency as well as tiny features such as optical reflections
in the system or even oscillations of the bias current after the detec-
tion, and most importantly, it does not require any post-processing to
extract information. In the hybrid-autocorrelation method [Fig. 1(b)],
a light pulse containing a few tens of photons is used to make the
detector click with certainty at a predetermined time, which greatly
reduces the total collection time needed to build the statistics. This
pulse is combined on a beam splitter with a weak but steady stream of
photons (typically about 106 photons/second or less) coming from an
attenuated CW laser. These photons are used to induce a second
detection after the one triggered by the pulsed laser, and the detection
probability is proportional to the efficiency at this given time. To
record the detection times, we use a TDC building start–stop histo-
gram configuration, where the start is given by the DG triggering the
pulsed laser.

III. RESULTS

We implemented the pulsed and hybrid-autocorrelation
methods using a gain-switched pulsed laser diode at either 980 nm
with a 300 ps pulse width or 1550 nm with a 33 ps pulse width and
a tunable CW laser (for the hybrid method). We used meandered
and fiber-coupled molybdenum silicide (MoSi) SNSPDs fabricated
by the University of Geneva4 and cooled at 0.87 K. We tested five
devices referred as A, B, C, D, and E. These devices have a nano-
wire width of 110 nm–150 nm, a fill factor of 0.5–0.6, and an active
area diameter ranging from 9 to 16 μm. The arrival times of the
detections was recorded with a TDC (ID900 from IDQ) with

100 ps-wide time bins. Figure. 2 shows the temporal evolution of
the normalized efficiency after a first detection obtained with
the pulsed and hybrid-autocorrelation methods. The detector was
biased very closely to the switching current ISW, defined as the
current at which the dark counts start to rise quickly. Both
methods yielded similar results in the trend of the curves, but the
pulsed-autocorrelation method gave a much larger scatter in the
data. This scatter is caused by the instability of the laser power over
the duration of the measurement (about 6 h). The hybrid-
autocorrelation method measurement required only about 1 min of
acquisition time with the pulsed laser triggering detections at a fre-
quency of 1MHz and gave the exact shape of the recovery of the
efficiency. We also noticed that the detector does not show any
afterpulsing effects; otherwise, the normalized efficiency curve
could momentarily reach values larger than one.

A. Current inside the SNSPD after detection

The SNSPD is biased with a current Ib provided by a current
generator through a bias tee. The detector can be at first order
modeled by an inductance Lk representing the kinetic inductance
of the nanowire, serially connected to a variable resistor whose
value is 0, while the nanowire is superconductive. When a photon
is absorbed and breaks the superconductivity, it creates a local
resistive region called “hotspot” with a resistance Rhs � 1 kΩ.17 The
current is then deviated to the readout circuit with a time constant
� Lk=Rhs � 1 ns. Once the current has been shunted, the nanowire
cools down and returns to thermal equilibrium allowing the
current to return to the nanowire with a time constant of
τ ¼ Lk=RL, where RL ¼ 50Ω is the typical load resistance [see
Fig. 3(a)]. Note that, in practice, there may be other series resis-
tance of a few ohms due to the coaxial cables connecting the
SNSPD to the amplifier, which might slightly increase the effective
value of RL and, therefore, slightly decrease the value of τ. Also, the
amplifiers are typically capacitively coupled, which is not shown
here on the drawing. The drop and the recovery of the efficiency of
the SNSPD after a detection are, therefore, directly linked to the
variation of the current and to the relation between the detection
efficiency and the bias current.In Fig. 3(b), we plot the system
detection efficiency as a function of the bias current of a given
MoSi SNSPD, and we observe that it follows a sigmoid shape.18 We
can, therefore, fit that curve using the equation

η ¼ ηmax

2
1þ erf

I � I0
ΔI

� �� �
, (2)

where I0 and ΔI are parameters for the sigmoid and ηmax is the
maximum efficiency of the detector. After a detection, the equiva-
lent circuit of Fig. 3(a) indicates that the current variation after a
detection should be described by

I ¼ (Ib � Idrop) 1� exp � t
τ

� �� �
þ Idrop, (3)

where Ib is the nominal bias current of operation of the detector
just before a detection, Idrop is the current left in the nanowire
immediately after a detection, and τ is the time constant for the

FIG. 2. Normalized system detection efficiency (SDE) at 1550 nm as a function
of the time delay between two events for the pulsed-autocorrelation method
(gray points) and the hybrid-autocorrelation method (dark blue curve). For the
hybrid-autocorrelation method, we renormalize the probability of detection for
the photon coming from the CW laser. The pulsed laser triggering the detector
each round at t ¼ 0 ns will then give a value greater than one.
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return of the current. Here, we neglect the time formation of the
hotspot (and, therefore, the time for I to go from Ib to Idrop) as,
according to the electro-thermal model of Ref. 17, its lifetime is
expected to be short (typically a few hundreds of ps) compared to
the recovery of the current τ. By fitting the curve of the efficiency
vs the current with Eq. (2) [Fig. 3(b)], we can infer I0 and ΔI; by
inserting Eq. (3) in Eq. (2) and fitting the recovery time measure-
ment [Fig. 4(a)], we can estimate Idrop and τ. Here, we used
Ib ¼ 23:5 μA, and the best fit is obtained with Idrop ¼ 0 μA and
τ ¼ 60 ns. Then, using both results, we can infer the value of the
current in the nanowire vs time as shown in Fig. 4(b). It is worth
noting that this method predicts that Idrop . 0 for several of the
detectors we tested. Physically, this would mean that the current
did not have time to completely leave the SNSPD before it became
superconductive again. This is the kind of detail that is very diffi-
cult to measure directly. Admittedly, this prediction made with our
method is not direct and, therefore, difficult to fully confirm.
Moreover, with the values obtained for Idrop and τ, thanks
to Eqs. (2) and (3) and the efficiency vs bias current and

time recovery measurements, it is possible to accurately predict
the behavior of a detector at high detection rates, as shown in
Sec. III C. This gives us an increased confidence in the method
proposed here.

When a photon strikes the nanowire and a detection occurs,
the current inside the detector drops to a percentage of its original
value and not necessarily to zero. An interesting measurement pos-
sible with our method consists of sending a train of pulses (here
two) with varying delay between them to measure the efficiency
recovery after the second detection. With several consecutive detec-
tions, we might expect some cumulative effect with the current
dropping to lower and lower values. This would lead to a longer
recovery time of the detector. The results of this measurement are
shown in Fig. 5. The red curves correspond to the cases where two
strong pulses were sent, with different time delays between them,
and the blue curves correspond to the cases where only one strong
pulse was sent. We can see that the shape of the autocorrelation
curve for the third detection (in the case of two pulses) matches
the one for the second detection (in the case of one pulse). The
only difference observable comes from the 40 ns case where we get

FIG. 3. (a) Simple equivalent electrical circuit of the detector and readout. We
used a custom-made bias tee. The amplification is done in two steps: first with
a cryogenic amplifier at 40 K and then with a ZFL500LN+ mini-circuit amplifier
at room temperature. (b) Relation between the SDE at 850 nm and a bias
current of device B.

FIG. 4. (a) Normalized efficiency at 850 nm of device B as a function of time
after a first detection. The initial detection was triggered with a pulsed laser at
980 nm. (b) Reconstructed bias current of the detector as a function of time
after the first detection.
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some detection after the second trigger pulse. One possible expla-
nation would be that some trigger pulses are not detected as the
efficiency recovers less after a delay of 40 ns. This gives us good
confidence that the current drops always to the same value. This
has never been observed as clearly before despite being important

for performance characterization at high count rates. Indeed for
experiment where the photons arrive with very short delays
between them, it is important to know that the recovery time after
any detection is the same and is not affected by the time delay
between detections.

B. Current and wavelength dependency

Using the hybrid-autocorrelation method, we could also inves-
tigate the dependency of the recovery time on different operating
conditions. First, we looked at the behavior with different bias cur-
rents. Figure 6(a) shows the time recovery histograms for different
bias currents from 8:5 μA to 13:0 μA, which correspond to the
switching current ISW of our detector. Figure 6(b) shows the time
needed by the detector to recover 50% (red curve) and 90% (blue
curve) of its maximum efficiency as a function of the bias current.
The results show that the SNSPD recovery time is shorter for
increasing bias current, which is expected from the shape of the
efficiency curve with respect to the bias current [Fig. 3(b)]. Indeed,
this curve exhibits a plateau, allowing the current that is re-flowing

FIG. 5. Recovery of the normalized SDE at 1550 nm of device C for one trigger
pulse (blue curve) and for two trigger pulses (red curve) at 1550 nm with differ-
ent delays between the pulses: (a) 40 ns, (b) 50 ns, and (c) 60 ns.

FIG. 6. (a) Recovery of the normalized SDE at 1550 nm for device D at differ-
ent bias currents and (b) shows the time to recover 50% (red diamonds) and
90% (blue dots) of the maximum efficiency as a function of the bias current.
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into the nanowire after a first detection, to reach the full efficiency
faster.

Second, we vary the wavelength of the CW laser. Note that we
do not need to change the wavelength of the pulsed laser because it
does not influence the recovery time dynamics. It does influence
the dynamic of the hotspot formation and disappearance,17,19,20

but this happens over a time that is typically much smaller than
1 ns. We can see in Fig. 7 that the lower the wavelength, the faster
the recovery time. With decreasing wavelength, the current needed
to reach maximum efficiency is reduced, while the switching
current stays unchanged. As the current dynamic in the nanowire
is the same for all wavelengths, the detector recovers, therefore, its
full efficiency quicker for a smaller wavelength. Interestingly, the
curve at 850 nm seems to reveal some small oscillations of the effi-
ciency around 30 ns after the trigger detection. While the origin of
this small oscillation is not entirely clear (and we did not investi-
gate this further), it nevertheless illustrates the capacity of the
method to reveal some specific transient details of the efficiency
recovery dynamics or of the interplay between the voltage pulse
and the discrimination circuitry.

C. Predicting the counting rate with a
continuous-wave source

We illustrate the predictive power of the hybrid-
autocorrelation method proposed here by looking at the behavior
of SNSPDs at a high counting rate, when the average time between
two detections becomes comparable to the recovery time of the
SNSPD. We model an experiment where the light of a continuous-
wave laser is sent to the detector and the detection rate is measured
as a function of the incident photon rate. To estimate the count
rate vs the incident photon rate from the hybrid-autocorrelation
method, we run a Monte-Carlo simulation. We randomly select the
time t of arrival of the photon since the last detection using the
exponential distribution (which gives the probability distribution of
time intervals between events in a Poissonian process). Thanks to
the autocorrelation measurement, we know the probability of a
successful event (i.e., a detection) at time t. In the case of an

unsuccessful event, we look at the time t þ t0 of arrival of the next
photon. Once we have a detection, we start over. We run this until
we have N ¼ 10 000 detections to estimate the count rate of the
detector.

Figure 8 shows, for device D, the comparison between the
experimental detection rate vs the incident photon rate of the
SNSPD and its prediction from the hybrid-autocorrelation mea-
surement. We can see that the count rate data and the count rate
predicted from the autocorrelation measurement that gave us
Idrop ¼ 2:9 μA and τ ¼ 58 ns match very well together, giving a
high trust in the model and in the predictive power of the method.

IV. CONCLUSION

The method we proposed here provides a fast, simple, and
most importantly direct characterization of the recovery of the effi-
ciency of a SNSPD detector. The measurements showed that the
recovery of a SNSPD is faster with larger bias current and shorter
wavelengths. We demonstrated that the current through a given
detector always drops to the same non-zero value after detection
even when subjected to several consecutive pulses all arriving
within a fraction of the total recovery time of the SNSPD. We also
showed that our method can be used to correctly predict how the
detection rate of an SNSPD behaves when it becomes impeded by
its recovery time. Therefore, we trust our method to allow predict-
ing the behavior of the SNSPD in other experiments where the var-
iation of the efficiency in time is of importance. Finally, it is also
worth noting that this method can be applied to any type of a
single-photon detector and could be considered as a universal
benchmarking method to measure and compare the recovery time
of single-photon detectors.
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We present a quantum key distribution system with a 2.5 GHz repetition rate using a three-state time-
bin protocol combined with a one-decoy approach. Taking advantage of superconducting single-photon
detectors optimized for quantum key distribution and ultralow-loss fiber, we can distribute secret keys at a
maximum distance of 421 km and obtain secret key rates of 6.5 bps over 405 km.
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The first experimental demonstration of quantum key
distribution (QKD) was over a short distance of 32 cm on
an optical table [1]. Since then, there has been continuous
progress on the theoretical and technological side such that
nowadays commercial fiber-based systems are available [2]
and the maximum distance has been pushed up to 400 km
with academic systems [3]. Recently, the feasibility of
satellite-based QKD has been demonstrated [4], opening
the door for worldwide key distribution for the lucky
owners of satellites [5].
The maximum distance of fiber-based systems is mainly

limited by two factors. On one hand, the detector noise
which, due to the exponential decrease of the signal,
eventually becomes the dominant source of error and
abruptly ends the possibility to extract a key. On the other
hand, in the limit of arbitrarily low detector noise, it is the
maximal acceptable key accumulation time (given by the
time a user is willing to wait to obtain a key and/or by
the stability of the system). Indeed, taking into account
finite-key analysis, a secret key cannot be extracted with
high confidence for short blocks of raw key. A system with
high pulse rate and efficient detectors can therefore push
this limit a bit further.
In this paper, we present an experiment that takes

advantage of state-of-the-art performance on all fronts to
push the limits to new heights. We rely on a new 2.5 GHz
clocked setup [6], low-loss fibers, in-house-made highly
efficient superconducting detectors [7], and last but not
least a very efficient one-decoy state scheme [8]. Finally,
we achieve an improvement of the secret key rate (SKR) by
4 orders of magnitude with respect to a comparable
experiment over 400 km.
We implement the protocol presented in Boaron et al.

[6]. For the sake of simplicity of the setup, we use a three-
state time-bin scheme: two states in the Z basis (a weak
coherent pulse in the first or the second time bin, respec-
tively) and one state in the X basis (a superposition of two

pluses in both time bins). Moreover, we employ only two
detectors. The finite-key security analysis of this scheme is
briefly outlined below and detailed in Rusca et al. [9]. In
order to be robust against photon number splitting attacks
over long links (with high total loss) the decoy state method
[10,11] is applied. In particular, we use the one-decoy state
approach, which was shown to be optimal for block sizes
smaller than 108 bits [8]. All pulses have random relative
phase in order to render coherent attacks inefficient.
Figure 1 schematically shows our experimental realiza-

tion. Alice’s and Bob’s setups are situated in two separated
laboratories 20 m apart. Each of them is controlled by a
field programmable gate array (FPGA).
Alice uses a phase-randomized diode laser pulsed at

2.5 GHz. Phase randomness is achieved by switching the
current completely off between the pulses [12]. The pulses
then pass through an unbalanced Michelson interferometer
(200 ps delay). One of its arms is equipped with a piezo-
electric fiber stretcher to adjust the phase. The different qubit
states are now encoded by a lithium niobate intensity
modulator controlled by the FPGA. The qubit states and

FM
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Piezo

FM
FM

DCF 
IM

ULL
Fiber

Alice Bob

VA

Filter

BS

Laser

SNSPDs

FIG. 1. Schematics of the experimental setup. Laser: 1550 nm
distributed feedback laser; filter: 270 pm bandpass filter; piezo:
piezoelectric fiber stretcher; FM: Faraday mirror; IM: intensity
modulator; DCF: dispersion compensating fiber; VA: variable
attenuator; ULL fiber: ultralow-loss single-mode fiber; BS: beam
splitter; SNSPDs: superconducting nanowire single-photon de-
tectors. Dashed lines represent temperature stabilized boxes.
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the pulse energies (signal or decoy state) are chosen at
random. For this purpose, we rely on a quantum random
number generator (ID Quantique, Quantis) which supplies
4Mbps of random bits which are expanded to 40 Gbps using
the NIST SP800-90 recommended AES-CTR cryptographi-
cally secure pseudorandom number generator.
Bob’s choice of measurement basis is made passively by a

beam splitter. In the Z basis, the photons are directly sent to a
single-photon detector that measures their arrival time. This
basis is used to generate the raw key. In the X basis, used to
estimate the eavesdropper information, an unbalanced inter-
ferometer identical to that of Alice allows us to measure the
coherence between two consecutive pulses. Only one
detector is employed at the output of the interferometer.
The quantum channel (QC) is composed of spools of

SMF-28® ultralow-loss (ULL) single-mode fiber (SMF)
(Corning) which has an attenuation of about 0.16 dB=km
(0.17 dB=km including the connections loss) and a positive
chromatic dispersion of around 17 ps nm−1 km−1. The ULL
fiber consists of a pure silica core and a fluorine doped
cladding. To reduce the impact of the chromatic dispersion,
we precompensate it with dispersion compensation fiber
(DCF) fabricated by Corning Inc. placed on Alice’s side.
The DCF dispersion is around −140 ps nm−1 km−1 and its
attenuation is about 0.5 dB=km.
The synchronization and communication between

Alice’s and Bob’s devices is performed through a commu-
nication link, denoted as service channel (SC), based on
small form-factor pluggable (SFP) transceivers connected
through a short 50 m duplex fiber. For practicality, we use
this fiber for all QC lengths. However, a SC of the same
length as the QC (implemented with optical amplifiers)
would offer better stability. Anyway, we compensate
actively the fluctuations of the path length difference
between the QC and the SC. For this purpose, the detectors’
signals are sampled at 10 GHz (i.e., only half of the bins are
used for the sifting). The temporal tracking is performed by
minimizing the ratio between the detections in the inactive
and active bins. At the distances under study, we observed
drifts having a sinusoidal behavior over one day, with
amplitudes up to about 10 ns (which correspond to a 0.5 K
difference in the average fiber temperature at 400 km). The
intrinsic phase stability of our interferometers exceeds
10 min. Still, an automatic feedback loop also stabilizes
the relative phase between Alice’s and Bob’s interferom-
eters using the quantum bit error rate (QBER) in the X basis
as an error signal. The temporal tracking and the phase
stabilization work in real time for distances up to 400 km.
However, at the maximal distance (421 km), given the
low detection rate, the statistical fluctuations of the error
signal become too important to stabilize in real time.
Therefore, we interrupt data acquisition after each block
of error correction (EC) (about half an hour of acquisition)
in order to perform an adjustment with a higher power of
Alice’s signal.

The detection is done with two custom-made molybde-
num silicide superconducting nanowire single-photon
detectors (SNSPDs) cooled at 0.8 K [7]. For SNSPDs,
reducing the noise of the detectors implies filtering out
black-body radiation present in the optical fiber leading to
the detector. The black-body radiation around the laser
wavelength (1550.92 nm) is eliminated using a standard
200 GHz fibered dense wavelength division multiplexer
bandpass filter cooled to 40 K. Infrared light above
1550 nm is filtered by coiling the optical fiber just before
the detector [13]. In this way, we achieve a dark count rate
(DCR) of 0.1 Hz, which is close to the intrinsic DCR of the
detectors. The maximum efficiencies of our detectors are
between 40% and 60%, depending on the detector and on the
filtering configuration. Because of the meander structure of
the SNSPDs, the detection efficiency depends on the input
polarization (the ratio between the minimum and maximum
efficiencies is about 1=2). This leads to slow variations of the
detection rate, since we adjust the polarization of the light at
the beginning of the runs but do not perform any further
adjustment during the acquisition. The system timing jitter of
the detectors is lower than 40 ps.
The model of our protocol consists of a modification

from the already proven to be secure three-state protocol
[14–16]. The difference stands in the fact that we have only
one detector in the X basis. Therefore, we do not have
access to all measurement outcomes of the standard
protocol. However, this does not affect the security of
the protocol as demonstrated in Rusca et al. [9]. Note that
the proof covers the security against collective attacks.
However, given the phase-randomization of the states sent
by Alice, the results can be extended to coherent attacks
using techniques such as Azuma’s inequality [17–19] or
De Finetti’s theorem [20,21].
The secure key bits per privacy amplification block is

given by [8]

l ≤ sZ;0 þ sZ;1ð1 − hðϕZÞÞ − λEC

− 6log2ð19=ϵsecÞ − log2ð2=ϵcorÞ; ð1Þ

where sZ;0 and sZ;1 are the lower bound on the number of
vacuum and single-photon detections in the Z basis, ϕZ is
the upper bound on the phase error rate, λEC is the total
number of bits revealed during the EC, and ϵsec ¼ 10−9 and
ϵcor ¼ 10−9 are the secrecy and correctness parameters,
respectively.
We performed key exchanges with fiber lengths between

252 and 421 km. For every distance we optimized the
following experimental parameters to maximize the SKR.
On Alice’s side, we varied the probability of choosing the
Z and X basis, the mean photon number of the two decoy
states μ1 and μ2 and their respective probabilities. On Bob’s
side, we used different detectors following a trade-off
between high efficiency and low DCR. The latter criterion
becomes increasingly important with increasing distances.
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For simplicity, Bob’s probability of choosing the Z and X
basis was kept constant to 1=2, which is a good value at
long distances to minimize the penalty due to the finite-key
analysis in both bases.
Table I summarizes the experimental settings and the

results obtained for each distance. Figure 2 shows the SKR
as a function of the distance. At shorter distances, the
QBER is mainly due to the imperfect preparation of the
states by Alice (in particular due to limited extinction ratio
of the intensity modulator). Indeed, the errors caused by the
timing jitter of the detectors should not exceed 0.1% thanks
to the small and Gaussian-shaped timing jitter of SNSPDs.
Given our detection method with a 10 GHz sampling (the
bins are 100 ps wide), a detection has to occur 150 ps away
from the central timing to generate an error. For a 40 ps
jitter, this corresponds to more than 3σ, leading to an error
probability smaller than 0.1%. (We would expect this value
to be at least one order of magnitude bigger for avalanche
photodiode single-photon detectors [6].)
The contribution of the DCR to the QBER becomes

significant only above 350 km. At this distance the

imperfect temporal tracking due to faster variation and a
lower error signal starts to contribute as well. Similarly, the
phase error rate is additionally affected by the imperfect
stabilization of the interferometers.
For 405 and 421 km, in order to keep the acquisition time

shorter than one day, we reduced the privacy amplification
block size by more than a factor of 10 compared to shorter
distances. The finite-key analysis leads therefore to lower
SKRs that are about half of the SKRs one would obtain in
the case of infinite keys.
To obtain the 421 km point, we run the system over three

periods corresponding to a total of 24.2 h of acquisition
time, including the necessary interruptions for alignment.
A total of 39 EC blocks were generated of which we kept
25 blocks with the best performance. This allowed us to
extract 22 124 secret bits, which corresponds to a SKR of
0.25 bps. Considering only the time necessary to exchange
the 25 EC blocks (12.7 h), we obtain a SKR of 0.49 bps.
To demonstrate the long-term operation capability of our

system, we run it over a continuous period of more than
24 h at a transmission distance of 302 km. The phase
stabilization and temporal alignment were performed auto-
matically by the control software. The relevant experimen-
tal results are shown in Fig. 3 as a function of time.
Fluctuations of the raw key rate (RKR) are mainly due to
polarization fluctuations of the signal arriving at Bob’s side.
Figure 2 also shows a comparison of our experimental

results with other QKD realizations. The maximal

FIG. 2. Circles denote experimental final SKR versus fiber
length. Triangles denote simulation of an idealized BB84 pro-
tocol with the same block sizes as the corresponding experi-
mental points. Squares denote results of other long-distance QKD
experiments using finite-key analysis: (1) BB84, Frölich et al.
[22]; (2) coherent one-way, Korzh et al. [23]; (3) measurement-
device-independent QKD, Yin et al. [3]. (Average fiber loss for:
(1): 0.185 dB=km; (2): 0.169 dB=km; (3): 0.168 dB=km; this
work: 0.171 dB=km.) The upper axis indicates the overall
attenuation based on a fiber loss of 0.17 dB=km.

TABLE I. Overview of experimental parameters and performance for different fiber lengths. *Data considering only the duration of
the data transmission.

Length (km) Attenuation (dB) μ1 μ2 Block size Block time (h) QBER Z (%) ϕZ (%) RKR (bps) SKR (bps)

251.7 42.7 0.49 0.18 8.2 × 106 0.20 0.5 2.2 12 × 103 4.9 × 103

302.1 51.3 0.48 0.18 8.2 × 106 1.17 0.4 3.7 1.9 × 103 0.79 × 103

354.5 60.6 0.35 0.15 6.2 × 106 14.8 0.7 1.8 117 62
404.9 69.3 0.35 0.15 4.1 × 105 6.67 1.0 4.3 17 6.5
421.1 71.9 0.30 0.13 2.0 × 105 24.2 (12.7*) 2.1 12.8 2.3 (4.5*) 0.25 (0.49*)

(a)

(b)

FIG. 3. System stability over more than 24 h for a distance of
302 km of ULL SMF. (a) RKR, SKR, and (b) corresponding
QBER in the Z basis and ϕZ as a function of time.
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transmission distance reported for a QKD system in fiber is
421 km. Moreover, our acquisition times, shorter than a day,
are still of practical utility. Finally, we achieve an improve-
ment of the SKR by 4 orders of magnitudewith respect to the
only comparable experiment over 400 km (which was using
a measurement-device-independent QKD configuration).
In order to appreciate the performance of our system

with respect to a perfect one, we simulated (for the same
distances and block sizes as our experimental points) the
SKRs of an idealized BB84 system with no DCR, 0% of
QBER, and 100% detection efficiency (represented as
triangles on Fig. 2). Most of the difference is due to the
lower detection efficiency in our experiment. Indeed, if we
took it into account, the simulated and experimental points
would almost overlap. Therefore, we can conclude that
our simplifications of the protocol (three state) and the
implementation (with only one detector in the X basis) do
not significantly affect the performance. Except for the
detection efficiency, our system is close to an ideal system.
How far could one still increase the transmission distance

of QKD? With an ideal, noiseless implementation, the
limiting factor is in the end the minimum block size needed
to still extract a secret key with good confidence. Given that
the number of detected photons decreases exponentially with
distance, the resulting, necessary exponential increase of the
accumulation time cannot be satisfactorily mitigated by an
increased pulse repetition rate. We simulate a system with
the following properties: BB84 protocol, 10 GHz repetition
rate, 100% detector efficiency, 0 Hz DCR, and ϵsec ¼ 10−9.
For this system, a constraint of 1 day of acquisition leads
to a maximal distance of around 600 km, with a SKR of
2.5 × 10−2 bps [i.e., 2.2 kb per day (block)] at 600 km.
Going significantly beyond this limit would require switch-
ing to protocols featuring a more favorable dependency of
the RKR as a function of the fiber length l, such as the
recently proposed twin-field QKD [∼ expð−l1=2Þ] [24], or a
quantum repeater [25]. However, these alternatives are of
much greater technological complexity.
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