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A B S T R A C T   

Purpose: The aim of this study was to develop radiomics–based machine learning models based on extracted 
radiomic features and clinical information to predict the risk of death within 5 years for prognosis of clear cell 
renal cell carcinoma (ccRCC) patients. 
Methods: According to image quality and clinical data availability, we eventually selected 70 ccRCC patients that 
underwent CT scans. Manual volume-of-interest (VOI) segmentation of each image was performed by an expe-
rienced radiologist using the 3D slicer software package. Prior to feature extraction, image pre-processing was 
performed on CT images to extract different image features, including wavelet, Laplacian of Gaussian, and 
resampling of the intensity values to 32, 64 and 128 bin levels. Overall, 2544 3D radiomics features were 
extracted from each VOI for each patient. Minimum Redundancy Maximum Relevance (MRMR) algorithm was 
used as feature selector. Four classification algorithms were used, including Generalized Linear Model (GLM), 
Support Vector Machine (SVM), K-nearest Neighbor (KNN) and XGBoost. We used the Bootstrap resampling 
method to create validation sets. Area under the receiver operating characteristic (ROC) curve (AUROC), ac-
curacy, sensitivity, and specificity were used to assess the performance of the classification models. 
Results: The best single performance among 8 different models was achieved by the XGBoost model using a 
combination of radiomic features and clinical information (AUROC, accuracy, sensitivity, and specificity with 
95% confidence interval were 0.95–0.98, 0.93–0.98, 0.93–0.96 and ~1.0, respectively). 
Conclusions: We developed a robust radiomics-based classifier that is capable of accurately predicting overall 
survival of RCC patients for prognosis of ccRCC patients. This signature may help identifying high-risk patients 
who require additional treatment and follow up regimens.   

1. Introduction 

Renal cell carcinoma (RCC) is the most commonly occurring type of 
kidney cancer and accounts for approximately 2% of all cancer deaths 
worldwide [1]. The 5-year survival rate for localized tumor is 93% and 
declines to 69% and 12% if it spreads to the lymph nodes and distant 
parts of body, respectively [2]. Among the different histologic subtypes, 
patients with clear cell RCC (ccRCC) proved to have a worse prognosis 
than other histological subtypes (pRCC and crRCC) [3,4]. 

Prognostication modeling could potentially be exploited for deter-
mining new and appropriate treatments for personalized medicine [5]. 
For this purpose, several prognostic models were investigated for RCC 

tumors [6]. The TNM staging system was designed to provide prognostic 
information [7,8]. To improve the predictive power of this system, the 
International Union Against Cancer (UICC) proposed a new prognostic 
model based on the TNM system that has gone through several modifi-
cations [9–12]. Another model introduced specifically for ccRCC tumors 
is the Stage, Size, Grade, and Necrosis (SSIGN) Score [13]. Nevertheless, 
their use in clinical practice is not completely satisfactory [14]. In 
addition, gene expression profiling to identify biomarkers for prognosis 
prediction is another active and appealing research area [15,16]. 
However, due to intra-tumor heterogeneity, invasive biopsy-based 
genomic analysis has poor prognostic prediction ability [17]. 

Radiomics is a multi-step process enabling to convert medical images 
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into high-dimensional and mineable structures, thus allowing a 
comprehensive analysis of whole regions of interest and correlation with 
clinical, diagnostic and prognostic information [18–20]. Standardized 
radiomics analysis includes image acquisition, reconstruction, image 
preprocessing, image processing, followed by feature extraction, selec-
tion, and classification/regression modeling [21,22]. In conventional 
radiomics studies, image preprocessing, processing and feature extrac-
tion steps can be performed using conventional image processing and 
handcrafted features extraction followed by established machine 
learning algorithms. However, in deep learning studies, these steps can 
be automatically performed using convolutional deep neural networks 
(CNNs) [22–27]. 

Radiomics analysis is widely employed in oncology [28,29], 
neurology [30–34], and cardiovascular diseases [35–39] using different 
imaging modalities, including CT, MRI, SPECT and PET [40]. 
Radiomics-based prognostic models have proved useful to predict pa-
tient prognosis for interventional procedures and therapies and for 
monitoring response to treatment in many cancer types, including he-
patocellular carcinoma [41], pituitary macroadenoma [42], prostate 
cancer [43], non-small cell lung cancer [44–47], head and neck cancer 
[48,49], breast cancer [28], and glioma [29,50,51]. 

Haider et al. [52] analyzed CT texture-based quantitative imaging 
biomarkers for survival prediction in patients with metastatic clear cell 
carcinoma using a Cox regression model to assay correlation of texture 
parameters with measured time to progression and overall survival. The 
results indicated that normalized standard deviation (SD) and entropy is 
correlated with survival. Lubner et al. [53] developed a model for 
correlating CT texture features with oncologic outcomes and reported 
that the SD, mean positive pixels, and entropy texture are significantly 
associated with ccRCC tumor prognosis. Tabibu et al. [54] developed a 
framework for survival prediction using digital histopathological images 
and deep learning algorithms for RCC patients. The results demonstrated 
that risk indexing using Lasso regularized Cox algorithm based on tumor 

shape and nuclei features provided an accurate prognostic model. The 
main aim of the current work was to develop radiomics-based machine 
learning models using the extracted features and clinical information to 
predict the risk of death within 5-years for prognosis of ccRCC patients. 

2. Materials and methods 

The flowchart of the current study protocol is shown in Fig. 1. 

2.1. Clinical studies 

Two hundred and twenty-two CT iamges of patients from the cancer 
image archive (TCIA) database [55] were enrolled in this study protocol. 
According to image quality and clinical data availability, we eventually 
selected 70 ccRCC patients that underwent CT scans. The clinicopath-
ological characteristics of the patients are listed in Table 1. 

2.2. Image acquisition 

All patients underwent a three-phase helical CT scan routinely used 
to image the kidneys consisting of an unenhanced phase (pre-contrast), a 
corticomedullary phase (40–70 s delay) and a nephrographic phase 
(100–120 s delay) after intravenous injection of 100–150 ml of iso- 
osmolar contrast material. For all patients, CT scans were performed 
with 120 kVp tube potential and 150–300 mAs tube current. Image 
reconstruction was performed using a filtered backprojection algorithm. 

2.3. Tumor segmentation 

Manual volume-of-interest (VOI) segmentation of all images was 
performed using the 3D slicer software package [56] and verified by an 
experienced radiologist. We carefully delineated optimal-sized VOIs to 
avoid partial volume effect on features calculation. 

Fig. 1. Flowchart of the current study protocol.  
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2.4. Image pre-processing and feature extraction 

We extracted radiomic features using the PyRadiomics open source 
python library [57]. Prior to feature extraction, all images were 
pre-processed with the Resize method to resample the images into an 
isotropic dataset to allow comparison between image data from different 
samples and scanners [58]. Image pre-processing was performed on 
images to extract different image features, including wavelets (with all 
possible combinations of High and Low pass frequency, with de-
compositions of HHH, HHL, HLH, HLL, LHH, LHL, LLH), Laplacian of 
Gaussian (LoG) using different sigma values to extract fine, medium, and 
coarse features, 0.5 to 5 with a step of 0.5), and resampling of the in-
tensity values to 32, 64 and 128 bin levels [59]. All image pre-processing 
was performed on the segmented volume. 

Overall, 2544 3D radiomics features were extracted from each VOI of 
each patient. The extracted features were categorized into shape and 
size (morphological feature), intensity histogram (first-order), second- 
order texture, including gray-level co-occurrence matrix (GLCM), and 
high-order texture features, including gray-level run-length matrix 
(GLRLM), gray-level size-zone matrix (GLSZM) and gray-level depen-
dence matrix (GLDM). 

2.5. Features selection 

In radiomics, a large number of quantitative features are typically 
extracted from regions-of-interest. However, not all features are 
discriminative and many are highly correlated with each other, or even 
irrelevant, which might reduce the model’s performance and maximize 
the computational cost. Selecting a subset of optimal features from the 
all extracted features is a critical step in radiomics model construction. 
In this study, we used the Minimum Redundancy Maximum Relevance 
(MRMR) algorithm. The idea of minimum redundancy is to select the 
features that have a minimal dependency with each other and maximum 
relevance as indicated by high mutual information with dependent 
variables. The motivation behind the choice of this method is its popu-
larity in the literature, computational efficiency, and potential usage by 
the medical imaging community (publicly available open source 
software). 

2.6. Classification 

We classified the patients into high- and low-risk groups based on 5- 
years follow-up [60]. The patients who died within 5-years were 
assigned to the high-risk group whereas those who were alive further 
5-years were classified in the low-risk group. In our study, four classi-
fication algorithms were used, including the Generalized Linear Model 
(GLM), Support Vector Machine (SVM), K-nearest Neighbor (KNN) and 
XGBoost algorithms. Tuning the hyperparameters of every classifier 
through an iterative grid search procedure to maximize the model’s 
performance. The Leave-one-out cross-validation (LOOCV) resampling 
technique was applied in order to tune the model parameters. 

2.7. Model validation 

Owing to the limited dataset size, we used the Bootstrap resampling 
method (iterative resampling with replacement) to create validation 
sets. In our work, the area under the receiver operating characteristic 
(ROC) curve (AUROC), accuracy, sensitivity, and specificity were used 
to assess the performance of the classification models. Feature selection, 
model building and evaluation were performed using the R program-
ming language (version 3.5.2). 

Table 2 
Area under the receiver operating characteristic (ROC) curve (AUROC), Accuracy, Sensitivity and Specificity with 95% CI for radiomics and Radiomics + Clinic for 
different image feature sets using the SVM model.  

SVM AUROC (95% CI) Accuracy (95% CI) Sensitivity (95% CI) Specificity (95% CI) 

Image Radiomics Radiomics + Clinic Radiomics Radiomics + Clinic Radiomics Radiomics + Clinic Radiomics Radiomics + Clinic 

Original image 0.68–0.73 0.80–0.83 0.75–0.78 0.77–0.79 0.19–0.23 0.18–0.23 0.97–0.98 ~1 
32_bin 0.79–0.82 0.85–0.88 0.77–0.79 0.83–0.85 0.18–0.23 0.44–0.50 ~1 0.97–0.98 
64_bin 0.75–0.79 0.83–0.86 0.72–0.74 0.79–0.81 ~0 0.29–0.34 ~1 0.97–0.98 
128_bin 0.71–0.74 0.82–0.85 0.71–0.74 0.71–0.74 ~0 ~0 ~1 ~1 
LoG_sigma.0.5 0.77–0.80 0.89–0.91 0.74–0.77 0.84–0.86 0.08–0.11 0.50–0.55 ~1 0.97–0.98 
LoG_sigma.1.0 0.66–0.71 0.83–0.86 0.71–0.73 0.81–0.83 ~0 0.38–0.44 ~1 0.97–0.98 
LoG _sigma.1.5 0.73–0.77 0.88–0.9 0.80–0.82 0.80–0.82 0.34–0.39 0.35–0.40 0.97–0.98 0.97–0.98 
LoG _sigma.2.0 0.70–0.73 0.86–0.88 0.75–0.78 0.71–0.74 0.13–0.17 ~0 ~1 ~1 
LoG _sigma.2.5 0.66–0.70 0.82–0.85 0.74–0.76 0.80–0.82 0.13–0.17 0.34–0.39 0.97–0.98 0.97–0.98 
LoG _sigma.3.0 0.65–0.69 0.75–0.78 0.71–0.73 0.77–0.79 ~0 0.23–0.28 ~1 0.97–0.98 
LoG _sigma.3.5 0.60–0.65 0.80–0.83 0.71–0.74 0.80–0.82 ~0 0.33–0.39 ~1 0.97–0.98 
LoG _sigma.4.0 0.72–0.75 0.89–0.90 0.71–0.73 0.80–0.82 ~0 0.34–0.39 ~1 0.97–0.98 
LoG _sigma.4.5 0.82–0.84 0.84–0.87 0.75–0.78 0.80–0.82 0.18–0.22 0.39–0.45 0.97–0.98 0.97–0.98 
LoG _sigma.5.0 0.82–0.84 0.80–0.83 0.75–0.78 0.71–0.74 0.13–0.17 ~0 ~1 ~1 
Wav_HHH 0.76–0.79 0.77–0.81 0.71–0.73 0.83–0.85 ~0 0.44–0.50 ~1 0.97–0.98 
Wav_HHL 0.71–0.75 0.86–0.89 0.71–0.74 0.83–0.85 ~0 0.49–0.55 ~1 0.95–0.96 
Wav_HLH 0.75–0.78 0.81–0.85 0.77–0.79 0.81–0.83 0.23–0.28 0.39–0.44 0.97–0.98 0.97–0.98 
Wav_HLL 0.72–0.76 0.86–0.89 0.76–0.78 0.80–0.82 0.29–0.34 0.38–0.44 0.93–0.95 0.95–0.96 
Wav_LHH 0.77–0.80 0.87–0.89 0.71–0.74 0.72–0.75 ~0 0.03–0.06 ~1 ~1 
Wav_LHL 0.77–0.80 0.87–0.89 0.71–0.74 0.77–0.79 ~0 0.18–0.23 ~1 ~1 
Wav_LLH 0.77–0.80 0.88–0.90 0.71–0.74 0.85–0.86 ~0 0.50–0.55 ~1 0.97–0.98 
Wav_LLL 0.71–0.75 0.78–0.81 0.71–0.74 0.72–0.75 ~0 0.04–0.06 ~1 ~1  

Table 1 
Patients’ clinicopathological characteristics.  

Characteristic Number (%) 

Patients’ status in 5-years follow up 
Alive 51 (73%) 
Dead 19 (27%) 

Patient’s stage 
Stage I 41 (59%) 
Stage II 7 (10%) 
Stage III 16 (23%) 
Stage IV 6 (8%) 

Patient’s grade 
G1 0 
G2 30 (43%) 
G3 33 (47%) 
G4 7 (10%) 

Sex 
Male 19 (27%) 
Female 51 (73%) 

Average age 60.5  
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3. Results 

The prognostic performance of 4 machine learning algorithms was 
evaluated for patient outcome prediction. Tables 2–5 show the evalu-
ated performance metrics for models constructed using radiomic fea-
tures combined with clinical data. 

Table 2 provides a detailed analysis of the SVM model using different 
image processing techniques. For the SVM model, the best results were 
observed when combining image data filtered by the wavelet and clin-
ical data (AUROC, accuracy, sensitivity, and specificity with 95% con-
fidence interval were 0.88–0.90, 0.85–0.86, 0.50–0.55 and 0.97–0.98, 
respectively). Table 3 summarizes the results achieved by the KNN 
models in different image processing methods. For the KNN model, the 
best results were observed when combining image data resampled to 32 

bins and clinical data (AUROC, accuracy, sensitivity, and specificity 
with 95% confidence interval were 0.88–0.90, 0.83–0.85, 0.44–0.49 and 
0.97–0.98, respectively). 

Table 4 presents the results achieved by the GLM model when using 
different image processing methods. For the GLM model, the best re-
sults were observed when combining image data resampled to 64 bins 
and clinical data (AUROC, accuracy, sensitivity, and specificity with 
95% confidence interval were 0.93–0.94, 0.92–0.93, 0.76–0.80, and 
0.97–0.98, respectively). Table 5 summarizes the results obtained by 
XGBoost model using different image processing methods. The best 
performance was achieved by the XGBoost model when combining 
radiomics analysis and patient’s stage and grade (AUROC, accuracy, 
sensitivity, and specificity with 95% confidence interval were 0.97, 
0.98, 0.93–0.96 and ~1, respectively). 

Table 3 
Area under the receiver operating characteristic (ROC) curve (AUROC), Accuracy, Sensitivity and Specificity with 95% CI for radiomics and Radiomics + Clinic for 
different image feature sets using the KNN model.  

KNN AUROC (95% CI) Accuracy (95% CI) Sensitivity (95% CI) Specificity (95% CI) 

Image Radiomics Radiomics + Clinic Radiomics Radiomics + Clinic Radiomics Radiomics + Clinic Radiomics Radiomics + Clinic 

Original image 0.68–0.75 0.74–0.78 0.74–0.76 0.74–0.77 0.33–0.39 0.13–0.17 0.89–0.91 0.97–0.98 
32_bin 0.86–0.88 0.88–0.90 0.80–0.82 0.83–0.85 0.44–0.50 0.44–0.49 0.93–0.94 0.97–0.98 
64_bin 0.51–0.63 0.80–0.84 0.74–0.76 0.71–0.74 0.08–0.11 0.18–0.23 ~1 0.91–0.92 
128_bin 0.64–0.72 0.79–0.81 0.75–0.78 0.77–0.79 0.23–0.28 0.28–0.34 0.95–0.96 0.95–0.96 
LoG_sigma.0.5 0.80–0.83 0.85–0.88 0.75–0.78 0.78–0.80 0.34–0.39 0.39–0.44 0.91–0.93 0.93–0.94 
LoG_sigma.1.0 0.81–0.86 0.89–0.91 0.77–0.79 0.80–0.82 0.24–0.29 0.28–0.33 0.97–0.98 ~1 
LoG _sigma.1.5 0.75–0.82 0.78–0.82 0.78–0.81 0.77–0.79 0.24–0.28 0.18–0.22 ~1 ~1 
LoG _sigma.2.0 0.67–0.74 0.89–0.91 0.75–0.78 0.80–0.82 0.13–0.18 0.29–0.34 ~1 ~1 
LoG _sigma.2.5 0.81–0.85 0.79–0.84 0.76–0.78 0.78–0.81 0.24–0.28 0.29–0.34 0.95–0.96 0.97–0.98 
LoG _sigma.3.0 0.70–0.75 0.63–0.71 0.74–0.76 0.70–0.72 0.18–0.23 0.14–0.18 0.95–0.96 0.91–0.92 
LoG _sigma.3.5 0.59–0.68 0.79–0.82 0.74–0.76 0.74–0.76 0.13–0.17 0.08–0.12 0.97–0.98 ~1 
LoG _sigma.4.0 0.85–0.87 0.84–0.88 0.77–0.80 0.80–0.82 0.29–0.34 0.29–0.34 0.95–0.96 ~1 
LoG _sigma.4.5 0.63–0.68 0.55–0.62 0.73–0.75 0.74–0.77 0.09–0.12 0.13–0.17 0.97–0.98 0.97–0.98 
LoG _sigma.5.0 0.84–0.86 0.74–0.79 0.77–0.79 0.76–0.78 0.23–0.28 0.19–0.23 0.97–0.98 0.97–0.98 
Wav_HHH 0.81–0.84 0.81–0.84 0.77–0.79 0.77–0.80 0.23–0.28 0.19–0.24 0.97–0.98 ~1 
Wav_HHL 0.65–0.71 0.83–0.85 0.75–0.78 0.75–0.78 0.13–0.17 0.13–0.17 ~1 ~1 
Wav_HLH 0.72–0.76 0.53–0.61 0.76–0.78 0.76–0.78 0.18–0.23 0.19–0.23 0.97–0.98 0.97–0.98 
Wav_HLL 0.86–0.89 0.91–0.92 0.77–0.79 0.75–0.78 0.29–0.34 0.23–0.28 0.95–0.96 0.95–0.96 
Wav_LHH 0.76–0.79 0.81–0.85 0.76–0.79 0.78–0.81 0.33–0.38 0.34–0.39 0.93–0.94 0.95–0.96 
Wav_LHL 0.83–0.85 0.82–0.85 0.76–0.78 0.77–0.79 0.29–0.34 0.28–0.33 0.93–0.94 0.95–0.96 
Wav_LLH 0.71–0.78 0.88–0.90 0.73–0.75 0.78–0.80 0.03–0.06 0.23–0.28 ~1 ~1 
Wav_LLL 0.69–0.75 0.77–0.82 0.76–0.78 0.76–0.78 0.24–0.29 0.29–0.34 0.95–0.96 0.93–0.94  

Table 4 
Area under the receiver operating characteristic (ROC) curve (AUROC), Accuracy, Sensitivity and Specificity with 95% CI for radiomics and Radiomics + Clinic for 
different image feature sets using the GLM model.  

GLM AUROC (95% CI) Accuracy (95% CI) Sensitivity (95% CI) Specificity (95% CI) 

Image Radiomics Radiomics + Clinic Radiomics Radiomics + Clinic Radiomics Radiomics + Clinic Radiomics Radiomics + Clinic 

Original image 0.77–0.81 0.85–0.88 0.79–0.81 0.81–0.83 0.34–0.39 0.44–0.50 0.95–0.96 0.95–0.96 
32_bin 0.84–0.86 0.94–0.95 0.83–0.85 0.84–0.86 0.49–0.54 0.71–0.76 0.95–0.96 0.89–0.91 
64_bin 0.78–0.81 0.93–0.94 0.83–0.85 0.92–0.93 0.49–0.55 0.76–0.80 0.95–0.96 0.97–0.98 
128_bin 0.75–0.78 0.90–0.92 0.77–0.79 0.86–0.88 0.28–0.33 0.60–0.66 0.95–0.96 0.95–0.96 
LoG_sigma.0.5 0.81–0.84 0.90–0.92 0.83–0.85 0.84–0.86 0.50–0.55 0.60–0.65 0.95–0.96 0.93–0.94 
LoG_sigma.1.0 0.75–0.78 0.92–0.94 0.80–0.82 0.84–0.86 0.45–0.50 0.61–0.66 0.93–0.94 0.93–0.94 
LoG _sigma.1.5 0.78–0.81 0.91–0.93 0.78–0.80 0.81–0.83 0.39–0.44 0.66–0.71 0.93–0.94 0.86–0.89 
LoG _sigma.2.0 0.76–0.79 0.88–0.90 0.75–0.78 0.78–0.80 0.33–0.39 0.44–0.50 0.91–0.93 0.91–0.93 
LoG _sigma.2.5 0.80–0.82 0.89–0.90 0.76–0.78 0.80–0.82 0.39–0.45 0.50–0.55 0.89–0.91 0.91–0.93 
LoG _sigma.3.0 0.74–0.77 0.84–0.86 0.77–0.79 0.80–0.82 0.29–0.34 0.39–0.45 0.95–0.96 0.95–0.96 
LoG _sigma.3.5 0.67–0.71 0.78–0.82 0.73–0.75 0.78–0.81 0.08–0.12 0.33–0.39 0.97–0.98 0.95–0.96 
LoG _sigma.4.0 0.75–0.79 0.89–0.91 0.80–0.82 0.80–0.82 0.39–0.44 0.49–0.55 0.95–0.96 0.91–0.93 
LoG _sigma.4.5 0.73–0.76 0.82–0.84 0.77–0.79 0.78–0.81 0.23–0.28 0.34–0.39 0.97–0.98 0.95–0.96 
LoG _sigma.5.0 0.79–0.82 0.84–0.86 0.81–0.83 0.83–0.85 0.44–0.49 0.49–0.55 0.95–0.96 0.95–0.96 
Wav_HHH 0.81–0.83 0.86–0.88 0.80–0.82 0.84–0.86 0.45–0.50 0.54–0.60 0.93–0.94 0.95–0.96 
Wav_HHL 0.80–0.83 0.89–0.91 0.75–0.78 0.86–0.88 0.33–0.39 0.60–0.65 0.91–0.92 0.95–0.96 
Wav_HLH 0.81–0.84 0.89–0.91 0.78–0.80 0.85–0.86 0.38–0.44 0.55–0.61 0.93–0.94 0.95–0.96 
Wav_HLL 0.77–0.80 0.88–0.90 0.78–0.80 0.83–0.85 0.38–0.44 0.55–0.60 0.93–0.94 0.93–0.94 
Wav_LHH 0.83–0.85 0.91–0.92 0.83–0.85 0.84–0.86 0.49–0.55 0.60–0.65 0.95–0.96 0.93–0.94 
Wav_LHL 0.89–0.91 0.93–0.94 0.81–0.83 0.82–0.84 0.55–0.60 0.60–0.66 0.91–0.93 0.89–0.91 
Wav_LLH 0.76–0.79 0.90–0.92 0.73–0.75 0.86–0.87 0.29–0.34 0.65–0.71 0.89–0.91 0.93–0.94 
Wav_LLL 0.76–0.79 0.85–0.87 0.81–0.83 0.83–0.85 0.33–0.38 0.55–0.61 ~1 0.93–0.94  
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Image resampling to a lower number of bins results in better model 
performance. In addition, combining imaging with clinical data (pa-
tient’s stage and grade) to create prognostic models achieve better re-
sults compared to using only imaging data (the sensitivity was 0.93–0.96 
vs 0.71–0.76). The AUROC are depicted in Fig. 2 for different classifi-
cation models. The top 5 selected features using the MRMR algorithm 
are visualized on the feature map shown in Fig. 3. 

The best single performance among the explored 8 different models 
was achieved by the XGBoost model through combining radiomic fea-
tures and patient’s stage and grade (AUROC, accuracy, sensitivity, and 
specificity with 95% confidence interval were 0.97, 0.98, 0.93–0.96 and 
~1, respectively). 

4. Discussion 

Developing a prognostic model is a key tool for individualized 
therapy of cancer patients. The TNM classification system is the most 

widely adopted prognostic model for localized RCC patients. However, 
the TNM staging system is not a a generalizable prognostic model for 
RCC patients [74], as some factors, such as age, nuclear grading, and 
tumor necrosis, are ignored [61,62]. The SSIGN score showed higher 
predictive performance than the TNM staging approach; however, these 
models are prone to errors because of inter-observer variability as the 
preponderance of the variability in outcome remains unexplained by 
these models [62,63]. 

There is an increasing interest in linking genomics data with patient 
outcomes for RCC tumors. Zhang et al. [64] assessed the utility of long 
non-coding RNA to improve prognostic prediction in ccRCC. Their re-
sults showed that the 11-lncRNA signature exhibited a better prediction 
performance for both 3- and 5-year overall survival than the TNM stage 
(AUROC of approximately 0.80 versus 0.69), which is significantly 
higher than of the current clinical indicators (TNM and SSIGN score 
system). Ha et al. [65] determined the role of TMED3 gene in RCC tu-
mors prognosis between low-stage (Stage I and II) and high-stage (Stage 
III and IV) patients in The Cancer Genome Atlas (TCGA) and The In-
ternational Cancer Genome Consortium (ICGC) cohorts. The AUROC for 
low-stage and high-stage was similar 0.56. Recently Hu et al. [66] pre-
formed a study of survival prediction for kidney RCC by combining DNA 
methylation analysis and gene expression data analysis using the LASSO 
Cox regression risk score model. In Hu et al. [66], the enrolled patients 
were divided into high- and low-risk groups, where the reported risk 
score based on the seven methylated-differentially expressed genes 
performed well in death prediction survival analysis (AUROC was 0.71 
for 5 years). Shi et al. [67] stratified samples into low- and high-risk 
groups. They showed that survival rate was markedly different be-
tween the two groups using the multivariable Cox regression model 
(AUROC was 0.819). More recently, Zeng et al. [68] developed a 
prognosis model for ccRCC patients based on a six-lncRNA-based risk 
score (using RNA sequence data) where he training and validation sets 
showed similar performance (AUROC at 5 years of 0.649 and 0.681, 
respectively). 

Previously, radiomic models were applied on different cancer types 
to provide a perspective on risk of death. Shayesteh et al. [69] developed 
a radiomics-based machine learning model for 2-year survival predic-
tion in lung cancer. They reported a sensitivity of 80% using a logistic 
regression model. Wang et al. [41] developed a model using MRI 
radiomics for 5-year survival prediction in hepatocellular carcinoma 

Table 5 
Area under the receiver operating characteristic (ROC) curve (AUROC), Accuracy, Sensitivity and Specificity with 95% CI for radiomics and Radiomics + Clinic for 
different image feature sets using the XGBoost model.  

Xgboost AUROC (95% CI) Accuracy (95% CI) Sensitivity (95% CI) Specificity (95% CI) 

Image Radiomics Radiomics + Clinic Radiomics Radiomics + Clinic Radiomics Radiomics + Clinic Radiomics Radiomics + Clinic 

Original image 0.97–0.99 0.97–0.98 0.95–0.96 0.95–0.96 0.81–0.85 0.81–0.85 ~1 ~1 
32_bin 0.96–0.97 0.96–0.99 0.95–0.97 0.96–0.97 0.78–0.80 0.87–0.91 ~1 ~1 
64_bin 0.97–0.98 0.97–0.98 0.95–0.96 0.92–0.93 0.82–0.86 071–076 ~1 ~1 
128_bin 0.97–0.99 0.96–0.98 0.93–0.95 0.94–0.98 0.77–0.81 0.93–0.95 ~1 ~1 
LoG_sigma.0.5 0.95–0.98 0.97–0.98 0.89–0.91 0.90–0.91 0.60–0.66 0.65–0.70 ~1 ~1 
LoG_sigma.1.0 0.94–0.96 0.87–0.89 0.81–0.83 0.77–0.79 0.33–0.39 0.18–0.23 ~1 ~1 
LoG _sigma.1.5 0.96–0.97 0.96–0.97 0.87–0.89 0.90–0.92 0.59–0.65 0.71–0.76 0.97–0.98 ~1 
LoG _sigma.2.0 0.95–0.98 0.96–0.97 0.90–0.92 0.95–0.98 0.71–0.76 0.93–0.96 0.97–0.98 ~1 
LoG _sigma.2.5 0.86–0.89 0.96–0.98 0.86–0.88 0.96–0.98 0.49–0.55 0.93–0.95 ~1 ~1 
LoG _sigma.3.0 0.91–0.93 0.85–0.87 0.83–0.85 0.81–0.83 0.55–0.60 0.44–0.49 0.93–0.95 0.95–0.96 
LoG _sigma.3.5 0.91–0.93 0.86–0.88 0.87–0.89 0.81–0.83 0.65–0.70 0.44–0.50 0.95–0.90 0.95–0.96 
LoG _sigma.4.0 0.83–0.85 0.83–0.85 0.81–0.84 0.81–0.83 0.34–0.39 0.34–0.39 ~1 ~1 
LoG _sigma.4.5 0.92–0.94 0.97–0.98 0.84–0.86 0.86–0.88 0.44–0.50 0.54–0.60 ~1 0.97–0.98 
LoG _sigma.5.0 0.97–0.98 0.97–0.99 0.90–0.92 0.93–0.95 0.66–0.71 0.77–0.81 ~1 ~1 
Wav_HHH 0.97–0.99 0.96–0.99 0.93–0.95 0.96–0.97 0.82–0.86 0.93–0.95 0.97–0.98 0.97–0.98 
Wav_HHL 0.82–0.85 0.95–0.96 0.81–0.83 0.89–0.90 0.38–0.44 0.65–0.71 0.97–0.98 0.97–0.98 
Wav_HLH 0.85–0.87 0.94–0.96 0.81–0.83 0.83–0.85 0.81–0.83 0.39–0.44 0.95–0.96 ~1 
Wav_HLL 0.86–0.88 0.93–0.95 0.83–0.85 0.89–0.90 0.50–0.55 0.60–0.66 0.95–0.96 ~1 
Wav_LHH 0.96–0.99 0.97–0.98 0.95–0.96 0.87–0.89 0.81–0.85 0.55–0.60 ~1 ~1 
Wav_LHL 0.94–0.96 0.96–0.99 0.80–0.82 0.96–0.97 0.29–0.34 0.87–0.91 ~1 0.96–0.97 
Wav_LLH 0.95–0.99 0.97–0.99 0.93–0.94 0.96–0.97 0.88–0.91 0.87–0.91 0.95–0.96 0.96–0.97 
Wav_LLL 0.88–0.90 0.93–0.94 0.83–0.85 0.78–0.81 0.45–0.50 0.23–0.28 0.94–0.98 ~1  

Fig. 2. Area under the ROC curve (AUC) of four different machine learning 
models (randomly selected from the bootstrap). 
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patients and reported a mean AUC of 0.980 and 0.757 in the training and 
validation sets, respectively. 

For the development of radiomics risk models, a variety of algo-
rithms were designed and are available for end-users [70,71]. However, 
it is not clear which algorithm provides optimal results [70,72]. In the 
current study, we used 4 popular classification algorithms to figure out 
which one provides the best performance on our dataset. The XGBoost 
model combining radiomic features and patient’s stage and grade 
(AUROC, accuracy, sensitivity, and specificity with 95% confidence in-
terval were 0.95–0.98, 0.97–0.98, 0.93–0.98, 0.93–0.96 and ~1.0, 
respectively) provided the best performance among all prediction 
models. In our work, the sensitivity reports how well a model can detect 
high-risk patients who are actually at high-risk. Therefore, this is a 
significant parameter for models’ evaluation. In this work, among the 
different models, only the widely used XGBoost (efficient and easy to use 
algorithm) demonstrated acceptable sensitivity whereas the other 
models resulted in disappointing sensitivity. As the different methods 
provided a sensitivity less than 0.5 and high AUC, specificity and ac-
curacy, assessing different evaluation metrics of the radiomics model is 
necessary to address the dark side of radiomics [73]. 

The current work inherently bears a number of limitations, including 
the retrospective nature of the study and the small sample size with no 
external validation data set. However, we used the bootstrap technique 
to evaluate our models to address the issue of limited sample size. Future 
studies will exploit the proposed prognostic model using a large size of 
external validation set emanating from a multicenter study. 

5. Conclusion 

In conclusion, we developed a radiomics model providing more ac-
curate prediction of overall survival in RCC patients for estimating 

prognosis in RCC patients. The XGBoost model combining radiomic 
features on images filtered by the LoG filter and clinical information 
provided the highest performance among all prediction models. 
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