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In vitro adaptive dynamics
Recent developments in high-throughput 
sequencing and analysis allow the performance 
of evolution studies at the nucleotide resolu-
tion level [1–5]. Darwin’s theory of evolution [6] 
is widely accepted within the modern scientific 
community. The Darwinian view relies on 
genetic drift and natural selection. The best-
adapted individuals within a particular envi-
ronment have a higher capacity to reproduce, 
thus leading to an over-representation of their 
genotype among the descendant population. 
Observing the ways in which evolution shapes 
species in a natural context is difficult, owing to 
the long time periods needed for natural selec-
tion [6,7]. Scientists circumvent this difficulty by 
taking advantage of the short generation times 
of bacteria, which enables the observation of 
evolution in real time under ‘laboratory condi-
tions’. Moreover, because bacteria mostly repro-
duce asexually, and have much smaller genomes, 
studies of genomic evolution are simplified.

Winner & loser populations: 
the importance of epistatic interactions
Competition between two asexual populations 
leads to the selection of the most adapted popu-
lation [8]. At the end of the evolutionary race, the 
populations with poor plasticity can disappear 
or dramatically decrease in number, becoming 
‘losers’ of the race, whereas the populations able 
to find solutions for survival dominate and repre-
sent ‘winners’. Therefore, bacteria not only vary 

in traits that determine their own fitness at a 
specific time, but also vary in their capacity to 
generate the best-adapted descendants.

A long-term evolution experiment conducted 
by Lenski provides opportunities to address and 
answer central questions of evolutionary biology 
[9]. Twelve Escherichia coli populations have been 
cultivated from a common ancestor for more 
than 20 years (over 56,000 generations). Every 
500 generations (75 days), bacterial cultures 
were frozen as a ‘fossil’ sample record [9].

In order to determine whether various changes 
in DNA provided organisms with different 
capacities for adaptation, the 500th and the 
1000th generations were characterized [8]. After 
500 generations, two genotypes of E. coli that 
differed by several mutations were identified, 
representing loser and winner genotypes. Based 
on evolutionary theory, it was predicted that 
‘eventual winners’ would be fitter than ‘even-
tual losers’, but interestingly, competitive-fitness 
measures indicated that early clones of higher fit-
ness were not those that became fixed. An addi-
tional experiment was performed to help under-
stand this phenomenon [8]. Ten isolates from a 
500th generation population were grown for 
an additional 883 generations. ‘Eventual win-
ners’, although of lower fitness early on, were 
more able to survive in the long run and had the 
most potential to evolve within the experimental 
environment [8].

The first generation of ‘losers’ acquired an 
advantageous mutation in the topA gene, which 

Bacterial genome evolution 
within a clonal population: 
from in vitro investigations to 
in vivo observations

Marie Beaume‡1, Nadezda Monina‡1, Jacques Schrenzel1 & Patrice François*1

1Genomic Research Laboratory, Infectious Diseases Service, University of Geneva Hospitals,  
Rue Gabrielle-Perret-Gentil 4, CH-1211 Geneva 14, Switzerland 
*Author for correspondence: Tel.: +41 223 729 337 n Fax: +41 223 729 830 n patrice.francois@genomic.ch 
‡Authors contributed equally 

Bacteria are faced with a diversity of environmental stresses that include high 
salt concentrations, heavy metals and pH fluctuations. Adaptation to resist such 
stresses is a complex phenomenon that involves global pathways and simultaneous 
acquisition of multiple unrelated properties. During the last 3 years, the 
development of new technologies in the field of molecular biology has led to 
numerous fundamental and quantitative in vitro and in vivo evolutionary studies 
that have improved our understanding of the principles underlying bacterial 
adaptations, and helped us develop strategies to cope with the health burden 
of bacterial virulence. In this review, the authors discuss the evolution of bacteria 
in the laboratory and in human patients.

Keywords

n bacterial adaptation 
n genome evolution 
n genome plasticity 
n metabolism n virulence 

Re
vie

w
For reprint orders, please contact: reprints@futuremedicine.com



Future Microbiol. (2013) 8(5)662 future science group

codes for a protein that helps package DNA [8]. 
However, this particular mutation prevented 
the acquisition of a beneficial mutation in 
spoT, a gene that encodes a regulator of global 
gene expression via synthesis and degradation 
of (p)ppGpp. Earlier isolates from the winner 
lineage gained a mutation that was less advanta-
geous in terms of immediate fitness in compari-
son with loser lineage; however, they eventually 
produced the most adapted descendants and 
became fixed in the population [8]. These gene 
interactions are commonly known as epistasic 
interactions. Woods et al. demonstrated that the 
difference between the evolutionary potential of 
each lineage could be explained by epistasis, and 
that there was ‘second-order selection’ during the 
evolution process [8].

The key role of epistatic interactions during 
evolution was notably highlighted in two other 
studies: one with long-term laboratory evolution 
of E. coli [10], and one with an engineered strain 
of Methylobacterium extorquens [11]. These stud-
ies showed that as beneficial mutations accumu-
late in one genome, the gain in fitness achieved 
by each mutation diminishes. This contrasted 
with the fitness gains exhibited by beneficial 
mutations when they were in separate genomes. 
Therefore, the greater the number of beneficial 
mutations present in one genome, the more 
damaging epistasis was.

Dynamics of adaptive genome 
evolution
Long-term evolution experiments enabled Barrick 
et al. to investigate the correlation between 
adaptative dynamics and genome evolution 
[2]. Fitness assays were performed and genomes 
of E. coli populations at 2000, 5000, 10,000, 
15,000, 20,000 and 40,000 generations were 
sequenced and analyzed [2]. Gains in measurable 
fitness decelerated over time, but the acqui sition 
of beneficial mutations was nearly constant for 
20,000 generations, indicating genomes were not 
evolv ing neutrally. Interestingly, the same lineage 
evolved an increased mutation rate (hyper mutable 
phenotype) after 20,000 generations, result-
ing in a substantially increased rate of genome 
evolution mostly due to the accumulation of 
neutral mutations [2]. Therefore, the complexity 
of correlation between genomic and adaptive 
evolution seems clear and requires additional 
investigation.

Cooper and Lenski showed that the E. coli iso-
lates at 20,000 generations had a 70% increase 
in fitness relative to their ancestor; however, this 
was ten-times less than the fitness gain measured 

at 5000 generations [12]. Although fitness 
increased linearly until 1000 generations and 
then plateaued, mutations accumulated linearly 
until the 20,000 generations [2]. This observa-
tion could be explained by a model of stochastic 
and constant acquisition of neutral mutations 
during evolution [13]. According to the model, 
beneficial mutations would be more commonly 
fixed during the early phase of laboratory evolu-
tion; however, over time, their fixation would 
decelerate. Furthermore, detecting beneficial 
mutations would become more difficult in later 
generations because neutral mutations, which 
had always been accumulating by drift, would 
be more numerous. However, Barrick et al. pre-
sented strong evidence that nearly all mutations 
were beneficial and therefore, the discordance 
observed between genomic and adaptive evolu-
tion cannot be explained by the accumulation 
of neutral substitutions [2].

Finally, the rate of mutation changed drastically 
between 20,000 and 40,000 generations due to 
a single base-pair insertion in the gene encoding 
the DNA repair protein MutT [2]. This evolved 
hypermutability is demonstrated by the num-
bers of mutations at 20,000 versus 40,000 gen-
erations: the 20,000th generation accumulated 
29 single- nucleotide polymorphisms (SNPs) and 
16 deletion/inversion/insertion events, whereas 
the 40,000th generation contained 627 SNPs 
and 26 deletion/inversion/insertion events, 
including numerous neutral mutations. These 
studies thus illustrate that increases in fitness 
and genome evolution are complex processes, 
even within a constant and controlled laboratory 
environment.

Parallel evolution
The parallel evolution of beneficial mutations/
phenotypes has been reported in prokaryotes 
[14], eukaryotes [15], viruses [16,17] and bacterio-
phages [18]. Stanek et al. studied the repeated 
appearance of mutations in 12 populations of 
E. coli propagated during 20,000 generations 
[19]. A beneficial adenine insertion in the pro-
tein-binding site upstream of the glmUS operon 
was found in one population [19]. The mutation 
occurred in the population between the 500th 
and 1500th generations and conferred a fitness 
increase of approximately 5% with respect to 
the ancestor. Interestingly, none of the other 
11 populations contained any modification in 
the same genomic region. Two explanations 
were proposed: clonal interference, where com-
petition among beneficial mutations of differ-
ent clones resulted in selection of only one of 
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them; and epistasis. Although mutations did 
occur during the evolution of these populations, 
additional sequencing of 36 genes in 50 isolates 
and the ancestor revealed very few mutations 
in these 36 randomly chosen gene regions from 
12 populations [20].

Cooper et al. identif ied the mechanism 
involved in the parallel phenotypic modifica-
tion associated with ribose catabolism [21]. All 
12 populations of E. coli lost d-ribose catabolic 
function after 2000 generations when grown 
in glucose-minimal medium. Molecular analy-
sis revealed an insertion sequence (IS), located 
upstream of the ribose operon (rbs) that was 
responsible for the loss of rbs functionality. A few 
years later, Crozat et al. proposed DNA topol-
ogy as a key target for selection, because of its 
influence on the overall patterns of gene expres-
sion regulation [22]. Twelve E. coli populations 
alternated between active growth and nutrient 
exhaustion, a regimen that is known to influ-
ence DNA topology. Indeed, most populations 
had a change in the level of DNA supercoiling, 
potentially owing to mutations in topA or fis, 
which encode topoisomerase I and a repressor 
of the gyrAB transcription, respectively [23]. 
While Crozart’s study was based on phenotypic 
observations [22], Woods et al. studied genetic 
parallelism within the same 20,000 generation 
populations of E. coli [24]. Statistical tests proved 
that mutations common to multiple populations 
conferred a selective advantage in a particular 
environment; therefore, natural selection led to 
parallel changes [24]. Two beneficial mutations 
appeared in the pbpA operon (involved in cell 
wall biosynthesis) within the first 2000 gen-
erations of E. coli laboratory evolution. These 
mutations led to a reduction in the cellular 
concentrations of PBP2, resulting in a spheri-
cal cell shape with increased volume. Following 
this, Cooper et al. used microarrays to compare 
two E. coli isolates. As a result of their parallel 
evolution, the transcriptomic changes observed 
in each population displayed the same pattern 
relative to their common ancestor [25]. Pelosi 
et al. extended this work using proteomics [26] 
and exceptional parallelism in protein expres-
sion profiles was detected. Impressive correlation 
between two methods allowed identification of 
parallel changes in global regulatory networks: 
ppGpp and cAMP-CRP regulons [26]. Moreover, 
the authors found the mutation in rbs and dis-
covered another common change in malT, which 
encodes a transcriptional regulator of the malt-
ose regulon [21]. Most of evolved bacteria did not 
show an increased cell size [27].

Nusbaum et al. also observed parallel evolu-
tion in Vibrio cholerae grown under high selec-
tion pressure [3]. Comparative genomics of five 
evolved rifampicin-resistant descendants with 
their antibiotic-susceptible ancestor revealed one 
difference in the rpoB gene, which encodes the 
b-subunit of RNA polymerase.

Leiberman et al. performed another parallel 
evolutionary study on 112 Burkholderia dolosa 
isolates collected from 14 patients over a period 
of 16 years [28,29]. They identified a set of genes 
that appeared to evolve in parallel in the human 
host: a glycosyltransferase gene involved in pro-
duction of O-antigen repeats, and a homolog of 
the gene encoding DNA gyrase subunit A. The 
latter had nonsynonymous mutations that con-
ferred resistance to ciprofloxacin and had arisen 
independently in several individuals, indicating 
strong positive selection [28].

Abundance of the mutator genotypes
Sniegowski et al. reported isolates that had 
undergone spontaneous mutations to the 
hypermutable phenotype, or ‘mutators’, during 
the long-term evolution (initiated in 1988) of 
E. coli in batch cultures [30]. Among the 12 pop-
ulations, three showed mutation rates 100-fold 
higher than their ancestor. Additionally, data 
from Cooper and Lenski revealed that muta-
tors emerged after 20,000 generations in four 
populations [12]. By using multicopy plasmids 
bearing the parental allele of seven genes encod-
ing DNA repair proteins, Sniegowski found that 
mutations in mutS, uvrD and mutL genes con-
ferred the mutator phenotype [30]. In addition, 
mutT was strongly supported in work carried 
our by Lenski et al., as defects in this gene were 
frequently observed within the 12 populations 
of E. coli [20]. The mutator phenotype seemed 
to be stable over generations. However, Taddei 
et al. demonstrated that the mutator genotype 
could arise from a nonmutator genetic back-
ground and could also revert back to a wild-type 
genotype [31].

Mutators appeared as the consequence of 
‘second-order selection’, as described by Taddei 
et al. [31] and could be coenriched by beneficial 
mutation selection. The selection of a specific 
mutation by particular environmental condi-
tions resulted in the conversion of 50% of the 
population to mutator genotypes. Moreover, 
three rounds of selection for particular muta-
tions were sufficient to produce a population 
with 100% of the mutator genotype [32]. Thus, 
mutations leading to the mutator genotype 
did not generally confer real advantages in a 
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particular environment; however, they spread 
by hitchhiking with the beneficial mutation to 
which they were genetically linked. Interestingly, 
Visser et al. demonstrated that the high mutation 
rate of mutators did not lead to the acceleration 
of adaptive evolution in asexual populations [33].

The prevalence of mutators is also important 
in natural populations of bacteria. LeClerc and 
coworkers found 1–2% of the population to be 
mutators in pathogenic E. coli and Salmonella 
enterica [34], and 20% of cells in Pseudomonas 
aeruginosa populations associated with cystic 
fibrosis (CF) were mutators [35]. The presence 
of these mutators in natural populations can 
be potentially related to the rapid evolution of 
antibiotic resistance.

Specific evolution to the environment: 
variation in metabolic functions
Adaptation to a particular environment also 
occurs via specific metabolic changes that may 
not be beneficial in alternative environments. 
There are two relevant mechanisms described 
in the literature: antagonistic pleiotropy corre-
sponds to a mutation that is beneficial in one 
environment, but detrimental in another; and 
mutations that accumulate by neutral drift in 
one environment, and could be advantageous 
in another [7]. Thus, bacteria have to balance 
the benefit of optimized growth in one medium 
with the cost of keeping such mutations in 
the genome. Cooper and Lenski analyzed the 
decay of unused catabolic functions among the 
12 E. coli populations in the ‘long-term experi-
ment’ [12]. Bacterial growth on 64 substrates 
was assessed using phenotypic arrays. After 
20,000 generations in minimal glucose medium, 
cells became specialized for growth in this envi-
ronment. The majority of parallel reductions in 
catabolic functions arose during the first 2000 
generations, before the emergence of any mutator 
population. Finally, this specialization appeared 
to be more consistent with antagonistic pleiot-
ropy than the accumulation of mutations [12], 
similar to the previously reported loss of d-ribose 
catabolic function [21].

In order to understand how cells adapted to 
glucose-limited medium, Travisano and Lenski 
evaluated the relative fitness of these bacterial 
populations in 11 novel environments, with 
lactose, mannose or trehalose as unique carbon 
sources [36]. The 12 populations seemed to clus-
ter in at least six physiologically distinct groups. 
Performance varied widely between tested envi-
ronments, especially in media where the bacte-
ria used different transport mechanisms than 

those that are used for growing in glucose. In the 
glucose-limited environment, bacteria evolved 
and acquired specific mechanisms to increase 
their capacity to use glucose. In media where 
the uptake mechanism differed from that used 
for glucose, fitness did not improve appreciably. 
Using 2000 E. coli generations, Travisano et al. 
explored the role of historical contingency of 
E. coli populations [37]. After 2000 generations 
in glucose-limited medium, E. coli populations 
were grown in maltose-containing medium for 
an additional 1000 generations. Immediately 
following this environmental change, most of 
the cells did not grow significantly. However, 
eventually all the populations were able to grow 
on maltose as a sole carbon source. Finally, the 
authors showed that the adaptive history of each 
population could dramatically shape future 
evolution.

The species E. coli is partly defined by its 
inability to metabolize citrate (Cit-) under toxic 
conditions. However, one of the 12 E. coli pop-
ulations in the ‘long-term experiment’ evolved 
this ability, starting from generation 31,500 
[38]. The glucose-limited medium these popula-
tions evolved in also contained an abundance of 
citrate. The authors suggested that this pheno-
type did not evolve sooner because more than 
one mutation was necessary. The Cit+ clones 
increased dramatically in population size, but 
did not eliminate the Cit- population, which 
was a superior competitor for limited glucose. 
The authors performed additional replicate 
experiments to distinguish whether evolution 
of the ability to utilize citrate required rare 
mutation(s), or was dependent on more common 
mutations occurring in a certain genetic back-
ground. Statistical analysis rejected the hypothe-
sis of a rare mutation. Indeed, three independent 
experiments showed the same tendency for the 
Cit+ acquisition. Thus, authors concluded that 
‘chance’ was not sufficient to explain this adapta-
tion and suggested that their results supported 
the hypothesis of historical contingency. In addi-
tion to the evolution of citrate catabolism, three 
other strains evolved a dependence on citrate for 
optimal growth in glucose after 50,000 genera-
tions [39]. Another laboratory evolution study by 
Dekel and Alon showed that after approximately 
250 generations, E. coli grown in an abun-
dance of lactose evolved increased expression 
of b-galactosidase, the enzyme responsible for 
lactose cleavage [40].

Bacterial resistance to viral infections or anti-
biotics could also shape the balance between 
the costs and benefits of mutations, producing 
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unique tradeoffs. Meyer et al. assessed changes in 
resistance against bacteriophage infection in E. 
coli populations that grew for 45,000 generations 
in the absence of viruses [41]. When exposed to 
three viruses, two phenotypes were observed: the 
ancestral state of partial T6* (T6 mutant with 
altered host range) resistance was lost; and resis-
tance to l evolved, despite no contact with l dur-
ing evolution. The strong parallelism between 
the six bacterial cell lines suggested that this 
evolution was not the consequence of a random 
drift. Authors suggested that resistance to the l 
virus is associated with pleiotropic effects of a 
beneficial mutation linked to a metabolic pro-
cess [41]. In addition, loss of phage T6* resistance 
strongly supports the hypothesis of phenotypic 
costs that favor the loss of resistance when not 
necessary. However, resistance to viral infection 
does not always have a fitness cost (e.g., phage 
T5 infection described by Lenski and Levin [42]).

Recently it was shown that vancomycin-
intermediate S. aureus lost its resistance capac-
ity once vancomycin pressure disappeared [43]. 
The hetero-vancomycin-resistant S. aureus 
population evolved to a vancomycin-susceptible 
population after 2 weeks of growth in a drug-
free medium. On the contrary, two different 
classes of antibiotic (vancomycin and b-lactam 
derivatives) could trigger the evolution of van-
comycin-susceptible S. aureus towards a het-
ero-vancomycin-resistant S. aureus population. 
Overall, it was shown that a small fraction of 
individuals (<10-9) in a susceptible population 
was not affected by the antimicrobial treatment 
[44], suggesting that resistant variants already 
existed and would be selected by the antibiotic 
pressure, without any de novo acquisition of 
mutations.

The evolutionary importance of rpoS expres-
sion level (global transcriptional regulator) was 
reported in several studies [45–47]. It was dem-
onstrated that strains expressing more rpoS were 
more resistant to stress but less efficient in their 
metabolic functions [48]. Conversely, bacteria 
with low rpoS expression levels displayed broad 
metabolism, but low resistance to environmental 
stresses.

Biofilms are known for their clinical rele-
vance. The formation and evolution of biofilms 
in Acinetobacter spp. and Pseudomonas putida 
was studied by Hansen et al. [49]. Mutations in 
one species led to a special adaptive interaction 
between the two species within the biofilm. 
This new association produced biofilms that 
were more stable and efficient in producing bio-
mass when compared with ancestral biofilms. 

Whereas results from the studies discussed ear-
lier suggested that the adaptation of one popu-
lation resulted in the elimination of another, 
Hansen et al. showed that bacterial coevolution 
could result in a functional gain.

In vivo evolution of bacterial genomes 
during infection

Numerous in vitro studies on bacterial evolution 
have illuminated important concepts of evolu-
tion, including the impact of selection pressure, 
random drift and bacterial aging. However, lab-
oratory evolution is limited to relatively small 
population sizes and simplified laboratory condi-
tions [50]. Therefore, whether in vitro results are 
applicable to the in vivo adaptation of bacteria to 
their hosts remains to be demonstrated.

Strategies used by bacteria to evolve in a 
particular environment & consequences
Acquisition & deletion of genomic 
elements
Mobile genetic elements
Genome plasticity facilitates the adaptation of 
pathogens in response to clinical challenges 
and plays a key role in the emergence of new 
epidemic pathogens (Figure 1). Approximately 
160 new bacterial diseases have been discovered 
during the last 70 years [51]. Some of these patho-
gens caused severe infections in environments 
that differed from the niche they were originally 
associated with. For example, Burkholderia cepa-
cia complex demonstrates a phenotypic duality: 
it provides agricultural benefits, but can also 
cause detrimental human infections [52]. For 
decades S. aureus was considered to be a noso-
comial pathogen. Currently, it is widespread in 
the community, affecting healthy people who 
have no contact with the hospital environment 
and leading to major outbreaks worldwide [53].

The main mechanisms of horizontal gene 
transfer are transformation (acquisition of free 
linear or circular DNA from the environment), 
conjugation (DNA transfer between two organ-
isms) and bacteriophage transduction. Recently, 
it was proposed to refer to all mobile genetic 
elements as the ‘mobilome’ [54].

It was reported by Ochman et al. that mobile 
genetic elements (MGEs) account for <1% 
(Mycoplasma) to approximately 12.8% (E. coli) 
of the total genome [55], while in S. aureus, it is 
approximately 20% [56]. Therefore, the amount 
of MGEs and their size varies between spe-
cies. Whole-genome comparisons of five sets of 
Helicobacter pylori strains sequentially isolated 
over 3–16 years from four chronically infected 
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patients revealed many recombinant clusters of 
polymorphisms [57]. Recombinant regions had a 
mean length of 394 bp and were nonrandomly 
distributed across chromosomal regions up to 
20 kbp. The members of the hop family exhibited 
a high recombination frequency in all isolates. 
Selection of these recombinant genomes during 
chronic infections was associated with the role 
of Hop proteins in adhesion to human gastric 
epithelium [57]. Apparently, these mechanisms 
play an important role in the genomic plasticity 
of bacteria [58,59].

The emergence of pathogens from commensal 
populations is of a great importance [60,61]. For 
instance, it was found that mecA of methicil-
lin-resistant pathogenic staphylococcal strains 
originated within the genus Staphylococcus from 
a mecA homolog identified in Staphylococcus sci-
uri, where its function was unrelated to b-lac-
tam resistance [60]. In another instance Shigella 
evolved from E. coli to become pathogenic by 
deleting the cadA gene, the key determinant 
for switching from a commensal to pathogenic 
lifestyle [61].

Insertions & deletions without involvement of 
identified horizontal transfer

Airway infections in patients with CF offer 
opportunities to study the development and 
persistence of bacterial infections. One of the 
most abundant bacteria in CF is the opportu-
nistic pathogen P. aeruginosa, which can reach 
107–109 cells/ml of airway mucus secretion [62]. 
Smith et al. performed comparative genomic 
analysis of P. aeruginosa collected from a single 
CF patient over 8 years [63]. Multilocus sequence 
typing confirmed the clonality of these isolates. 
Analysis revealed numerous loss-of-function 
mutations owing to premature translation stop 
or a shift in the reading frame, affecting viru-
lence genes and their regulators as well as genes 
coding for transport proteins and antibiotic resis-
tance determinants. Genes encoding multidrug 
efflux pumps appeared to be a common target 
for mutations in chronic infections, resulting in 
increased resistance to tobramycin, gentamicin, 
aminoglycosides and amikacin antibiotics with 
respect to the parental strain [63]. Moreover, 
phenotypic changes included alterations in 
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Figure 1. Genomic alterations during the course of an infection. (A) Illustrative example of 
genotyping by using multilocus variable-number tandem-repeat analysis showing the relatedness 
between Staphylococcus aureus isolates from the same patient [121]. The scale shows the distance 
between isolates resulting from the analysis of the band pattern. A distance <0.2 is found for related 
isolates and <0.1 for closely related isolates. (B) Scatterplot resulting from comparison of two ‘clonal’ 
isolates (using multilocus variable-number tandem-repeat analysis), by microarray. Fluorescence levels 
(arbitrary units) recorded for a pair of ‘clonal’ strains are plotted on the x- (strain A) and y-axis 
(strain B) and show a homogeneous repartition. (C) Scatterplot obtained for another pair of ‘clonal’ 
isolates showing spot distribution outside cutoff lines (in blue), suggesting acquisition (upper-left 
quadrant of the plot) and loss of genes (bottom-right quadrant). The alignment of the plots on the 
diagonal proves the presence of the corresponding genome regions in both strains. No significant 
changes are detected in (B), whereas (C) shows important evolution events.
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biofilm formation, the loss of twitching motil-
ity, a decrease in pyoverdine production and 
the modulation of serotype-specific antigenic-
ity. Selection of a population with mutations 
in, or reduced expression of, virulence factors 
ensured the long-term survival of P. aeruginosa 
by enabling cells to remain undetected by the 
immune system [63].

Asymptomatic H. pylori infections represent a 
conundrum. These infections can increase the 
risk of developing severe pathologies such as 
gastric cancer [64], but can also protect the host 
against several diseases [65,66]. In order to corre-
late pathology evolution with bacterial genome 
modifications, Oh et al. compared the genomes 
of two H. pylori isolates collected from a patient 
initially diagnosed with chronic atrophic gastri-
tis that developed into gastric adenocarcinoma 
4 years later [67]. Comparative whole-genome 
sequencing analysis of the two isolates revealed 
nine genes coding for d-alanine:d-alanine 
ligase A, metalloprotease, methionyl-tRNA for-
myltransferase, putative ribonuclease N, type I 
restriction enzyme M protein and four hypo-
thetical proteins acquired during evolution from 
chronic gastritis to cancer. Six genes were lost in 
the cancer-associated isolate; these were mostly 
genes coding for proteins implicated in DNA 
repair system (e.g., endonuclease III, uracil-DNA 
glycosylase and transcription-repair coupling fac-
tor) [67]. The loss of DNA repair genes resulted 
in an increased mutation rate, effectively helping 
the bacteria diversify and escape the host immune 
system. Moreover, a decrease in DNA repair 
probably favored the accumulation of additional 
mutations. Finally, the authors suggested that the 
genes gained via horizontal transfer probably orig-
inated from a member of the gastric microbiota. 
However, Kraft et al. found that the number of 
gene gains and losses was dwarfed by the larger 
number of genetic changes that occurred through 
homologous recombination [68].

Duplications & recombinations
Recombination between two homologous IS 
can lead to chromosomal deletions, inversions 
or translocations depending on the IS orienta-
tion. IS could also be acquired by horizontal 
transfer, and result in significant genomic rear-
rangement [69–73]. Two theories were developed to 
explain the persistence of IS elements in bacterial 
genomes: ISs are genomic parasites that increase 
in number by replicative transposition and lead 
to an increased rate of deleterious mutations by 
their genomic insertion; or IS are able to gener-
ate beneficial mutations that increase bacterial 

fitness [74]. For example, in E. coli, these beneficial 
mutations affect genes involved in cell wall syn-
thesis (pbpA encoding the penicillin-binding pro-
tein 2 and rodA) and in central metabolism (pykF 
encoding the pyruvate kinase I and rbs implicated 
in ribose utilization) [74]. It was demonstrated by 
Dhar and McKinney that transposon-mediated 
mutations led to various phenotypes and con-
tributed to adaptation of microbial populations 
to their respective environments [75].

Phage mobilization & conversion
Bacteriophages are responsible for genome 
alterations leading to functional modifications. 
Goerke et al. investigated S. aureus genome 
plasticity in chronic lung infections and healthy 
nares colonization [76]. In CF patients, S. aureus 
generates chronic lung infections requiring 
antibiotic treatment. Comparisons of S. aureus 
isolated from healthy carriers and CF patients 
revealed that genome alterations were more 
frequent in CF patients. Antibiotic exposure of 
CF patients exerted strong selection pressures 
on S. aureus and forced bacterial genomes to 
evolve. Among the altered S. aureus strains, at 
least 42% corresponded to phage mobilization 
[76]. Most alterations were due to modification of 
the b-toxin production by phage insertion and 
the rest corresponded to phage deletion.

A few years later, Boyle-Vavra et al. investi-
gated the involvement of phages in S. aureus 
resistance. Two S. aureus isolates, one suscep-
tible and one resistant to daptomycin, were col-
lected [77]. Interestingly, the hlb gene (encoding 
b-hemolysin) was disrupted by a prophage in 
the daptomycin-susceptible strain, whereas this 
gene lacked the prophage and was intact in the 
resistant isolate [77]. Evidently, phages play an 
important role in bacterial pathogenicity.

Bacteriophages acquired by horizontal transfer 
can also impart new functions to their bacterial 
hosts. For example, S. aureus gained the abil-
ity to produce Panton–Valentine leukocidin or 
enterotoxins [78,79]. It was shown that the loss of 
prophages by S. aureus strain Newman led to 
its inability to cause disease [80]. Another study 
revealed that among three S. aureus isolates col-
lected over 26 months from the airways of a CF 
patient, a subpopulation with variation in phage 
content led to a reduction of metabolic costs for 
the whole infected population [81].

Prophage and other MGEs can induce mobil-
ity of some pathogenicity islands [82] or interact 
with plasmids [83]. However, most bacteria that 
already carry a particular type of phage appear 
to be resistant to infection by other phages [84]. 
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Nubel and colleagues demonstrated the involve-
ment of phages in mechanisms promoting the 
virulence and spread of pathogenic bacteria [85].

Microevolution: the particular case of 
the SNPs
SNPs & the emergence of antibiotic resistance
To explore evolution of multidrug resistance in 
S. aureus in response to antimicrobial therapy, 
Mwangi et al. compared genome isolates from 
the bloodstream of a patient undergoing chemo-
therapy [4]. Despite treatment with vancomy-
cin and b-lactam antibiotics, the patient died 
from complicated endocarditis within 12 weeks. 
The initial vancomycin-susceptible isolate and 
the evolved vancomycin-resistant isolate dif-
fered by 35 nucleotides at 31 different loci [4]. A 
nonsynonymous mutation in the vraR operon 
may have been selected by the glycopeptide 
therapy. Surprisingly, vancomycin-resistant 
isolates became more resistant to daptomycin 
(100-fold) even though this antibiotic was not 
used in the treatment [4]. Resistance to dapto-
mycin was due to a mutation in rpoC, encoding 
the RNA polymerase b -́subunit, or in the yyc 
gene cluster, which encodes a two-component 
system response regulator identified in the cell 
wall regulon [4]. Mutational alteration of these 
global regulators and two-component systems 
(the EnvZ/OmpR two-component signal trans-
duction system in E. coli) was frequent and had 
important effects on evolution [86]. Additionally, 
comparative analysis of daptomycin-susceptible 
and -resistant isolates of S. aureus by Boyle-
Vavra and coworkers revealed a point mutation 
in the multiple peptide resistance factor, mprF, 
encoding lysyl-phosphatidylglycerol transferase, 
which prevented cell disruption by a decreased 
daptomycin interaction with the cell surface [77].

To identify mutations conferring daptomycin 
resistance, the genome of laboratory-derived 
daptomycin-resistant S. aureus was compared 
with that of its daptomycin-susceptible par-
ent. Single point mutations occurred in mprF 
(encoding lysyl-phosphatidylglycerol synthe-
tase), yycG (encoding histidine kinase), and 
rpoB and rpoC (encoding subunits of RNA 
polymerase). Sequence analysis of the same set 
of genes from clinical isolates also found an asso-
ciation between mutations in mprF and yycG 
and increased resistance to daptomycin in the 
hospital setting [87].

SNPs & pathogen invasion & persistence
Emergence of the small colony variant pheno-
type (small colony size, reduced growth rate and 

appearance of auxotrophy) in Staphylococci is 
associated with host cell invasion and persis-
tence, and antimicrobial susceptibility [88]. 
S. aureus isolates obtained from a patient with 
recurrent bacteremia demonstrated significant 
resistance to antibiotics and small colony variant 
phenotype [89]. Comparison between the paren-
tal and evolved resistant strains showed that 
four point mutations were sufficient to produce 
persistence during chronic infection and ensure 
survival to multiple antimicrobial chemothera-
pies (linezolid, rifampicin and ciprofloxacin). 
A particular substitution in relA reduced RelA 
hydrolase activity and triggered accumulation of 
the intracellular signaling molecule (p)ppGpp, 
giving rise to the bacterial stringent response. 
Additionally, the evolved strain harbored other 
mutations in rpoB and parC (encoding topoi-
somerase IV) leading to a reduction in anti-
microbial susceptibility and the promotion of 
bacterial persistence [89].

SNPs & emergence of mutator phenotypes
Each CF patient is typically infected by a P. aeru-
ginosa strain that persists throughout their life 
[90]. Cramer et al. reported genomic microevolu-
tion in the two most common clonal complexes 
(C and PA14) that were isolated from airways of 
CF patients over a period of more than 20 years 
[91]. The PA14 lineage had 15 nucleotide changes 
and a large deletion. No mutations occurred in 
clone C during the first 3 years in CF lungs, but 
959 polymorphisms were observed 15 years later 
[91]. More than 98% of these SNPs were transi-
tions. This high number of mutations was likely 
due to a mutation in the mutL gene, resulting 
in an increased mutation rate. Hypermutable 
strains seemed to be frequent in P. aerugi-
nosa, as well as in S. aureus and Haemophilus 
influenzae [92,93]. Mutations in the DNA mis-
match repair system occurred more frequently 
in bacteria isolated from patients with chronic 
diseases, compared with those with acute infec-
tions [94]. Moreover, it was shown that muta-
tors lost virulence factors, but not resistance to 
antibiotics [95].

Mutation rate & in vivo parallelism
According to the CF study by Mena et al., 
P. aeruginosa nonmutator lineages gained 
0.25 mutations/year, whereas mutator strains 
acquired more than three mutations/year of 
infection [96]. Comparing P. aeruginosa clonal 
isolates of CF airways, Yang et al. found that 
adaptation was rapid in the first 20,000 genera-
tions then reached a plateau between 50,000 and 
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200,000 generations [97]. P. aeruginosa popu-
lations were highly genetically homogeneous, 
despite the complexity and variability of their 
surrounding ecosystem [97]. However, several 
studies reported that the spread of new favor-
able alleles increased the genetic diversity. An 
experimental coevolution study between the 
nematode Caenorhabditis elegans hosting the 
pathogen Bacillus thuringiensis during 48 host 
generations revealed that, for both organisms, 
genetic diversity increased during coevolution 
[98,99]. Recently, Young et al. studied evolution-
ary dynamics of S. aureus by comparing strains 
from healthy nasal carriage with isogenic isolates 
causing fatal bloodstream infection [100]. Authors 
studied clonal S. aureus strains of a patient who 
developed disease 15 months after joining the 
study. Results revealed that the number of muta-
tions in nasally carried staphylococci increased 
slowly with 2.7 mutations/megabase/year 
[100]. This result is consistent with the rates of 
spontaneous mutations for bacterial genomes: 
0.003 mutations per genome per replication, as 
calculated by Drake et al. [101]. In conclusion, 
only eight mutations were associated with the 
progression from asymptomatic to bloodstream 
infection. Interestingly, 50% of these muta-
tions were premature stop codons causing early 
termination of translation [102].

Another question raised in several studies was 
related to the reproducibility of evolution [5,57,103]. 
An evolutionary experiment in P. aeruginosa by 
Huse et al. (39,000 generations were achieved) 
confirmed parallel evolution in CF lungs [103]. 
However, the mutation rate strongly varied 
between isolates. For example, mutation rates of 
clonal H. pylori strains isolated from four chroni-
cally infected patients from the same geographi-
cal area varied from 0.5 to 6.5 × 10-5/site/year 
[57]. Mutation rates in Mycobacterium tuber-
culosis isolates from sick macaques during 
latency and reactivated states of disease were 
2–3 × 10-10 mutations/bp/generation [5].

In conclusion, in vivo ecosystems constitute 
complex and highly dynamic environments 
composed of numerous niches. The infecting 
bacterium should rather be considered as a 
population that is not uniformly exposed to an 
identical stress, but to numerous microenviron-
ments that could trigger and select for a variety 
of adaptive responses [104].

Coevolution
Recently, the Black Queen hypothesis was pro-
posed by Morris and colleagues [105,106] based on 
the inability of the ocean-dwelling bacterium 

Prochlorococcus, which exclusively grows in the 
presence of other species, to grow in the labo-
ratory. According to this hypothesis, organ-
isms can lose essential functions when there is 
another species present to perform that function. 
Another example would be host–bacteria coevo-
lution, where bacteria encounter challenges such 
as the host immune system, accessing nutrients, 
coping with drug treatments and the competing 
with other microbiota.

After decades of asymptomatic carriage, the 
colonizing S. aureus strain can evolve to a highly 
virulent organism causing severe disease and 
even death [107]. According to Wertheim et al., 
nasal carriage of staphylococci increased the risk 
of auto-infection by a factor of three for hos-
pitalized patients; however, the mortality rate 
was higher among the noncarriers with bacte-
remia [107,108]. It was reported that more than 
80% of S. aureus strains isolated from blood 
of bacteremic patients were nearly identical to 
those in the anterior nares of the same patients 
[109], suggesting origin from nasal colonies. The 
immune response is one of the strongest evolu-
tionary forces that drives adaptation in infec-
tious bacteria. For example, evolution from acute 
to chronic P. aeruginosa infection was associated 
with a reduction of immunogenic factors such 
as secreted virulence factors, O-antigen expres-
sion and bacterial motility [62,63,110]. Along with 
the immune response, drug therapy leads to an 
important selection pressure for invading bacte-
ria. Recently, Zdziarski et al. reported that the 
host can influence bacterial genome evolution 
and, therefore, personalize its microbial flora 
[111–113]. Comparison of genomes of an asymp-
tomatic E. coli bacterium and its descendants 
after therapeutic bladder colonization was con-
sistent with adaptive evolution specific to each 
host environment [111]. Often, commensal flora 
compete with pathogens and can protect the host 
from colonization by pathogens and their associ-
ated damages [114]. However, it was also dem-
onstrated that pathogens could obtain genomic 
material from commensal cells that enabled 
colonization and persistence [115]. Moreover, 
some interactions between commensals and 
pathogens led to the synergistic enhancement 
of virulence [116]. Niche competition also occurs 
between conspecific pathogens, where ancestral 
and evolved populations compete for resources 
[45] and where horizontal gene transfers could 
arise [76]. Thus, clonal competition often results 
in expansion and persistence of epidemic clones 
[117]. Cases of interspecies pathogen interfer-
ence have been also described. An inverse 
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relationship between S. aureus and Streptococcus 
pneumoniae colonization was identified in the 
nasopharyngeal carriage [118,119]. These studies 
show that polymicrobial community dynamics 
can be an important determinant of infection. 
Additionally, bacteria themselves are a host for 
bacteriophages and need to continuously evolve 
to escape phage infection [120].

Future perspective
n	By considering the entire genome rather than 

targeted genes, whole genome sequencing will 
contribute to more in depth analyses of 
evolution inside the bacterial genome;

n	Progress and advances in metagenomic tools 
will lead to analyses of genome evolution in 
the context of the surrounding bacterial 
ecosystem;

n	Appreciating the way in which genomic 
changes affect transcriptomic and proteomic 
variations will enable estimations of global 
adaptation in particular scenarios;

n	Single cell genomics and transcriptomics will 
allow the evaluation of genomic change at the 
level of individual organisms, rather than the 
population;

n	A better understanding of pathogen genome 
evolution will come from evaluating competi-
tion and interaction between biotic and abiotic 
components of an ecosystem (e.g., the host 
immune system);

n	Despite remarkable progress in the genomics of 
bacteria, the mechanisms of virulence acquisi-
tion, whether through genome reduction or 
horizontal gene transfer remain unclear for 
many pathogens;

n	Advances in functional genomics will provide 
understanding of bacterial antibiotic resis-
tance mechanisms not limited to acquisition 
of specific resistance genes;

n	The complexity of problems posed by evolution 
is enormous and it seems clear that integrative 
approaches are required to limit pathogen bur-
den, unify cellular and molecular biology, for 
statistical analysis and for physical modeling;

n	Advances in high-throughput sequencing tech-
nologies has led to an exponentially growing 
number of sequenced bacterial genomes, pro-
viding diversity of bacterial strains within 
numerous species. However, the success will 
depend on the reliability of analysis and the 
accuracy of queries.
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Executive summary

New approaches for genome evolution studies
	n Recently developed transcriptomic, genomic and proteomic tools have helped guide our understanding of the mechanisms underlying 

bacterial adaptation in different environments. However, many important questions are still unresolved.

Microorganisms in the exploration of genome evolution & adaptation 
	n Microorganisms offer a powerful tool for testing evolutionary hypotheses in the laboratory in order to explore fundamental principles 

of evolution. In vivo studies are becoming more common as the biases associated with artificial in vitro settings become apparent.

Antibiotic selection pressures & emergence of resistance
	n Acquisition of antibiotic resistance by bacteria exacerbates major human health challenges and therefore represents a pivotal issue for 

modern society. Identifying the genetic basis of adaptation progressively allows improvement of therapies, the design of new 
preventive measures and will enable personalized treatment of resistant bacterial infections.

	n In addition, the environment is rapidly changing. The widespread use of antibiotics and antibacterial sanitizers is progressively 
contributing to the evolution of microbial communities, by selecting for resistant bacteria that can survive current conditions.
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