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Résumé

Les expériences esthétiques sont communes dans nos vies. Malgré cela, les processus
impliqués dans la génération de ces expériences ne sont pas entièrement compris. De plus, il
n’existe pas de théorie exhaustive capable de définir et d’expliquer l’expérience esthétique
dans l’art. Le défi consiste principalement à comprendre les différentes étapes du traitement
de l’information esthétique, telles que l’analyse perceptuelle, les processus cognitifs et
l’évaluation qui donnent lieu à des jugements esthétiques et émotionnels.

L’objectif de cette thèse est d’analyser l’expérience esthétique de plusieurs spectateurs.
Nous visons en particulier à détecter les moments fortement esthétiques des films, ainsi
qu’à reconnaître les émotions ressenties par les spectateurs. Les résultats de cette recherche
peuvent être utilisés pour la détection et la conception de scènes esthétiques et émotionnelles,
pour résumer des vidéos, ou encore pour faire une prédiction affective et esthétiques des
contenus visuels.

Cette thèse offre tout d’abord un parcours de l’état de l’art concernant l’expérience
esthétique dans le contexte des films cinématographiques. Les émotions "quotidiennes" et
les émotions esthétiques sont définies, et une distinction claire est établie entre les émotions
induites et celles perçues par les spectateurs. Plusieurs représentations émotionnelles et
leurs caractéristiques sont discutées. Le concept de synchronisation interpersonnelle pour la
visualisation de films en groupe est déterminé. Une revue de la littérature sur l’analyse du
contenu esthétique et affectif des vidéos est présentée. Les travaux existants sur la détection
d’émotions, ainsi que sur la détection de moments forts à partir des contenus vidéo et des
réactions des spectateurs, sont décrits et discutés. Finalement, les principales limites des
recherches existantes sont soulignées.

Les bases de données multimédia esthétiques et affectives actuellement disponibles
sont ensuite décrites en détail. La base de données LIRIS-ACCEDE créée pour étudier
l’expérience émotionnelle d’un film cinématographique est sélectionnée et étendue pour
étudier l’expérience esthétique. Différents protocoles qui permettent de collecter des anno-
tations qui décrivent l’expérience esthétique et les émotions perçues par le public durant la
visualisation d’un film sont décrits. L’analyse statistique de ces annotations est effectuée.



viii

Ce travail démontre que les moments forts d’un film sont capables d’induire un large
spectre d’émotions. L’intensité de ces émotions, décrites par un niveau d’excitation (arousal)
et d’hédonicité (valence), dépend fortement de la catégorie esthétique à laquelle appartient
le moment considéré et le genre de film. Les méthodes et les résultats sur la détection
des moments fortement esthétiques, basés sur le niveau de synchronisation entre l’activité
électrodermale (EDA) et l’accélération (ACC), sont aussi présentés. Les résultats suggèrent
que le niveau de synchronisation entre les signaux des spectateurs, que ce soit pour les signaux
ACC ou EDA, est discriminant pour la détection des moments fortement esthétiques. En
particulier, les mesures de synchronisation par paires sont les plus stables et elles permettent
d’obtenir la meilleure performance pour la détection des moments fortement esthétiques
indépendamment du genre et de la catégorie de film.

La relation entre les émotions induites et perçues par les spectateurs des films ciné-
matographique est examinée. Une incohérence dans les annotations des émotions induites et
perçues est observée. En particulier, on constate que les émotions induites et perçues des
spectateurs ne sont pas toujours positivement corrélées. Il est aussi observé que les émotions
perçues et induites sont caractérisées par des moments esthétiquement forts. Finalement,
les émotions induites sont détectées à partir des mesures EDA et ACC du spectateur, ainsi
que du contenu du film. À cette fin, nous constatons que les modèles Long Short-Term
Memory Recurrent Neural Network (LSTM-RNN) surpassent les modèles de Support Vector
Regression (SVR) et les Deep Belief Network (DBN) à cause de leur capacité à prendre
en compte les informations temporelles et à combiner hiérarchiquement les informations
mutimodales (ACC, EDA, les indices émotionnels et les caractéristiques audiovisuelles).

Ce travail montre que les moments fortement esthétiques induisent des émotions es-
thétiques, au-delà des émotions "quotidiennes". Les émotions esthétiques ressenties par
les spectateurs sont différentes suivant la catégorie des moments forts, ainsi que suivant
le genre du film. Plus particulièrement les émotions esthétiques d’un film ne peuvent pas
être décrites avec précision dans l’espace valence-arousal comme peuvent l’être les émo-
tions "quotidiennes". Nous avons trouvé quatre dimensions émotionnelles pour représenter
avec précision les émotions esthétiques. L’influence de la personnalité sur les émotions
esthétiques est évaluée car des différences dans la classification des scènes esthétiques sont
observées suivant la personnalité des participants. Finalement, on démontre que les émotions
esthétiques peuvent être prédites à partir des réactions des spectateurs (EDA et ACC).

Pour résumer, ces résultats permettent de comprendre les processus impliqués dans
l’expérience esthétique d’un film. Toutefois, la compréhension de l’expérience esthétique est
une tâche difficile en raison de sa complexité et de sa subjectivité. L’expérience esthétique est
influencée par plusieurs facteurs, tels que la personnalité, l’expérience personnelle, l’humeur,
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l’intérêt qui sont difficiles à quantifier objectivement. En conclusion, l’expérience esthétique
d’un film ne peut pas être étudiée sans prendre en compte les réactions mulimodales des
spectateurs dans des conditions naturelles, par exemple lorsqu’ils regardent un film en groupe
dans une salle de cinéma.





Abstract

Even though aesthetic experiences are common in our lives, processes involved in aesthetic
experience are not fully understood. Moreover, there is no comprehensive theory that explains
and defines the concept of aesthetic experience in art. The challenge of studies on aesthetic
experiences is to understand different stages of aesthetic information processing, such as
perceptual analysis, cognitive processes, and evaluation resulting in aesthetic judgments and
emotions.

The main goal of this thesis is to analyse film aesthetic experience evoked in spectators.
In particular, we aim to detect aesthetic highlights in movies, as well as recognize induced
emotions and aesthetic emotions elicited in spectators. The outcomes of the research on
induced emotions, aesthetic emotions, and aesthetic highlights can be used for emotional and
aesthetic scene detection, emotional and aesthetic scene design, video summarization, and
prediction of affective and aesthetic content.

In this thesis, a background review on film aesthetic experience is provided. "Everyday"
and aesthetic emotions are defined and a clear distinction between induced and perceived
emotions of movie audiences is made. Several emotion representations and the characteriza-
tion of emotion elicitation are discussed. The concept of interpersonal synchronization with
regard to watching movies together is determined. An extensive literature review on aesthetic
and affective content video analysis is also provided. Existing work on aesthetic and affect
recognition as well as highlight detection from video content and spectators’ reactions is
described and discussed. The main limitations of the existing state of the art research are
emphasized.

Currently available aesthetic and affective multimedia databases are described in details.
The continuous LIRIS-ACCEDE database that was created to study film emotional experience
in a movie theater is selected and extended to study film aesthetic experience. Protocols for
collecting annotations of aesthetic highlights in movies, perceived emotions and aesthetic
emotions felt by movie audiences are described. The statistical analysis of the annotations is
carried out.

It is shown that aesthetic highlights in movies elicit a wide range of emotions. The
amount of these emotions (a level of arousal and valence intensity) strongly depends on



xii

the aesthetic highlight category and on the movie genre. Also, methodology and results
of aesthetic highlight detection based on the level of synchronization among spectators’
electrodermal activity (EDA) and acceleration (ACC) measurements are presented. The
results suggest that the level of synchronization among spectators’ EDA and ACC signals is
discriminative for aesthetic highlight detection in the context of watching movies together.
In particular, pairwise synchronization measures are stable measures of synchronization and
achieve the best performance of aesthetic highlight detection independently of movie genre
and highlight categories.

The relationship between induced and perceived emotions of movie audiences is inves-
tigated. An inconsistency in induced and perceived emotion annotations is observed. In
particular, it is found that induced and perceived emotions of movie audiences are not always
positively correlated. Furthermore, it is observed that both perceived and induced emotions
are characterized by aesthetic highlights. Finally, induced emotions are recognized from
spectators’ EDA and ACC measurements as well as movie content. To this end we find that
Long Short-Term Memory Recurrent Neural Network (LSTM-RNN) models outperform Sup-
port Vector Regression (SVR) and Deep Belief Network (DBN) models because their ability
to take into account temporal information and hierarchically combine knowledge-inspired
affective cues with audio-visual movie content and movie audience responses.

It is shown that aesthetic highlights in movies evoke aesthetic emotions in spectators
that are beyond "everyday" emotions. Aesthetic emotions that are felt by spectators are
associated with the category of aesthetic highlights as well as the movie genre. In fact,
movie aesthetic emotions cannot be accurately described in the arousal-valence space like
"everyday" emotions. Four emotional dimensions that can accurately represent aesthetic
emotions are found. Furthermore, the influence of personality on aesthetic emotions is
assessed by noticing the differences in aesthetic scene ratings with regard to personality traits.
Also, it is shown that aesthetic emotions can be predicted based on spectators’ reactions
(EDA and ACC signals).

To summarize, these promising results allow researchers to better understand processes in-
volved in film aesthetic experience. Nevertheless, understanding of film aesthetic experience
is a challenging task due to its complexity and subjective nature. Film aesthetic experience is
influenced by several factors, such as personality, life experience, mood, and interest that are
difficult to objectively quantify. The conclusion can be made that film aesthetic experience
cannot be investigated without taking into account multimodal reactions of spectators in
naturalistic conditions, e.g., watching movies together in a movie theater.
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Chapter 1

Introduction

In this chapter, we provide an overview of aesthetic experience, emotions, emotion represen-
tations, emotion elicitation, aesthetic highlights, and interpersonal synchronization. Also,
we discuss our motivation to study film aesthetic experience. We then formulate research
questions on film aesthetic experience. Finally, we summarize the contributions of this thesis
and describe its structure.

1.1 Film aesthetic experience

Aesthetic experience is one of the most substantial but also one of the most weakly defined
concepts in art. For example, Marković [130] proposed the following definition of aesthetic
experience: "It can be defined as a special kind of relationship between a person and an
artistic object in which a particular object absorbs the person’s mind and overshadows
other surrounding objects and events". Aesthetic experience is also considered to be the
subjective part of an artistic exposure and corresponds to a feeling of being engaged with a
piece of art. An aesthetic experience is different from the everyday experiences [53, 164],
since it is supposed to be a special state of mind in which the attention of a person is focused
on an artistic object while all other common objects, events, and everyday concerns are
overshadowed.

There are several different definitions of aesthetic experience, for example, it can be
defined as an effortless mental energy flow induced by the awareness of agreement between
incoming information and our goals [48, 49]. Aesthetic experience can be associated with
the concept of peak experience that assumes attention is fully focused on a particular object.
The object is seen as separated from its everyday purpose [131]. Also, aesthetic experience
can be linked with the concept of absorption that refers to having episodes of amplified
attention [189]. In [111], aesthetic experience is defined as the perception and understanding
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Fig. 1.1 An example of an aesthetic object with ambiguous concepts: Picasso P. (1942),
Bull’s Head, seat and handlebars of a bicycle.

of creative processes occurring in art. The creative action can happen when ambiguous
concepts are assembled into a new whole object. For example, an old bicycle seat is mounted
next to handlebars to create the Bull’s Head of Pablo Picasso, as shown in Figure 1.1.

Leder et al. [121] investigated a link between aesthetics and emotions and proposed a
model of aesthetic and emotional experience of modern art. Figure 1.2 presents a model
of film aesthetic experience derived from Leder’s model. The model contains 3 stages of
aesthetic information processing: perceptual analysis, cognitive processes, and evaluation.

An art object (film, video, and clip) is the input of the model (arrow 1). To have aesthetic
experience, audiences have to pre-classify an object as art taking into account contextual
information (arrow 2). For example, the appearance of an object in an art place, such as
cinemas, theaters, galleries, and museums is likely to start aesthetic processing. At the
beginning, the piece of art is perceptually considered. Basic visual processing is mainly
involved to analyze colors, symmetry, order, and complexity independently of exposure
time [117]. Aesthetic information processing involves analysis of content and form, e.g.,
dialogues between main characters in movies and special effects in spectacular scenes.

When the knowledge of an art object is limited, the output of this process is mainly
focused on the content part, such as stories, symbolism, and metaphors. With an increase in
art knowledge, the initial representation of an artwork is shifted from the narrative part to
art-specific compositions, such as physical features and structural regularities (e.g., symmetry,
shape, and curvature). Some features (e.g., symmetry and order) of artworks are attractive
and essential because they appeal the identification process of visual stimuli [206]. As a
result, audiences are able to perceive more details.
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Aesthetic information processing of artistic objects depends on a person’s memory
regarding personal experiences, art-specific interests, personal taste, and art knowledge, e.g.,
prior knowledge of main characters’ story (arrow 3). This means that aesthetic experience is
affected by familiarity with artworks. The ability to process the style of artistic objects is a
cognitive process and strongly depends on a person’s knowledge and experience of art.

Cognitive processing of the piece of art relies on recognizing style and visual properties
while inexperienced persons often consider only content [51]. Competence in art supports
cognitive processing to reveal explicit and deep meanings, and the classification of art style
provides art-specific interpretation and ambiguity understanding [82]. Art knowledge could
reinforce self-related interpretation, such as perceptual associations with familiar objects and
discovery of regularities.

The cognition process is strongly linked with evaluation by two feedback loops (arrows
4 and 5), as shown in Figure 1.2. The outcomes of cognitive processes are continuously
evaluated. This results in the increasing level of understanding and the reduction of ambiguity.
When understanding is not successful, the information processing is redirected to the previous
stage. It is reflected by two feedback loops (arrows 4 and 5) in the model, as shown in Figure
1.2.

Besides, it was reported that aesthetic experience could influence the affective states of a
person [19]. The initial affective states of art audiences can be continuously influenced by
the outcome of affective evaluation (arrows 6, 7 and 8). Thus, the model includes the results
of all previous processing stages that could change affective states. Visual and cognitive
judgments with affective states result in aesthetic emotions and aesthetic judgments that are
the main outputs of the aesthetic experience model. Aesthetic emotions essentially depends
on aesthetic information processing, art knowledge, a subjective sphere of emotions, and
preferences. They are derived from affective states and cognitive appraisal at the evaluation
stage [58].

By contrast, aesthetic judgments mainly are the object-related cognitive part of aesthetic
information processing. Both of them are influenced by social interactions and display places
(arrow 9). For example, watching a movie together with other people in a movie theater can
influence aesthetic experience of each spectator through emotional contagion. As a result,
spectators’ physiological and behavioural reactions can be similar. Despite the fact that it
does not cover all various aspects of aesthetic experience, Leder’s model precisely describes
the basic processes involved in aesthetic experience [93]. There are a few modification of
Leder’s model in the literature, for instance, Marković’s model mainly associated aesthetic
experience with arousal [130]. This significantly limits a range of emotions related to
aesthetic experience.
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1.1.1 "Everyday" emotions

"Everyday" emotions are emotions that are mainly evoked by real life events in contrast to
aesthetic emotions that are only elicited by artistic objects. Compared to aesthetic emotions,
"everyday" emotions contain body poses, gestures, facial expressions, and other actions as
responses to emotional situations. Nevertheless, both of them are parts of aesthetic experience
according to Leder’s model [121], as shown in Figure 1.2. The number of emotion definitions
is very large [164] and it is difficult to study and review all of them. In this thesis we consider
the most consensual definition of emotions proposed by Kleinginna and Kleinginna [108]:
"Emotion is a complex set of interactions among subjective and objective factors, mediated by
neural/hormonal systems, which can (a) give rise to affective experiences such as feelings of
arousal, pleasure/displeasure; (b) generate cognitive processes such as emotionally relevant
perceptual effects, appraisals, labeling processes; (c) activate widespread physiological
adjustments to the arousing conditions; and (d) lead to behavior that is often, but not always,
expressive, goal-directed, and adaptive."

Discussion on emotions was started by philosophers in Ancient Greece. Since that
time, many different scientists have made contributions to the various models and their
assumptions. Decades of research on emotions provide three main approaches, such as the
basic emotion model [65], the component process model based on the appraisal theory [7],
and the psychological constructionist model [77].

1.1.2 Perceived vs. induced emotions

Perceived emotions correspond to the perception of affective content of artistic objects,
e.g., perceiving emotions expressed by main characters in movies while induced emotions
are evoked in audiences by this affective content. Both of them are parts of film aesthetic
experience, as shown in Figure 1.2. Many studies on movie emotions naively assume
that induced and perceived emotions of movie audiences are consistent and they are not
distinguished from each other. Research on music emotions was the first to propose the
distinction between the perceived emotions of affective content and the induced emotions
of listeners [100]. This was supported by finding that induced emotions can have more
intensive arousal and less intensive valence ratings with regard to perceived emotions. It was
empirically shown by Gabrielsson [76], that perceived emotions from music and induced
emotional responses do not have a consistent correlation. The author found that songs
perceived as happy could increase the severity of depression. Other studies showed that
perceived emotions are more objective than induced emotions [133], and annotations of
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perceived emotions have higher agreements than annotations of induced emotions [178]
because induced emotions are influenced by personal experience and preferences [151].

There has been a limited number of studies on the relationship between perceived and
induced emotions of movie audiences. Hanjalic and Xu [88] assumed positive correlations
between perceived and induced emotions of movie audiences to estimate spectators’ affective
responses. In Tan’s work [184] on movie emotions, it was hypothesized that induced
emotions are affected by perceived emotions by means of empathy. Besides, Baveye et al.
[11] considered that intended emotions of movie directors are not always consistent with
induced emotions of movie audiences. Tarvainen et al. [187] defined the main difference
between perceived and induced movie affect: the former describing properties of affective
movie content, the latter characterizing a spectator’s emotional responses to affective movie
content.

Films pass information through multiple channels to movie audiences. Spectators in-
terpret the movie content and perceive emotions expressed by actors (perceived emotions).
These induce emotions in movie audiences (induced emotions). Movie actors play emotional
scenes based on the emotional description of movie scripts (expressed emotions). When
movie directors write scripts, they intend to elicit specific emotions in movie audiences
(intended emotions), e.g., anger, fear, and joy.

1.1.3 Aesthetic emotions

Aesthetic emotions that a part of aesthetic experience are responses to artworks like films,
videos, clips, music, songs, paintings, sculptures, and jewelry, as shown in Figure 1.2. Silvia
[46, 168, 169] proposed that aesthetic appraisal could cover a wide range of emotions, such
as pleasure, pride, surprise, anger, disgust, contempt, shame, guilt, regret, embarrassment,
confusion, etc. The author considered them as aesthetic emotions due to their link with the
appraisal of an artistic narrative. Nonetheless, the author did not define the explicit criteria
which allow researchers to discriminate aesthetic and non-aesthetic emotions (e.g., What is
the difference between aesthetic pleasure and non-aesthetic pleasure?).

Frijda [75] described aesthetic emotions in a more flawless way, establishing two types
of aesthetic emotions: complementing and responding emotions. The former are "everyday"
emotions (real life emotions) that are evoked by artwork content and the latter are elicited
by the form of the artwork. Responding aesthetic emotions are considered to correspond to
humans’ fascination of art structure and style itself. Also, Cupchik [52] proposed reactive
and reflective models of aesthetic emotions based on the cognitive theories of emotions. The
reactive model corresponds to pleasure and arousal elicited by artwork content while the
reflective model describes emotions evoked by artistic narratives.
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According to Kubovy [119], aesthetic emotions are pleasures of the mind that have no
distinctive physiological and behavioural expressions unlike basic emotions. The author
considered pleasures of the mind as wide collections of emotions which are spread over
time, for instance, while watching a film or reading a book. The collections of emotions are
transformed into other emotions as a result of narrative changes. Scherer [164] distinguished
"everyday" emotions and aesthetic emotions: the former have adaptive functions that need
the appraisal of goal relevance and coping potential and the latter are not utilitarian but are
intrinsic. Aesthetic emotions are not elicited to satisfy basic needs but rather to appreciate a
work of art. Also, Scherer provided the following list of aesthetic emotions: being moved/awe,
wonder, admiration, bliss, ecstasy, fascination, harmony, rapture, and solemnity. According
to Scherer, the non-adaptive nature of aesthetic emotions does not fully exclude actions and
bodily responses, for example, moist eyes, goose pimples, and shivers. Similarly, Marković
[130] defined aesthetic emotions as special feelings of unity and engagement with artistic
objects, arguing that aesthetic emotions which are induced by the appraisal of art form
(e.g., composition and structure) are only pleasurable. Nonetheless, the author supposed
that aesthetic emotions evoked by the content of artworks may be both pleasurable and
unpleasurable.

1.1.4 Emotion representation

Various representations of emotions have been developed. They are mainly obtained from
basic emotion models, component process models, and psychological constructionist models.
Categorizations of emotions seem to be a natural approach to emotion representations. They
are originally derived from human languages in which words and expressions describe many
emotional states. Discrete representations of emotions are mainly motivated by Darwin’s
work that included a number of universal emotions [65, 164]. Darwin argued that utilitarian
emotions are essential due to their relevance to humans’ survival. Ekman [65] proposed six
basic emotions: anger, disgust, fear, happiness, sadness, and suprise based on his research on
facial expressions while Plutchik [152] defined eight primary emotions: anger, fear, sadness,
disgust, surprise, anticipation, trust, and joy. Plutchik hypothesized that the primary emotions
are biologically inspired and have evolved to reinforce the reproduction of species.

Also, Scherer proposed a list of affect categories including admiration/awe, amusement,
anger, anxiety, being touched, boredom, compassion, contempt, contentment, desperation,
disappointment, disgust, dissatisfaction, envy, fear, and feeling [164]. When the number of
emotional classes increases, some ambiguities emerge because of language and personal
differences. In addition, these categorical representations are not able to tackle the granularity
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of human emotions since emotional categories cannot cover the wide range of emotions
perceived and felt by movie audiences.

Continuous representations of emotions have been developed as well. Wundt [200]
proposed the first dimensional representation of emotions in the 1890s. Dimensional theories
of emotion propose that emotions are spanned in a 2- or 3-dimensional space. The most
well-known such space is the arousal-valence(pleasure)-dominance space originally derived
from cognitive theories [159]. The arousal scale varies from bored to exited while the valence
scale ranges from negative (unpleasant) to positive (pleasant). In addition, the dominance
scale ranges from submissive to dominant. This 3-dimensional representation was extended
by attaching the predictability dimension because it was shown that three dimensions are not
sufficient to completely represent the wide range of emotions for semantic analysis of some
languages [74]. It is worth mentioning that there is no optimal number of dimensions for
emotion representations. The number of dimensions is strictly dependent on the objectives
of the model. Besides, psychophysiological studies on emotions have shown that emotions
elicited by media stimulus can be sufficiently represented in the 2-dimensional arousal-
valence space [63]. For example, Baveye et al. [12, 125] successfully used the 2-dimensional
arousal-valence space to continuously annotate induced emotions in movie audiences over
time.

1.2 Emotion elicitation and aesthetic highlights in films

Watching short videos only evoke specific emotions in movie audiences while watching films
can reliably elicit different emotional reactions (film emotion elicitation) [155]. Nevertheless,
some emotions like anxiety are difficult to be evoked by movie stimuli. Furthermore,
individual differences and prior knowledge of the films could influence spectators’ responses
to films [85]. In addition, changes in physiology, behaviour, cognition, judgement, and
experience are loosely connected with film emotion elicitations [134]. Also, movies are
cognitively complex stimuli that could engage movie audiences with fictional reality and
different unreal characters. That is why it remains unclear whether film emotions are similar
to daily emotions or not. Other challenges of film emotion elicitation is standardization
because films are complex and different from one another in many details, e.g., numbers of
characters, colour saturation, brightness, shot length, and music in the background.

A movie highlight is a short scene that can be defined as a major or special interest to
movie audiences [204]. Formally, a highlightness measure can be defined for every moment
in a movie [182]. In this thesis, we define aesthetic highlights as scenes that are full of
affective and aesthetic content. It is worth pointing out that our definition of aesthetic
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highlights is associated with movie form and content rather than personal preferences and
feelings. However, aesthetic highlights that we define are supposed to elicit a wide range
of emotions (see Chapter 4). Personalized aesthetic highlights are beyond the scope of this
thesis.

Wiley [199] hypothesized that emotions evoked by everyday life events (called "everyday"
emotions) and emotions elicited during watching a film (called "movie emotions") are
different. The author proposed that movie audience’s attention is drawn by the film itself and
the surrounding physical environment. The latter provides the atmosphere for watching a
movie and separates movie experience from real life. Besides, emotions of movie audiences
are clear and well defined because they are stimulated by film narratives with precise
emotional descriptions. "Movie emotions" are elicited by movie dialogues, character and
theme development that are enhanced by different movie forms (e.g., technical choices,
special effects, use of the camera, lightening, and music in the background). Also, movie
scripts are written according to the certain rules and emotions are transferred to viewers
through multimodal channels. According to Wiley [199], humans have a thirst to frequently
feel emotions. It can be justified by needs to forget about "everyday" problems. Movie
experience is desired because it is quite intense and contains many emotions in comparison
with daily life.

Marković [130] proposed that aesthetic emotions, such as admiration, delight, rapture,
awe, and so on are induced by an exceptional relationship with artistic objects. In particular,
aesthetic emotions are elicited by the appraisal of artistic objects’ form and content. The
former corresponds to the evaluation of symbolic structure and regularities, e.g., the length
of movie scenes, first-person shots, and the saturation of colours. The latter assesses the
content of artwork, e.g., movie story development, movie dialogues, and tensions among
main characters.

An important concern for research on emotions is how humans’ emotional states can
be validated since we can only suppose that the particular range of emotions is evoked
by specific stimuli. To assess emotional experience (evoked emotions), we can measure
physiological and behavioural reactions supported by self-reports of feelings. Studies on
affect show that recordings of peripheral physiological and behavioural changes, and affective
reports are associated with emotional experience [84, 129]. In addition, a factor analysis was
used to discover a relationship between physiological changes and emotional responses [54].
Affective ratings, brain activities, corrugator responses, heart rate, and skin conductance
responses were analyzed. Two factors that respectively explained 40% and 31% of data
variance were found. Electroencephalography signals, skin conductance response signals,
and arousal assessments were strongly associated with the first latent variable (emotional



10 Introduction

arousal). Corrugator, heart rate, and valence ratings were connected with the second latent
variable (emotional valence).

It is important to notice that emotions can result in action tendencies and behevioural
adaptation for social interactions. Emotions can influence life goals and plans and effect
changes in the motor control of communication channels, e.g., different facial expressions
[164]. It was shown that the feelings of happiness, sadness, anger, and anxiety led to changes
in physiology, behaviour, cognition, judgement, and experience [122]. This means that
information on humans’ emotional states is passed through multimodal channels.

1.3 Interpersonal synchronization

Interpersonal synchrony can be considered as individuals’ temporal coordination during
social interactions. For example, spectators’ physiological and behavioural reactions can be
synchronized while watching movies together in a movie theater. A large number of terms,
such as mimicry, social resonance, co-ordination, synchrony, synchronization, attunement,
and chameleon effect have been used in the literature [59]. All of them describe the inter-
dependencies between behaviours of dyads, partners, and couples. Also, turn-taking and
mutual attention are strongly connected with synchrony.

Research on synchrony is related to the study of communicative interaction and language.
In terms of dialog theories, a conversation is a joint activity that requires coordination at two
levels: content and process [40]. The former includes that conversation partners co-ordinate
what is said and attempt to reach common understanding while the latter covers prediction of
beginnings and endings of conversations based on syntax, morphology, and intonation [40].
We here recall one out of several synchrony definitions that is defined as a dynamic process.
Delaherche et al. [59] proposed the following definition: "Synchrony is the dynamic and
reciprocal adaptation of the temporal structure of behaviors between interactive partners.
Unlike mirroring or mimicry, synchrony is dynamic in the sense that the important element is
the timing, rather than the nature of the behaviors". This co-regulation of behaviours has
been investigated in terms of social, physiological, and developmental components [39, 136].
Besides synchrony among individuals’ behaviours, co-regulation of physiological responses
has been examined with regard to patient-therapist, infant-parent, couple therapy, and couple
interaction [31, 70, 102, 162].

Also, the presence of this physiological linkage regarding the nature of interactions and
individual characteristics has been extensively discussed [194]. Many studies have observed
physiological synchrony between romantic couples as part of analysis of the interplay of part-
ners’ mood and emotions [71, 91, 123, 127]. A lot of importance is attached to physiological
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synchrony since it allows researchers to study how individuals’ behaviour can influence other
individuals’ health and well-being [162, 193, 194]. This suggests that we can study different
social interactions by means of measures that assess levels of interpersonal synchrony. Thus,
the development of physiological and behavioural synchronization measures is critically
important for advancing these studies.

1.4 Motivation

Our motivation to study film aesthetic experience is twofold. From the point of view of
research on art, an investigation of an inner affective state of a person exposed to an artistic
object can provide insight into the understanding of humans’ engagement with art: some
features of artistic objects that affect aesthetic experience and human emotions can be
identified to explain why people are attracted by art. Physiological and behavioural changes
of individuals that are evoked by being exposed to art can be investigated.

From an application perspective, emotional and aesthetic scene detection, emotional
and aesthetic scene design, and video summarization and movie recommendation systems
require the prediction of affective and aesthetic content. There has already been a large
number of existing applications including: personalized content recommendation [24], video
indexing [207], efficient movie visualization and browsing [208], movie summarization [103],
personalized soundtrack recommendation [166], and optimization of advertising content
[202] that involve affective content analysis.

1.5 Research questions

In this thesis, we aim at addressing several research questions related to film aesthetic experi-
ence. In particular, we investigate definition of aesthetic highlights in movies, the consistency
of induced and perceived emotions of movie audiences as well as the dependencies between
"everyday" emotions and aesthetic emotions felt by movie audiences. These lead us to the
following research questions, also indicated in Figure 1.2:

1. Do aesthetic highlights elicit emotions in movie audiences? (RQ1)

2. Can the level of synchronization among spectators’ reactions be used to detect the
different categories of aesthetic highlights? (RQ2)

• If it is possible, which synchronization measures are the most reliable to efficiently
detect aesthetic highlights?
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3. Are perceived emotions of the movie content and induced emotions in movie audience
always consistent? (RQ3)

4. How can we improve recognition performance of induced emotions in movie audience?
(RQ4)

• Are there other features beyond the audio-visual movie content that can contribute
to induced emotion recognition?

• Are perceived emotions discriminative for induced emotion recognition?

• Do recognition models benefit from including temporal information and multi-
modal signals?

5. Is there a direct relationship between "everyday" emotions and aesthetic emotions?
(RQ5)

• Is an arousal-valence space sufficient to accurately represent aesthetic emotions?

6. Are there dependencies among aesthetic highlights, aesthetic emotions, personality,
and physiological and behavioural reactions? (RQ6)

• Do aesthetic highlights elicit aesthetic emotions beyond "everyday" emotions?

• Does personality influence aesthetic preferences?

• Is it possible to predict aesthetic emotions from physiological and behavioural
responses of spectators?

1.6 Contributions

The contributions and achievements of this work can be summarized, as follows:

• We show that aesthetic highlights evoke a wide range of emotions in movie audiences,
studying the direct link between emotional dimensions (arousal-valence space) and
aesthetic highlights (RQ1).

• We investigate several approaches to synchronization estimation to measure the amount
of synchronization among multiple spectators’ reactions and detect aesthetic highlights
in movies (RQ2).

• We create one of the largest annotation database of aesthetic emotions and highlights
which will help researchers to study movie audiences’ responses to aesthetic content.
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This database consists of the annotations of 30 full-length movies derived from 9 movie
genres: action, adventure, animation, comedy, documentary, drama, horror, romance,
and thriller (RQ1, RQ2, RQ5, RQ6).

• We carry out the first analysis of the relationship between perceived and induced
emotions of movie audiences. We then use movie audiences’ perceived emotions to
predict their induced emotions (RQ3, RQ4).

• We are the first to quantitatively analyze the differences between "everyday" and
aesthetic emotions of movie audiences (RQ5).

• We are the first to establish the link between aesthetic highlights and aesthetic emotions
(RQ6).

• We find the effect of personality on aesthetic preferences (RQ6).

These contributions and achievements have been published in journal and conference papers
[112, 113, 115, 139–142, 192]. This research was carried out in collaboration with Theodoros
Kostoulas1, Patrizia Lombardo2 and Leimin Tian3.

1.7 Thesis structure

Chapter 2 presents the state of the art in affect and aesthetic content analysis as well as in
highlight detection in videos and movies. The limitations of existing research are discussed.
Chapter 3 describes the current existing affective video databases with their limitations.
Also, it introduces the new databases created to overcome these limitations and facilitate
research on film aesthetic experience.
Chapter 4 describes a novel approach to detection of aesthetic highlights in movies based
on synchronization of spectators’ physiological and behavioural reactions.
Chapter 5 addresses recognition of induced emotions from multimodal signals, including
movie content and movie audience reactions.
Chapter 6 describes a novel approach to aesthetic emotion recognition from spectators’
physiological and behavioural signals.
Chapter 7 summarizes the contributions and accomplishments of this thesis and discusses
future research directions.

1TK is now a lecturer at the Faculty of Science and Technology at the Bournemouth University, United
Kingdom.

2PL is now an emeritus professor at the Department of French at the University of Geneva, Switzerland.
3LT is now a research fellow at the Caulfield School of Information Technology at the Monash University,

Australia.





Chapter 2

State of the art in aesthetics and affect
recognition

Aesthetic and affective video content analysis aims at automatically recognizing a wide range
of spectators’ emotions. These emotions are the main outcomes of aesthetic experience (see
Section 1.1) evoked by watching multimedia: movies, videos, clips, and so on. Aesthetic
and affective video content analysis is different from video emotion recognition that focuses
on the automatic estimation of emotions expressed by actors in video recordings. Research
on aesthetic and affective video content can be categorized by modalities that are processed:
video content [2, 12, 88, 94, 101, 128, 172–174, 181, 187, 197, 201, 207], and spectators’
physiological and behavioural reactions [28, 29, 72, 78, 98, 110, 118, 125, 143, 156, 171,
176, 177].

In addition to aesthetic and affective video content analysis, we can distinguish highlight
detection in multimedia based on its content [32, 66, 67, 80, 81, 124, 145, 146, 167, 182,
196, 204, 205] and spectators’ physiological and behavioural reactions [35, 73]. The main
goal of highlight detection is to determine multimedia scenes that are relevant to spectators.
In particular, highlight detection from spectators’ reactions tends to discover patterns in
their physiological and behavioural signals that can be used to determine the occurrences of
highlights in multimedia.

It is observed that there is convergence of the results of research on aesthetic and affective
video content analysis as well as highlight detection that process different modalities, such
as audio-visual content, spectators’ physiological signals and behavioural actions (e.g.,
facial expressions). It is shown that fusion of multimodal signals is required to improve
performance of emotion recognition [99] and highlight detection [66]. However, not all
modalities contain the same amount of discriminative information on spectators’ emotions
[171] and movie highlights [35]. For example, movie audiences’ reactions are characterized
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by different dynamics in comparison to movie content features. For this reason, there is
a need to study different strategies of multimodal fusion that allow different multimodal
features to be incorporated at different levels of models.

Most of reseachers have focused on recognizing emotions that are acted or are evoked by
controlled stimuli (e.g., short videos, and movie excerpts instead of full-length movies) in
laboratory conditions [35, 99]. Thus, their proposed methods and recognition models cannot
be directly used to predict naturalistic emotions in real conditions. Some studies attempted
to assess emotional states in naturalistic and ecological situations, for example, detection of
highlights in movies projected in a movie theatre based the analysis of spectators’ physiolog-
ical signals [73] or emotion assessment of movie audiences from their physiological signals
[125]. As a result, a performance drop of emotion recognition is observed in comparison with
acted emotion recognition. This suggests that natural emotions are subtle and complex. For
example, more than one emotion can be felt at the same time while watching movies. Also,
some movie scenes have to first be situated in the context of the movie (story development) to
be understood by movie audiences. Moreover, many studies, except [187], do not distinguish
between induced emotions in movie audiences and perceived emotions from movie content,
assuming that they are always consistent. This assumption could be invalid for full-length
movies because movie context can cause discrepancies between what spectators feel and
perceive. Furthermore, the influence of aesthetic movie features on spectators’ reactions is
largely overlooked. Besides, physiological and behavioural measurements are contaminated
with noise and artifacts. These data often are incomplete due to sensor device failures during
data collection.

A drop performance of emotion recognition is also observed when individual-dependent
and individual-independent models are trained on physiological signals [4]. Thus, differences
between individuals’ reactions influence training and decrease the performance of models.
Overall, there is a lack of recognition and detection models that are able to overcome these
limitations and preserve performance independently of acted/natural emotion recognition as
well as processing different individuals’ reactions.

2.1 Aesthetic and affect recognition based on video content

Aesthetic experience is evoked in spectators by the form and content of multimedia, such as
special effects, usage of cameras, music in the background as well as theme and character
development (see Section 1.1). One of possible approaches to aesthetic and affect recognition
aims to build computational models that are able to associate audio and visual patterns in
video stimuli with various emotions of spectators.
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Hanjalic et al. [88] were the first to propose affective video content analysis by contin-
uously projecting video features into the arousal-valence space. They selected low-level
audio-video features, such as motion intensity, shots lengths, loudness, and speech rate to
characterize affective content that could elicit emotions in spectators. After mapping the low-
level audio-video features to the arousal-valence space, they obtained arousal-valence curves.
Nevertheless, they only provided a qualitative evaluation of the model. In particular, they
found the smooth transitions from one arousal and valence level to another for consecutive
scenes.

Table 2.1 presents a list of selected previous studies that are relevant to emotion assess-
ment from video content features. Unfortunately, it is difficult to compare these studies
because they are different from each other regarding: the type of stimuli, recognition models,
outputs of the models, ground truth collection, and performance measured by various metrics.
Each of the selected previous work is detailed with respect to these five criteria in Table 2.1.

Over the last years, affective content analysis has mainly focused on emotions evoked
by movie scenes, movie excerpts, short videos, and music clips. Each scene was considered
separately regardless of movie context. Contextual dependencies between consecutive scenes
were not taken into account. Only a few studies [12, 174] analyzed affective content of
full-length movies that could elicit more suble and complex emotions over time than video
excerpts. Moreover, almost all these studies assumed that felt emotions and perceived
emotions of spectators were the same or highly positively correlated, except for Tarvainen’s
work [187] in which there was a clear distinction between them.

A wide range of machine learning models have been used to predict emotions evoked by
affective content. Classifiers, such as Hidden Markov Model (HMM) [101, 128, 181, 201],
Support Vector Machine (SVM) [2], Naive Bayes (NB) [174], Latent Topic Driving Model
(LTDM) [94] were applied to different audio and visual features of video content for emotion
classification. To predict continuous ratings of evoked emotions, e.g., in the arousal-valence
space, regression models, such as Relevance Vector Machine (RVM) [172], [173], Support
Vector Regression (SVR) [12, 207], Linear Regression (LP) [187], and Extreme Learning
Machine (ELM) [187] were used. In addition to model selection, it is important to find
audio-visual features that are always correlated with affective states of spectators. Various
sets of audio and visual features were extracted to describe affective content. For example,
Kang [101] extracted low-level visual features: color, motion, and shot cut rate to characterize
movie scenes. Also, Convolutional Neural Networks (CNNs) were used to learn a mid-level
representation of low-level audio-visual features [2]. At the level of video segments, one
CNN was fed by Mel Frequency Cepstral Coefficients (MFCC) features of audio while the
other CNN used color channels as low-level visual features. It is worth mentioning that
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Baveye et al. [12] used deep transfer learning techniques to extract high-level features. Deep
learning models that were pre-trained on images were applied to movie frames to generate
abstract features of affective movie content. The transfer learning techniques could improve
the performance of emotion recognition when large datasets with emotional annotations were
not available.

Several emotion representations that were discussed in Section 1.2 have been used for
affective content analysis. On the one hand, Kang [101] classified movie scenes into 3
emotional categories: fear, sadness, and joy, but on the other hand, Baveye et al. [12]
recognized continuous arousal and valence ratings of movie audiences that were annotated at
the frame level.

To evaluate a computational model that is able to associate video content with spectators’
affective states, it is necessary to collect emotional ground truth, e.g., emotions that are felt
by movie audiences. Generally, finding the emotional ground truth is a difficult task and
requires many annotations. As as shown in Table 2.1, a number of annotators varies from one
study to another. The largest amount of annotators (more than 70 annotators) were involved
in studies on movie affect and aesthetics [187].

Performance metrics of emotion recognition models are selected based on a representation
of emotions that evoked by affective content. Generally, average values of metrics are reported
when cross-validation is run. When discrete categories are assigned to emotional states,
emotion recognition is considered as a classification problem. This is why, a wide range
of performance measures can be used. It is important to mention that some emotions are
less frequently elicited than others. Thus, distributions of emotional classes are skewed.
This class imbalance should be taken into account by selecting appropriate performance
metrics, such as average recall, precision, and F1 score calculated for each class [181]. When
emotions are rated in a continuous dimension space, the Pearson’s Correlation Coefficient
(CC) and the Mean Square Error (MSE) are most common performance measures. For
example, Baveye et al. [12] reported CC and MSE values to evaluate the performance of
movie emotion recognition.

As we can see in Table 2.1, the results of discrete and continuous emotion recognition
varies from one study to another. These differences in performance can be explained by the
fact that diverse machine learning models with different audio-visual features were applied
to emotion recognition. Moreover, each study had their own cross validation settings and
different performance metrics. Thus, fairly comparisons of recognition models could not be
made.
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2.2 Aesthetics and affect recognition based on spectators’
reactions

Aesthetic experience influences emotions, and physiology and behaviour of individuals. That
is why another approach to aesthetic and affect recognition attempts to find computational
models that are able to connect changes in physiology and behaviour of spectators with their
emotional states. This can be achieved by means of several models fed by multimodal signals.
A list of relevant work on emotion recognition from physiological and behavioural signals is
summarized in Table 2.2.

It is difficult to make comparisons between these studies since they vary regarding
several criteria: the type of stimuli, recognition models and multimodal signals, outputs
of the models, ground truth collection, performance metrics, and results. Soleymani et al.
[172, 173] demonstrated that individuals’ physiological reactions were as discriminative as
video content to predict individuals’ emotions evoked by video stimuli.

A high number of participants in studies make the results more significant. For example,
Kroupi et al. [118] involve 32 participants to study the emotional experience of multimedia
content. The authors were interested in phase-amplitude coupling between signals generated
by the peripheral nervous system and the central nervous system. In particular, electrodermal
activity (EDA) and electroencephalogram (EEG) were recorded when subjects were watching
music clips. The authors measured coupling between these signals by means of phase-
amplitude synchronization algorithm (PAS alg.). An analysis of the results suggested that
synchronization between EEG and EDA signals increased with high arousal music clips as
well as with high and low valence music clips in comparison with neutral ones.

Different types of stimuli, such as images, video clips, music videos, movie excerpts, and
movies can be selected to elicit emotions. For example, Chanel et al. [29] used 100 images to
elicit emotions while Nicolaou et al. [143] displayed 134 video segments to evoke emotional
experience. Also, Li et al. [125] projected 30 movies a movie theatre to better understand
movie emotional experience where spectators could share their emotions with each other. In
addition, Koelstra et al. [110] used 20 music videos to investigate music emotions and music
preferences.
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Various machine learning classifiers, such as NB [29, 78], Fisher Discriminant Analysis
(FDA) [29], SVM [110, 171, 176, 177], and Gaussian Process (GP) [72] have been used to
determine classes of emotions. For example, NB and FDA classifiers were fed by wavelet
based features extracted from peripheral signals and 6 EEG frequency bands to assess induced
emotions [29]. Multiple physiological signals of individuals, including EEG, EDA, blood
pressure (BP), heart rate (HR), respiration (Res), and temperature (Temp) were recorded to
detect classes of self-reported arousal. Emotion classification performance was measured
by accuracy and it was strongly participant-dependent. This suggests that building emotion
recognition models that are robust to inter/intra-participant variability of physiological and
behavioural responses is a very challenging task.

To predict continuous ratings of emotions, a wide range of regression models, such as
Long Short-Term Memory Recurrent Neural Network (LSTM-RNN) [156, 171], Bidirec-
tional Long Short-Term Memory Recurrent Neural Network (BLSTM-RNN) [143], Continu-
ous Conditional Random Field (CCRF) [171], SVR [143, 171], and Multilinear Regression
(MLR) [171] were applied to individuals’ multimodal responses. Only CCRF, LSTM-RNN,
and BLSTM-RNN models are able to include temporal information on physiological and
behavioural reactions to recognize emotional states. Both of the RNN models can learn
long-term dependencies between signals, e.g., a relationship between emotional reactions
and patterns in EDA while CCRF models can only capture consecutive emotional states due
to their sequential structure.

Soleymani et al. [171] used LSTM-RNN, CCRF, SVR and, MLR models for continuous
emotion detection. These models were fed by power spectral densities (PSDs) of EEG
signals and landmark point based features of facial expressions (FEs). The authors found
that LSTM-RNN and CCRF models performed emotion recognition at the same level and
FEs had more discriminative power for emotion recognition than EEG signals.

Ringeval et al.[156] investigated the relevance of integrating contextual information in
machine learning models. To predict arousal and valence annotations of several raters from
audio, video, electrocardiogram (ECG), and EDA recorded during spontaneous interactions,
LSTM-RNN models were used. Low-level descriptors (LLD) were extracted from each
modality with various window sizes to test different model architectures. The authors showed
that LSTM-RNN models could capture the dependencies among emotional ratings, audio
features, and video features. Also, the authors discovered that decision-level fusion led
to higher performance than feature level fusion. This suggests that all modalities do not
have the same discriminative power for emotion recognition. Nevertheless, the authors did
not consider hierarchical fusion of multiple modalities since audio-video and physiological
signals have different dynamics of changes and noise levels.
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Nicolaou et al. [143] proposed to predict spontaneous affect from FEs, shoulder gestures
(SGs), and audio cues. Emotions in the arousal-valence space were recognized by BLSTM-
RNN, and SVR models fed by Mel-frequency Cepstrum Coefficients (MFCC), prosody
and pitch features of audio as well facial and shoulder motion (FSM) features. BLSTM-
RNN models outperformed SVR models due to their ability to take into account temporal
information.

Several modalities can be measured to assess emotional states of individuals. Generally,
physiological and behavioural responses of individuals can be distinguished. Furthermore,
physiological signals can be split into signals generated by the peripheral nervous system,
e.g., EDA and the central nervous system, e.g., EEG signals.

Soleymani et al. [177] proposed emotional tagging for video clips using EEG signals,
and eye gaze data (EGD) of viewers. PSD based features were extracted from EEG signals
and other features were obtained from EGD. SVM models classified videos into 3 classes of
arousal and valence applying modality fusion at the feature and decision level. The multi-
modal system achieved the best classification accuracy of 69% and 76% for 3 valence and
arousal classes, respectively. The promising results suggest that the fusion of physiological
and behavioural signals can be beneficial for emotion recognition.

Koelstra et al. [110] recognized emotions induced by music videos from electroen-
cephalography (EEG) signals and peripheral physiological signals. SVM models were fed
by PSD or common spatial pattern (CSP) features of EEG signals as well as statistical
features of EDA, Res, Temp, ECG, blood volume pulse (BVP), electromyogram (EMG), and
electrooculogram (EOG) to classify music videos into 2 arousal, 2 valence and like-dislike
classes. The authors showed that peripheral physiological signals were more discriminative
than EEG signals for music emotion recognition.

Ghaemmaghami et al. [78] proposed an approach for classification of movie clips into four
movie genres, such as comedy, romantic, drama, and horror using magnetoencephalography
(MEG). MEG features were extracted by means of spectral power analysis on theta, alpha,
beta, and gamma frequency bands to feed NB classifiers. The authors showed that there
was a correlation between brain activity in the visual and temporal lobes and audio-visual
movie features. Unfortunately, the proposed system requires recording brain activity in a
magnetically shielded room with controlled illumination. That is why it cannot be used in
real conditions.

Soleymani et al. [176] showed how a reduced set of EEG channels could be used
for multimedia implicit tagging with a slight drop of performance. SVM classifiers with
a Radial Basis Function (RBF) kernel were fed by PSD based features for arousal and
valence classification. Then, the authors proposed to aggregate multiple subjects’ responses
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to improve tagging accuracy by means of averaging features over all participants. These
promising results encourage to study another aggregation approach that could take into
account multiple individuals’ reactions to multimedia.

Other studies attempted to assess emotions by means of peripheral physiological signals
only. For example, Li et at. [125] introduced a weighted mean galvanic skin response profile
(WMGSRP) of spectators to study temporal dependencies between induced arousal and
peaks of EDA. This was an initial attempt to aggregate physiological responses of multiple
individuals. The authors found an overall CC of 0.26 and a Spearman’s Rank Correlation
Coefficient (SRCC) of 0.34 between these two signals. Nevertheless, the sensitivity of the
WMGSRP to the threshold selection could bias the results. Values of the threshold varied
from one movie to another. Moreover, the WMGSRP is only applicable to EDA due to
assumption on the existence of specific signal components.

Fleureau et al. [72] proposed a real time affect detection system from peripheral signals
of individuals. The detector classified each video events into positive and negative valence
classes by means of Gaussian Process (GP) models fed by statistical descriptors of EDA, HR,
and EMG. The authors showed that affective states of single and multiple individuals could
be detected in realistic conditions.

The studies that are detailed in Table 2.2 assigned continuous emotional ratings in the
arousal-valence space or arousal and valence classes to emotions evoked in individuals. On
the one hand, Ringeval et al. [156] and Nicolaou et al. [143] used continuous arousal and
valence scores in their work. On the other hand, Soleymani et al. [177], [176] described
elicited emotions by means of 3 classes of arousal and valence. In addition to emotional
classes, Kolestra et al. [110] considered annotations of like-dislike classes to investigate
music preferences.

Generally, there are two approaches for the collection of emotional ground truth: self-
assessment and external annotations. The self-assessment relies on self-reporting of par-
ticipants’ emotions. This means that each participant directly assesses its affective state
while/after performing a task. The advantage of this approach is the usage of only question-
naires while its pitfalls are that some participants are unreliable at reporting and they can
attempt to hide their real emotions. For example, Fleureau et al. [72] asked participants to
self-report emotions while watching video clips.

External annotation is an implicit assessment that attempts to describe individuals’ affec-
tive states based on annotations of other individuals that are not involved in performing a task.
For example, Li et al. [125] carried out research on movie emotional experience in which
one group of 13 participants were watching movies in a movie theatre while the other group
of 10 participants were annotators of emotions evoked by movie content. It is not clear which



2.3 Highlight detection 25

amount of annotators is sufficient to obtain the reliable ground truth. A number of annotators
should be increased when a low annotation agreement is observed. For instance, when very
sublime aesthetic emotions related to art are annotated, a large number of annotators are
required due to the subjective nature and complexity of these emotions.

Several performance measures can be used to evaluate an emotion recognition model.
In general, average values of performance measures are reported when cross-validation is
performed. Chanel et al. [29] calculated classification accuracy to evaluate NB and FDA
classifiers when they identified that the distributions of emotional classes were balanced. In
other cases, classifiers could be not correctly trained and all instances are assigned to the
majority classes while classification accuracy remains very high. When emotional classes are
imbalanced, performance metrics: F1 score, precision, and recall should be calculated per
each class to measure unbiased classification performance. For example, Fleureau et al. [72]
computed multiple performance metrics: accuracy, specificity, and sensitivity to evaluate
valence classification using GP models. For continuous emotional scores, Ringeval et al.
[156] calculated the Concordance Correlation Coefficient (CCC) instead of the MSE and CC
to measure the performance of arousal and valence predictions.

As we can observe in Table 2.2, the results of discrete and continuous emotion recognition
from physiological and behavioural reactions of individuals depend on: recorded modalities,
extracted features, machine learning models, ground truth collection, evaluation metrics, and
so on. Nevertheless, we observe that peripheral physiological signals and EEG signals can
be often used interchangeably for emotion recognition. Also, it is worth mentioning that the
fusion of physiological and behavioural reactions of individuals can be beneficial to emotion
recognition since information on affective states are passed through multiple channels.

2.3 Highlight detection

A highlight can be considered as a short scene or a sequence of scenes that are relevant to
spectators: killing scenes in action movies, spectacular views in video clips, scoring points
in basketball game broadcasts, and so on. In particular, highlights can be associated with the
form and content of multimedia. The former includes audio-visual features of multimedia,
such as colour saturation, brightness, shot length, and music in the background. The latter
corresponds to the developments of main characters, dialogues and tensions among main
characters, main characters’ emotions, story development, and event occurrences.
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In the area of highlight detection, most of the research has focused on audio and video
features of videos, clips, movies, and sport broadcasts. There are some studies that attempted
to use spectators’ reactions to identify important moments in multimedia content. Table 2.3
summarizes a list of selected studies on highlight detection in sport broadcasts, videos, and
movies. Unfortunately, a comparison of these studies is extremely difficult due to different
definitions of highlights.

Various definitions of highlights were defined and studied. Sigari et al. [167] considered
scoring goals as one out of sport highlights while Penet et al. [146] defined gunshots and
explosions as movie highlights. Jaho et al. [98] investigated personal highlights that evoke
emotional reactions. Also, a number of annotators is study-dependent, for example, Chênes
et at. [35] involved 18 annotators to find movie highlights that are major interest to movie
audiences.

Moreover, studies on highlight detection vary from one to another with respect to the
following criteria: video types, detection models fed by multimodal features, collection
and definition of ground truth, performance metrics, and results. Most of previous work on
highlight detection relied on machine learning models, such as LSTM-RNN [67], BLSTM-
RNN [204], Bayesian Network (BN) [124, 146], and SVM [32], Maximum Entropy Model
(MEM) [81], Pairwise Deep Ranking Model (PDRM) [205], Latent Linear Ranking Model
(LLRM) [182] that were fed by audio-video content features. Thus, the analysis of spectators’
physiological and behavioural reactions to the content and form of multimedia was largely
overlooked. Almost all studies were limited to highlight detection in short movie excerpts,
videos and clips without taking into account the fact that consecutive scenes in movies are
strongly dependent on each other. Furthermore, these scenes are made by movie directors on
purpose to elicit specific reactions and emotions in movie audiences.

In general, highlight detection is considered as a classification problem (highlight and non-
highlight classes). The results of highlight detection were reported by various performance
measures: recall, precision, and accuracy. Jaho et al. [98] computed the mean average
precision (MAP) per participants to measure personal highlight detection based on facial
motion measurments while Penet et al. [146] calculated recall to evaluate the performance of
gunshot and explosion highlight detection in movies from audio features.

2.3.1 Highlight detection from multimedia content

As shown in Table 2.3, the research on highlight detection from multimedia content can be
split into two categories: detection of events in sport broadcasts interesting for the majority
of sport audiences, and detection of relevant video and movie scenes, e.g., speech, sounds,
and violent moments.
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A wide range of sport highlight systems were developed. These systems rely on specific
characteristics of these sport broadcasts, e.g., the fixed number of cameras at fixed locations
around sport fields. Sport highlights have similar transitional patterns of unique views, text
lags behind their corresponding events, and audio features, e.g., audience cheering.

Several approaches to highlight detection attempted to take advantage of these specific
characteristics and structures of sport broadcasts. For example, Gong et al. [81] proposed
the integration of multimedia features: image, audio and speech clues as well as contextual
information to automatically detect and classify baseball highlights using a framework based
on a maximum entropy model (MEM). The proposed framework outperformed HMMs and
the BN-based approaches for detecting highlights in basketball games. This work showed
how to fuse multimodal features with taking into account temporal information for short
highlight detection.

Li et at. [124] used a BN based framework that was adapted to fuse multimodal clues, i.e.
audio, visual, and textual information to improve the detection of highlights in soccer videos.
The authors proposed to merge multimodal features with learning dependencies among them.

Sigari et al. [167] implemented a fuzzy inference system (FIS) to summarize the content
of broadcast soccer videos using on-demand feature extraction. The proposed approach
partitioned videos into some highlight segments and then gradually extracted low-level and
mid-level features, e.g., logos, shot views, goal mouths, and scoreboards. The importance of
each highlight segments was estimated using a FIS. The system performed well on soccer
broadcasts and achieved a precision of 95% and a recall of 91%.

Yao et al. [205] used a pairwise deep ranking model (PDRM) to learn the relative
relationship between pairs of highlight and non-highlight segments for sport first-person
video summarization. In particular, the authors proposed the two-stream structure of the
PDRM that is able to capture the appearance of video frames and temporal dynamics across
frames for highlight detection in videos. The PDRM attached a highlight score to each
segment. Higher highlight scores were assigned to highlight segments than non-highlight
segments. The proposed deep model outperformed the state of the art Rank SVM around
10%.

Sun et al. [182] proposed an automatic system for ranking domain specific highlights
in personal unconstrained videos by applying a novel latent linear ranking model (LLRM).
The authors assume that edited videos are more likely to contain highlights than the trimmed
parts of the raw videos to obtain pair-wise rankings for the training of the LLRM. The LLRM
outperformed classification and motion analysis. The results showed that the automatic
system could retrieve skating, surfing, skiing, gymnastics, parkour, and dog activity without
additional human supervision for domains.
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Nevertheless, all of the mentioned frameworks were dedicated to highlights in specific
sport broadcasts. The characteristic attributes of sport broadcasts were taken into account
to detect these sport highlights. It is therefore difficult to apply these frameworks to more
generic videos like movies.

By contrast, Yang et al. [204] proposed a more generic approach to highlight detection
in movies, using unsupervised learning of spatial-temporal features. Generic deep learning
features are computationally efficient and accurate in characterizing both appearance and
motion of objects in videos. In particular, the authors designed a recurrent autoencoder with
shrinking exponential loss that reduces its sensitivity to noisy data. Then, the autoencoder
was combined with BLSTM-RNNs to capture the temporal structure of highlight segments.

Also, research on highlight detection from multimedia content focused on retrieving
video and movie highlights: voicing and silence moments, gunshots, explosions, violent
scenes, and so on. Eyben et al. [67] detected voice activity in movies using LSTM-RNNs
that are able to learn long range dependencies between two time series. The LSTM-RNNs
were fed by perceptual linear predictive (PLP) features to indicate voicing or silence with
noise. The proposed model outperformed the state of the art algorithms. The promising
results suggest that this approach could be used for dialogue detection in films.

Penet et al. [146] also detected audio events in movies. The variability between the
soundtracks of the movies was modelled and balanced by means of a factor analysis. The
factor analysis compensation of soundtrack variability was validated by audio event detection
using a BN based system with audio features. The system could detect gunshots, explosions,
and screams. It can be generalized to detect other types of sound events in movies.

Violence detection can be considered as highlight detection. The goal is to detect whether
or not a video consists of violent scenes. This is associated with revealing physical actions
that can cause human injuries. Chen et al. [32] successfully integrated face, blood and motion
information to determine whether an action scene is violent or not. Violent scene detection
was decomposed into action scene detection and bloody frame detection under the specific
definition of violence. Firstly, the input video was segmented into scenes. Then, features
such as motion intensity, camera motion ratio, average shot length, and shot cut frequency
were extracted to feed a SVM classifier. Secondly, the face, blood, and motion information
were integrated to define clusters of blood color pixels. Finally, violent content was detected
based on blood-color decision boundaries that were empirically selected. Even though the
system reached an average precision of 100% and an average recall of 85%, it is limited to
the detection of violent scene in action movies. Therefore, this approach cannot be extended
to other movie genres that contain more subtle violent scenes without blood and a lot of
motion.
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2.3.2 Highlight detection from spectators’ reactions

A few studies attempted to detect highlight in videos and movies based on spectators’
physiological and behavioural reactions to multimedia content. Fleureau et al. [73] created
an individual affective profile (IAPro) of a spectator and a mean affective profile (MAPro) of
a movie audience using spectators’ EDAs recorded during a movie projection. The peaks of
the MAPro were observed while highlights identified by the audience occurred. Nevertheless,
there were no quantitative evaluation of the system performance. Besides, these models
cannot be applied to any other physiological signals or behavioural signals because they rely
on tonic and phasic components of the EDAs.

Chênes et al. [35] used physiological linkage (PL) of spectators’ physiological signals
for determining highlights in movie scenes. The authors considered the PL as a physiological
index of social interactions. Peripheral physiological signals of each participant, such as
EMG, BVP, EDA, and Temp were recorded to compute the PL between every pairs of
participants as features. Then, the vectors of PL values were averaged to feed a SVM
classifier. The proposed system could detect highlights that were relevant to the majority
of spectators and reached a classification accuracy of 79%. However, the spectators did
not interact among themselves because they were separately watching videos without any
social context. Thus, the PL could only occur, assuming the same spectators’ perception and
interpretation of the stimuli.

Joho et al. [98] detected personal highlights in videos based on the analysis of viewers’
facial activities. Motion vectors of certain face regions were extracted using a real time facial
expression recognition system. Then, a BN was fed by these vectors to detect self-reported
highlights. The effectiveness of facial motion units and the whole system was measured
by the MAP of video frame rankings. Although, the proposed system only required a web
camera, it cannot be used to detect movie highlights based on spectators’ reactions recorded
in a dark movie theater. Moreover, we expect that only watching strongly emotional scenes
can evoke facial activities and facial expressions.

2.4 Limitations of the existing research

Many aesthetic and affect recognition systems rely on machine learning models, such as
HMMs, NBs, BNs, SVMs, SVRs, CNNs, LSTM-RNNs, and CCRFs that were trained on
small datasets. Most of the models are fed by predefined handcrafted features of videos (see
Tables 2.1 and 2.3). The bottleneck of these approaches is that strong domain knowledge is
required because features are strongly task-dependent. In contrast, there are deep learning
models that can be trained on raw signals. In particular, features are extracted in the first layers
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of these models. However, the disadvantage of deep learning models is that a large number
of training instances are required for training in comparison with handcrafted approaches.

Besides, aesthetics and affect recognition from viewers’ physiological and behavioural
reactions is even more limited with regard to fitting complex models to the data. There is a
small amount of available datasets (see Table 2.2). In general, these datasets vary from one
study to another in terms of stimuli, tasks, as well as physiological and behavioural signals
that were collected. This significantly reduces the range of machine learning models that can
be applied.

The lack of training instances limits the comparisons of models. Consequently, the
variance of the results is large and their reproducibility is sometimes impossible. Furthermore,
models are designed for a specific task and thus they cannot be generalized easily. This
causes that these models are trained and tested on a small specific dataset with a high risk of
overfitting.
Another problem is that many existing models do not take into account the fact that feeling
emotions and aesthetic experiences are evoked over time and are sequential processes, as
well as videos and movies are constructed in a specific manner in which consecutive scenes
are strongly dependent on each other. Only LSTM-RNNs, HMMs, and CCRFs out of the
mentioned models in this Chapter are capable of including this temporal information. LSTM-
RNNs can learn long-term dependencies between signals. Also, HMMs and CCRFs are
machine learning models with sequence of hidden states that are able to capture consecutive
emotional states. In the other cases, temporal information can be only included during feature
extraction.

The last but not least issue is that measurements of physiological and behavioural signals
are often corrupted due to electrode contact noise and sensor device failures during data
collection. Furthermore, audio-video features are contaminated with video background noise.
Moreover, the quality of ground truth is questionable due to low annotation agreement and
small numbers of annotators. As a result, there is a need to study and develop machine
learning models that are able to deal with noisy features and a lack of reliable labels.

This thesis will attempt to overcome these limitations. Research on film aesthetics and
affect will be carried out on massive datasets of full-length movies with reliable annotations.
Movie stimuli will represent a wide range of movie genres. A large number of spectators
will participate in experiments to obtain significant results. Recognition models will be
designed to include temporal information and learn long term-dependencies among elicited
emotions, spectators’ physiological and behavioural reactions as well as movie content
features. Film aesthetic experience will be entirely studied based on dependencies among
emotions, physiology and behaviour of spectators as well as form and content of films.





Chapter 3

Affective and aesthetic corpus
development

In this Chapter, we review the existing databases that allow researchers to work on various
aspects of aesthetic and affective video content analysis: emotion elicitation, emotional
characterizations of videos, violence and affect detection as well as spectators’ moods,
emotions, and personalities. In particular, we point out their limitations and drawbacks.
Regarding the type of stimuli, these databases can be split into two categories: video excerpts
and full-length movies. In this thesis, we are only interested in the latter.

To study aesthetic highlights in movies, induced emotions, perceived emotions, and
aesthetic emotions felt by movie audiences, we decided to annotate the existing Continuous
LIRIS-ACCEDE database [12, 125]. This database was created to carry out research on film
emotional experiences in a movie theater (realistic conditions). The large amount of movies
that come from several movie genres guarantees fairly comparable studies. Our annotations
were collected to provide a gold standard for aesthetic highlight detection in movies, induced
emotion recognition, and aesthetic emotion recognition to the affective computing and
multimedia community. In this Chapter we describe the protocols for collecting emotional
and aesthetic annotations of full-length movies. Also, we provide the statistical analysis of
annotations that we collected. In Chapters 4, 5, and 6 we use these annotations to evaluate
the performance of the models that we propose.

3.1 Existing aesthetic and affective multimedia databases

Creating an affective and aesthetic database is required since many existing databases only
contain movie excerpts instead of full-length movies. Also, the existing databases do not
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contain annotations that characterize film aesthetic experience. Most of available databases
include a small set of movie excerpts for emotion elicitation in laboratory conditions. The
selected movie excerpts are supposed to evoke strong emotional reactions in individuals.
Movie excerpts can only represent a small part of the whole movie content. Complex and
subtle emotions that could be potentially evoked during a full-length movie projection are
omitted.

Table 3.1 summarizes a list of selected databases that allow researchers to carry out
aesthetic and affective video content analysis. These databases were developed with different
goals, which is why it is difficult to compare them. They differ on several criteria: the
type of stimuli, recorded modalities, the number of subjects participating in experiments,
the collection of categorical and dimensional ground truth as well as initial research goals.
Most of the existing databases contain various short videos: music videos [1, 109], different
video and movie clips [10, 13, 26, 64, 137, 163, 170, 177, 180, 187, 188], and movie scenes
[185, 186] as stimuli, except for a few databases [12, 62, 125] that consist of full-length
movies. Regarding recorded modalities, these selected databases can be divided into two
groups: the databases with audio and video content of stimuli and the databases with
physiological and behavioural reactions of individuals.

Schaefer et al. [163] released the FilmStim database that consists of 70 movie excerpts
that are supposed to evoke emotional states in experimental psychology experiments. For
each emotion, 10 most frequently mentioned scenes were selected. Then, 70 movie excerpts
were rated by 364 participants with regard to multiple emotional dimensions. Eventually,
ranking scores were computed for 24 classification criteria, e.g., subjective arousal, positive
and negative affect, and positive and negative affect scores derived from the differential
emotional scales. Also, discrete scores for anger, disgust, sadness, fear, amusement and
tenderness as well as 15 mixed feelings were annotated. It is important to mention that all the
movie excerpts were labelled at a global level. In particular, one label was assigned to each
movie excerpt. This is insufficient for the characterization of the dynamic emotion elicitation
while watching movies.
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Baveye et al. [10, 13] created the Discrete LIRIS-ACCEDE (D. LIRIS-ACCEDE)
database. This database is one of the most significant emotional databases with respect
to numbers of movies and annotators. It is composed of 9800 video clips extracted from
160 movies. The ratings of each excerpt regarding arousal and valence were done by 1517
annotators. Thus, this dataset can be considered as a benchmark for affective tagging of movie
scenes. Nevertheless, the authors did not take into account the fact that some scenes extracted
from one movie could be dependent on each other. The consecutive scenes might share
similar information on the form and content of the movie. This can result in overestimating
the performance of affective tagging systems.

Tarvainen et al. [187, 188] introduced a Movie Style, Aesthetics, and Affect Data Set
(MSAADS) to carry out affective movie content analysis including movie style and aesthetics.
There had been a lack of data on perceptual stylistic and aesthetic attributes of film before
this data set came out. The authors emphasized that there could be a difference between
perceived and felt affect in their preliminary research. Nevertheless, the analysis can only be
carried out on movie scenes instead of whole movies. The disadvantage of this data set may
be that consecutive scenes are separately considered although many aesthetic attributes in
terms of form and content are intentionally shown over time by moviemakers.

Also, Tarvainen et al. [185, 186] created a Film Mood Data Set (FMDS) to investigate
film mood of different scenes. The film scenes were distinguished between each other
based on location, time of the day, dialogues, and music. The dataset allows researchers to
analyze dependencies between film mood, perceptual stylistic, and audio-video features for
various scene type. Nevertheless, there is only some information on selected scenes without
taking into account a movie scenario context. Therefore, studies on aesthetics and affect of
full-length movies cannot be carried out.

Sjöberg et al. [170] proposed the Affective Impact of Movies Task that is a part of
the MediaEval 2015 Benchmarking Initiative. Actually, this database is an extension of
the D. LIRIS-ACCEDE database. The database was created to address induced affect and
violence detection in short videos. Thus, each short video could be classified into violence
and non-violence scenes, and 3 classes of arousal (calm, neutral, and active) and valence
(negative, neutral, and positive). The overall goal of the initiative is to conduct studies that
can lead to the design of an automatic video search system that is able to fit users’ particular
mood, age, and preferences.

Demarty et al. [62] built the Violent Scene Data Set (VSDS) by annotating 15 full-length
movies in terms of physical violence scenes with 10 high level concepts. The goal of the
database was to develop a violent scene detection system based on multimodal information,
such as video, sound, and subtitles tracks. Also, the detection of violent scenes in movies is
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strongly associated with the analysis of induced emotions since we expect that violent scenes
evoke strong negative emotions.

The other group of the selected databases provides physiological and behavioural signals
of individuals participating in experiments. Douglas-Cowie et al. [64] built the HUMAINE
database that is composed of three naturalistic and six induced reaction databases. The
number of participants in each of these nine databases varies from 8 to 125 and these nine
databases contain different modalities, e.g., peripheral physiological signals and audio-video
recordings of individuals. The main goal of the HUMAINE project was to provide the
affective computing community a wide range of data containing several emotional labels at a
global and frame level. The former includes labels of emotion-related states, mixed emotions,
context, key events, emotion words, and appraisal categories while the latter consists of
labels of emotion intensity, acts, arousal, valence, power, and so on. The authors collected
individuals’ physiological signals, such as ECG, EDA, Res, and Temp. It is worth mentioning
that behavioural cues of individuals can be extracted from audio and video recordings that
are incorporated in this database.

Koelstra et al. [109] created the DEAP database for the multimodal analysis of human
affective states. EEG and peripheral physiological signals: EDA, Res, Temp, ECG, BVP,
EMG, and EOG of 32 participants were collected during watching a subset of 40 music
videos obtained from 120 one-minute long music video excerpts. Moreover, frontal face
videos were also recorded for 22 out of the 32 participants. Also, these 40 one-minute long
excerpts of music videos were rated by 14 annotators regarding the levels of arousal, valence,
like/dislike, dominance, and familiarity.

Soleymani et al. [175] created the MAHNOB-HCI database for emotion recognition and
implicit tagging. This database includes multimodal recordings of emotional responses to
20 short excerpts extracted from movies and videos. The authors collected 30 participants’
audio, FE, EG, EEG, ECG, EDA, Res, and Temp during watching these 20 excerpts. Then
these participants self-reported their felt emotions by means of arousal, valence, dominance,
and predictability dimensions as well as emotional categories: disgust, amusement, joy, fear,
and sadness.

Abadi et al. [1] introduced the DECAF database with physiological responses to affective
multimedia content. Compared to the DEAP and MAHNOB-HCI database, this database
includes brain activity recorded by a MEG sensor. This only requires little physical contact
with the subject’s scalp; it therefore facilitates naturalistic affective responses. Also, the
DECAF contains synchronously recorded FE, ECG, EOG, and EMG. This database allows
researcher to compare video and music stimuli as well as the peripheral physiological signals
and MEG signals for emotion elicitation and recognition, respectively. In addition, the
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analysis of dependencies between subjects’ self-assessments of affective states (arousal,
valence, and dominance) and their physiological reactions to music and video clips could be
carried out. Also, this database comprises continuous arousal and valence annotations over
time done by seven experts for dynamic emotion prediction.

Carvalho et al. [26] released the EMBD database that contains 52 non-auditory movie
clips. The stimuli were selected to elicit a wide range of emotions that were annotated by
113 annotators with regard to valence, arousal, and dominance dimensions. Also, the EDA
and the HR of 32 subjects were collected while watching these movie clips.

Baveye et al. [12, 125] who created the D. LIRIS-ACCEDE database also released the
Continuous LIRIS-ACCEDE (C. LIRIS-ACCEDE) database that consists of continuous
arousal and valence annotations of felt emotions while watching 30 full-length movies. These
30 movies varies from each other regarding their genre, content, duration, and language to
represent a wide range of movies. This database also provides physiological and behavioural
signals of spectators watching these movies in a cinema theater. The main contribution of
this database is the creation of a benchmark for affective analysis of full-length movies at
the scene level based on both audio and video as well as spectators’ EDA and movement
acceleration (ACC) signals.

Subramanian et al. [180] built the ASCERTAIN database for emotion and personality
recognition. This database contain physiological signals recorded by means of commercial
physiological sensors. The ASCERTAIN database is the first database that covers personality
traits, emotional states, and physiological responses. It consists of big-five personality scales,
self-assessment of arousal, valence, engagement, liking, and familiarity. Also, EEG, ECG,
EDA, and FE were recorded during watching affective movie clips. The great advantage of
this database is that it allows researchers to study the relationships between viewers’ affective
state ratings, personality scales, and physiological responses.

Miranda-Correa et al. [137] proposed the AMIGOS database for affect, personality, and
mood research on individuals and groups. The authors intended to evoke emotions using
short and long videos in two different social contexts: individual settings and group settings.
The former corresponded to watching videos separately while the latter corresponded to
watching videos together with other subjects. This database allows researchers to study
multimodal affective responses based on physiological responses of subjects with respect
to their personality and mood, social context, and video duration. The data was collected
in two experiments. In the first experiment, 40 subjects were watching 16 short emotional
videos. In the second experiment, the subjects were watching 4 long videos, some of them
separately and the others in groups. Measurements of EEG, ECG, and EDA were collected
using wearable sensors. In addition, frontal HD video and both RGB and depth full body
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videos were recorded. Then, the subjects were asked to self-assess their felt emotions while
watching videos regarding: valence, arousal, control, familiarity, liking, and basic emotions.
Also, the external-assessment of valence and arousal level were collected from 3 annotators.

Much research focused on the analysis of specific emotions evoked by movie excerpts.
Most of annotations are at a global level (one emotional annotation per movie excerpt)
regardless of dynamic emotion changes from one scenes to another. Researchers investigated
aesthetic attributes at the global level instead of analyzing the temporal context and time
dependencies in full-length movies. Furthermore, the influence of movie content and form
on emotions is neglected. That is why there is a need to study together aesthetics and affect
of full-length movies including dependencies between consecutive scenes. To do so, it is
required to create an aesthetics and affect database.

3.2 Stimulus selection

The C. LIRIS-ACCEDE database was selected to be annotated with respect to aesthetic
highlights in movies, perceived emotions, and aesthetic emotions felt by movies audiences
[12, 125], because no other database has the following characteristics:

• The C. LIRIS-ACCEDE database contains 30 full-length movies with a large amount
of emotional and aesthetic scenes that can influence spectators’ affective states.

• These movies represent several movie genres: action, adventure, animation, comedy,
documentary, drama, horror, romance, and thriller that can elicit various aesthetic
experiences in spectators.

• The physiological and behavioural reactions of 13 spectators watching 30 movies (the
total duration of the movies is 7 hours, 22 minutes, and 5 seconds) in a darkened air-
conditioned amphitheater were collected. The Bodymedia armband sensors attached
to spectators’ hands measured EDA and movement ACC signals.

• Continuous annotations of induced emotions in the arousal-valence space were col-
lected from another 10 participants. During annotation collection, these movies were
grouped into four sets according to their duration. Each of 10 participants watched
selected movies from two sets once and then annotated continuous arousal and valence
scores (value range [-1,1]) of the emotions they felt during watching (induced emo-
tions).Then, the means of scores provided by the participants over each second of the
movie were used as the gold-standard.



40 Affective and aesthetic corpus development

3.3 Aesthetic highlight annotations

Section 3.3 is based on our joint work with Patrizia Lombardo [141]. Our experiment is an
extension of the work [113, 112, 139, 140] that investigated aesthetic highlights in the movie
Taxi driver. The proposed structure of aesthetic highlights is chosen based on various film
theories and experts’ feedback on the annotation process [14, 20, 27, 57, 60, 61], as is shown
in Figure 3.1. We can distinguish two general categories of aesthetic highlights: Form and

Aesthetic highlights

Form Content

Spectacular (H1) Subtle (H2) Character 
development (H3) Dialogue (H4) Theme 

development (H5)

clarifying the actions' 
motivation, showing 

tensions among 
characters

technical choices,
special effects

use of the camera, 
lightening, music

characters' emotions, 
responses to 

increasingly dramatic 
events

unusual closeup, 
development of the 

urban theme

Fig. 3.1 The 5 categories of aesthetic highlights in movies [141].

Content. Form (highlights H1, H2) corresponds to manners in which subjects are presented
in films, e.g., adding special effects and playing music in the background. Content (highlights
H3, H4, and H5) covers the subjects presented in the films, such as developments of main
characters’ emotions, dialogues that cause actions and tensions among main characters as
well as a specific theme development in a movie, e.g., occurrence of events or conversations
that result in mental or emotional strains of characters.

As shown in Figure 3.2, aesthetic highlights in the movies from the C. LIRIS-ACCEDE
database were annotated by an expert with technical support of one person using an open-
source annotation software [107], similarly to the previous work [113]. The annotations
are the objective assessment of the movies including 5 categories of aesthetic highlights, as
presented in Figure 3.1. We selected movie scenes with high levels of aesthetic values and
emotions. These scenes are constructed by moviemakers in a manner to establish engagement
between spectators and movies. The structure of these scenes is designed to increase the
enjoyment of watching the whole movie because it provides the context of the full story
to movie audiences. A strong aesthetic experience can evoke specific affective states in
spectators.
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Fig. 3.2 A snapshot of aesthetic highlight annotations in the movie After the Rain.
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Fig. 3.3 Statistical analysis of aesthetic highlights annotated in the C. LIRIS-ACCEDE
database, the distribution of : (a) the numbers of the particular highlight category per movie,
(b) the duration of the particular highlight category per movie.

Figure 3.3 plots the distributions of the number of the aesthetic highlights per movies and
the percentage of movie duration for the whole C. LIRIS-ACCEDE database. We observe
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that there are no more than 25 highlights of a given type in a movie. The duration of these
highlights is not longer than 20% of a movie duration. That means that only particular scenes
are considered as aesthetic highlights.

In addition, we used Cohen’s kappa coefficient k to measure some overlaps between
pairs of aesthetic highlight categories, as shown in Figure 3.4 [41]. To take into account the
fact that one movie varies from another regarding the amount of aesthetic highlights and their
duration, we applied a fixed-effect model to k values to find the overall k value [21]. Thus,
we computed the weighted average of k over all 30 movies. We then interpreted the practical
significance of these overlaps between different aesthetic highlight categories, assuming that
an overall value of k at around 0.4, 0.6, and 0.8 correspond to the weak, moderate, and strong
overlap, respectively [135].

1.00
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0.11

-0.00

0.32

0.09

1.00

0.05

-0.03

0.06

0.11

0.05

1.00
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-0.00

-0.03
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1.00
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0.32

0.06

0.65

0.24

1.00

H1 H2 H3 H4 H5

H1

H2

H3

H4

H5

Fig. 3.4 Overall Cohen’s kappa coefficient between different categories of aesthetic highlights
in movies: strong overlaps (yellow) and weak overlaps (purple).

As a result, we observe that there is a moderate overlap between aesthetic highlights H3
and H5. This can be justified by the fact that main characters’ emotions and their responses
to dramatic events are often a part of movie theme development. Furthermore, it is worth
mentioning that aesthetic highlights H3 and H4 weakly cover each other. It means that a
certain amount of emotions are expressed during dialogues between main characters. This is
investigated more in Chapter 5 in which we use emotional annotations of dialogues to predict
emotions induced in movie audiences. We should also consider the dependence between
highlights H1 and H5 because they tie movie form and content regardless of a non-significant
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overlap between these two highlight categories (an overall k of 0.32). This describes how
the important events of a movie story are presented.

3.4 Perceived emotion annotations

Section 3.4 is based on our joint work with Leimin Tian [142, 192]. We here describe how
the extended annotations of the C. LIRIS-ACCEDE database were collected. Also, their
detailed statistics are provided. These include transcripts of movie dialogues and affective
cue labels in Section 3.4.1, perceived emotion annotations in Section 3.4.3 as well as the
analysis of agreement between perceived and induced emotion annotations in Section 3.4.4.

Table 3.2 Detailed statistics of 8 movies selected from the C. LIRIS-ACCEDE movies (from
Leimin Tian [142, 192]).

Movie Genre Utterance Mean sent.
count duration (sec)

After the Rain Drama 77 3.000
First Bite Romance 54 2.056

Nuclear Family Comedy 147 2.694
Payload Adventure 121 2.488

Spaceman Adventure 133 2.489
Superhero Drama 161 2.832

Tears of Steel Adventure 79 2.165
The Secret Number Drama 98 2.724

We chose 8 English movies out of 30 movies from the C. LIRIS-ACCEDE database, as
presented in Table 3.2. These movies, such as Spaceman, Nuclear Family, and The Secret
Number contain significantly more dialogues than the other movies from this database [12,
13]. Moreover, these movies come from different movie genres and are in the double-reality
art form. Double reality is an abstract concept in which the main characters exist between
two different worlds. This might be also referred to spectators’ association with movies
when their real world and the imaginary movie world are mixed. Thus, the movie audiences
could become more engaged with the main characters. This is particularly interesting
for understanding perceived and induced emotions of movie audiences due to the strong
engagement with movies. These 8 movies last 118 minutes, and contains of 870 utterances.
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3.4.1 Transcription and affective cue annotation

The movie transcription and affective cue annotations were done by two expert annotators.
To make the annotation process efficient, audio recordings of the movies were firstly pro-
cessed by the IBM Watson Speech to Text service1. The service provides automatic speech
transcription with word timings. The auto-generated transcripts were then manually corrected
and annotated by two annotators working simultaneously. Each of them annotated 5 movies
out of 8 selected movies.

Table 3.3 Movie transcript annotation agreement: the Pearson’s Correlation Coefficient
(CC) and the Concordance Correlation Coefficient (CCC) between start and end timings of
utterances and words (from Leimin Tian [142, 192]).

Labels Start (CC) End (CC) Start (CCC) End (CCC)
Utterance 0.998 0.998 0.997 0.998

Word 0.999 0.999 0.999 0.999

To evaluate the annotation agreement, including word timing alignment, the movies First
Bite and Spaceman were annotated by two annotators. Then, the Normalized Damerau-
Levenshtein (NDL) distances of the transcripts, as well as the CC and the CCC of the word
timings were calculated to measure the alignment of two sets of annotations [9]. The NDL
distance measures the distance between two strings. It is defined as the minimum number
of string operations that is needed to transform one string to the other normalized by the
length of the longer string out of the pair. The NDL distance of 0 indicates that the two
strings are identical. Thus values around 0 corresponds the high annotation agreement. We
found that 94.8% of the word transcriptions are identical for both annotators and the average
NDL distance of word transcriptions is 0.049. In addition, the CC and CCC for the word and
utterance timings of the transcript are presented in Table 3.3. We observe that the utterance
and word timings annotated by the two annotators are strongly correlated. This suggests that
these two annotators strongly agreed on movie transcriptions.

3.4.2 Annotations of disfluency and non-verbal vocalisation in movie
dialogues

Also, the same two annotators annotated the following categories of DISfluency and Non-
verbal Vocalisation (DIS-NV) in movie dialogues: filled pauses (e.g., "eh" or "hmm"), fillers
(verbal filled pauses), stutters, laughter, and audible breath (remaining words are labelled as

1https://www.ibm.com/watson/developercloud/speech-to-text.html, retrived on 2016.12.20

https://www.ibm.com/watson/developercloud/speech-to-text.html
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Fig. 3.5 The Pearson’s Correlation Coefficient (CC) and the Concordance Correlation Co-
efficient (CCC) between start and end timings of DISfluency and Non-verbal Vocalisation
(DIS-NV) annotations (from Leimin Tian [142, 192]).

general lexicons). It has been shown that the DIS-NVs could indicate speaker emotions in
spontaneous dialogues [191]. To evaluate annotation agreement, we split the annotations into
six subsets regarding the DIS-NV categories. We then calculated the CC and CCC of start
and end timings of the words for each subset. Despite of the fact the annotation agreement on
DIS-NV labels is lower compared to the movie transcription agreement, the annotations are
strongly correlated, as presented in Figure 3.5. This means that annotating DIS-NV labels,
e.g., laughter and audible breath is a subjective task because there could be some ambiguity
in interpretation made by environmental noise and playing music in the background.

Table 3.4 reports the statistics of DIS-NV categories in each movie. Generally speaking,
there are more disfluencies than non-verbal vocalisations in these movies. Also, filler is the
most common category of the DIS-NV. As we can see, romance movie First Bite contains
the least DIS-NVs of all movies, while drama Superhero, comedy Nuclear Family and
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Table 3.4 The amount of DISfluency and Non-verbal Vocalisation (DIS-NV) annotations in
movie dialogues (from Leimin Tian [142, 192]).

Movie General Filled Filler Stutter Laughter Audible
lexicon pause breath

After the Rain 532 0 9 0 0 0
First Bite 185 6 2 0 2 0

Nuclear Family 748 18 0 18 0 5
Payload 712 1 15 2 1 3

Spaceman 686 4 5 13 5 5
Superhero 910 9 16 0 2 8

Tears of Steel 273 0 6 18 0 7
The Secret Number 549 1 12 0 0 3

adventure movie Payload, Spaceman, and Tears of Steel contain the most DIS-NVs. It is
worth pointing out that amounts of DIS-NVs are indicators of speaker uncertainty [126] and
a level of conflict [195]. Our observation is that dramas, comedies, and adventure movies
have more DIS-NVs than the other movie genres. This may indicate that there is a high level
of uncertainty in these movie dialogues and thus the related story development, as well.

3.4.3 Annotating perceived movie emotions

The emotion annotation process is supposed to be more subjective in comparison to movie
transcription. Thus, many annotators are required to do this task. Previous work on emotions
has recommended having more than 6 annotators to achieve reliable emotion annotations
[23]. Recent developments in the area of crowdsourcing allows us to have easy access to
larger numbers of annotators. To collect a large amount of annotations in a time and cost
efficient manner, perceived emotions of movie audience were annotated by means of Amazon
Mechanical Turk2. It is a crowd-sourced annotation platform provided by Amazon to perform
Human Intelligence Tasks (HITs).

Firstly, we segmented these 8 movies into utterance excerpts based on manual transcrip-
tion of utterance timings. Then, we collected at least 10 annotations from different annotators
for each movie clip. In our studies, we assume that annotators can correctly understand and
perceive affective movie content. As shown in Figure 3.6, the annotators were instructed
to annotate the emotions expressed by main movie characters along arousal, power, and
valence dimensions with 1 to 9 integer scores. The explanation of each emotion dimension
and meaning of the different scores were provided to the annotators. Each HIT consisted of

2https://requester.mturk.com/

https://requester.mturk.com/
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Fig. 3.6 A snapshot of perceived emotion annotations in the movie Spaceman on Amazon
Mechanical Turk.

5 continuous utterance excerpts from the same movie, displaying in their original order to
provide movie context. Each movie utterance was in different HITs to reduce annotation bias.
Although the HITs were posted in random order, we tracked all the previous annotators of
each movie to avoid that an utterance could be annotated by the same annotator more than one
time. Annotators could only annotate a clip when it finished playing. Also, annotators were
only able to submit their work after annotating all movie excerpts. To sum up, we published
1809 HITs. As a results, we collected annotations from 129 annotators with various cultural
and educational backgrounds.
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The scores of the crowd-sourced annotations were normalized to [ 1,1] to be consistent
with the induced emotion annotation range from the C. LIRIS-ACCEDE database. We then
calculated the means of these annotations collected at the level of each utterance of the
movie dialogues. In particular, this provided us utterance-level arousal, power, and valence
annotations of perceived emotions of movie audiences. Table 3.5 presents statistics of the

Table 3.5 Mean level of movie audience’s perceived emotions per movie [142].

Movie Arousal Valence Power
After the Rain -0.149±0.142 -0.238±0.155 -0.118±0.138

First Bite 0.003±0.212 -0.043±0.204 0.055±0.175
Nuclear Family 0.106±0.301 -0.037±0.385 0.117±0.251

Payload 0.073±0.213 -0.045±0.257 0.121±0.210
Spaceman 0.127±0.198 0.115±0.265 0.122±0.148
Superhero 0.127±0.212 0.032±0.254 0.088±0.229

Tears of Steel 0.238±0.232 -0.063±0.228 0.202±0.183
The Secret Number 0.067±0.199 -0.054±0.160 0.127±0.137

Numbers in italics indicate means that are significantly different from 0 (p-value < 0.05) while
numbers in bold italics indicate means that are significantly different from 0 and the largest for
all the movies regarding a given emotional dimension.

perceived emotion annotations for each movie. Even though the averages of perceived
emotion dimensions vary from one movie to another, the variances are in the same order
of magnitude. Our observations are supported by the one sample t-test at the significance
level of 0.05. We used the t-test because we can assume that the distributions of average
annotations are Gaussian due to the Central Limit Theorem. As we can see, there are some
movies that are close to the neutral state (value 0) with regard to average perceived emotions,
such as the movie First Bite. This means that the movies contain a balanced number of
scenes with various emotional tones.

Besides, adventure movies have higher arousal, valence, and power than the other movie
genres. This means that movie events with specific emotional tones dominate the content
of this movie genre. Moreover, the observation is that the romance movie is the closest to
the neutral state in terms of arousal, as shown in Table 3.5. This suggests that there is a
balance between the amount of exciting and relaxing scenes in these movies. Furthermore,
the comedy includes movie scenes with the highest emotional discrepancies between one
another.
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3.4.4 Agreement on perceived and induced emotion annotation

In this section we investigated differences between induced and perceived emotion anno-
tations. Figure 3.7 shows the distributions of the average variances of the annotations on
each movie. Please note that "Per-A", "Per-V", and "Per-P" correspond to perceived arousal,
valence, and power, respectively. Consequently, "Ind-A" and "Ind-V" represent induced
arousal and valence, respectively. We used the original annotations per second from the C.
LIRIS-ACCEDE database for induced emotions while we processed the perceived emotion
annotations at the level of utterances. Then, we calculated the variance over all annotators at
each emotion annotation step (a second or an utterance of a movie, respectively) for a given
movie.

As shown in Figure 3.7, we can observe that the average variance for perceived emotions
is larger than that for induced emotions for all movies. The observations are supported by
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Fig. 3.7 Mean variance of perceived and induced emotion annotations.

an one-way ANalysis of VAriance (ANOVA). We used the the one-way ANOVA because
we are allowed to assume that the distributions of average variance are Gaussian due to the
Central Limit Theorem. It shows that all means of mean variance distributions are not equal
(p-value << 0.0001). This could be the result of the crowd-sourced annotation collection for
perceived emotions of movie audiences. The perceived emotion annotations were collected
from 129 untrained annotators with various cultural and educational backgrounds, while the
induced emotion annotations from the C. LIRIS-ACCEDE were provided by only 10 trained
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annotators who are postgraduate students living in France. Moreover, we can suppose that
these annotations are more coherent than the crowd-sourced annotations because these 10
trained annotators have less various cultural and educational backgrounds as well as similar
age. This could influence the emotion induction process and bias the annotations.

3.5 Aesthetic emotion annotations

Fig. 3.8 A snapshot of aesthetic emotion annotations in the movie Islands on Amazon
Mechanical Turk.

The C. LIRIS-ACCEDE database was collected to provide researchers resources to work
on affective content analysis [13]. However, aesthetic emotions evoked in movie audiences
have been largely overlooked in previous movie emotion research since movies are a form of
art and spectators have emotional responses specific to their artistic aspects. In this work, we
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select five aesthetic emotions related to spectators’ feelings, namely awe, boredom, disgust,
being touched, and wonder based on various studies on aesthetic emotions to be continuously
annotated over time in our experiment [52, 75, 130].

Much of previous work assumes that the emotional state of a human can be identified by
a concrete category or a unique value. This assumption can become valid when we collect
multiple individuals’ emotional responses. Then, we can find emotions that are felt by the
majority of them. Previous work on emotion recognition has suggested that having more
than 6 annotators provides reliable emotion annotations [23].

Our protocol for collecting aesthetic annotations of the C. LIRIS-ACCEDE database
is described below. To collect a large amount of aesthetic annotations in a time and cost
efficient manner, aesthetic emotions were annotated online by using Amazon Mechanical
Turk. We segmented the selected 30 movies into 84 excerpts with a mean duration of 316
secounds, preserving the context of movie scenes. Then, we collected at least 9 annotations
from different annotators for each of 84 movie excerpts and the five aesthetic emotions.
Firstly, a basic questionnaire about age, gender, English fluency, and favorite genre was
provided. Then, annotators were asked to complete a detailed personality test that measures
an individual personality on the Big Five Factors (dimensions) [97]. Finally, annotators were
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Fig. 3.9 Mean variance of aesthetic emotion annotations over the C. LIRIS-ACCEDE
database.

instructed to continuously annotate their feelings of one out of the five aesthetic emotions
over time by moving their cursor in an annotation box, as shown in Figure 3.8. The left end
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of the box represents not feeling the emotion at all and right end of the box represents an
extremely strong feeling of the emotion. Each movement of the cursor was saved with a
time stamp. The intensity of all aesthetic scores varies between 0 and 1. We obtained more
than 4000 annotations from around 1000 annotators with various cultural and educational
backgrounds. To merge multiple annotations, we applied resampling to raw signals and
computed means of the annotations collected for each second. Finally, we used a moving
average filter with the sliding window of length 30 signal points to remove the noise from
the signals due to unintended movements of the cursor.

We studied agreement on annotations of each aesthetic emotion. We used the resampled
annotations at the second level to compute the variance over all annotations at the given time
stamp. We assume that a variance value can indicate an agreement level among annotators.
Figure 3.9 shows the distributions of the average variance of the annotations on each movie
from the C. LIRIS-ACCEDE database. To compare the agreement on each aesthetic emotion
annotations, we performed an one-way ANOVA. As a result, we report that the means of all
mean variance distributions are not significantly different (p-value = 0.56). This means that
the agreement on annotations for these five aesthetic emotions is at the same level. However,
the ranges of mean variances are bigger for boredom, disgust, and being touched annotations
than awe and wonder annotations. We can also see the outliers for awe annotations. Thus,
the annotators had problems with agreement on awe intensity since it is a complex aesthetic
emotion. This suggests that some emotions evoked by movies are very difficult to annotate
and require multiple annotators to find emotional ground truth. Using the crowd-sourced
annotation platform allowed us to collect aesthetic emotion annotations from many annotators
with various cultural and educational backgrounds. Moreover, this suggests that we obtained
the sufficient representation of the annotator population to provide the gold standard of movie
aesthetic emotions.

To verify the quality of the annotations that we collected, we investigated the differences
between average values and trend changes of merged annotations for each emotion. In
particular, we calculated the average values of these five aesthetic emotion intensity over
each movie. Even though Figure 3.10 shows that the average values vary from one movie to
another for each aesthetic emotion, an one-way ANOVA proves that there is no significant
difference between the means of all mean value distributions (p-value = 0.22). Thus, we
do not observe a significant bias of aesthetic gold standard annotations towards a specific
emotion. It means that the movies from the C. LIRIS-ACCEDE database contain a balanced
number of scenes that elicit various aesthetic emotions. Moreover, the mean values of disgust
vary the least over the movies, unlike the rest of the aesthetic emotions. This implies that
almost all movies evoke feelings of disgust at a similar level of intensity.
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Fig. 3.10 Mean value of merged aesthetic emotion annotations over the C. LIRIS-ACCEDE
database.
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Besides, we investigated dynamics of changes in annotation trends, using the absolute
derivative of merged annotations for each emotion. In order to do this, we calculated the
absolute values of the first derivatives over each movie and then we averaged them, as
presented in Figure 3.11. As a result, we verified if the dynamics of trend changes could
be influenced by aesthetic emotion categories. To address this question and compare the
distributions of mean absolute derivatives, we ran an one-way ANOVA. The analysis do
not show significant differences between means of these distributions (p-value = 0.44). We
can see that all the aesthetic emotions are gradually elicited over time. This is made on
purpose by moviemakers. Nevertheless, the box plots for awe, disgust, and wonder have a
few outliers that might indicate the rapid changes of aesthetic emotion intensities for some
movies. This can partially explain difficulties in the annotation process and the variance of
aesthetic annotations.



Chapter 4

Aesthetic highlight detection in movies
from synchronization of spectators’
reactions

In this Chapter, we mainly focus on understanding spectators’ responses to aesthetic high-
lights in full-length movies [141]. This corresponds to scenes with high aesthetic attributes in
terms of form and content. These scenes are constructed on purpose by the moviemakers in
order to establish a connection between the spectators and the movie, and allow spectators to
be engaged with the movie. We are interested in analyzing and interpreting movie audiences’
aesthetic experiences and reactions to aesthetic movie content. It can make contributions to
several applications: aesthetic scene detection, aesthetic scene design, video summarization
and movie recommendation systems with aesthetic ratings.

In this Chapter, we also investigate spectators’ responses to aesthetic highlights in a
social context when spectators watch movies together in a movie theater. In particular,
we are interested in the understanding of their physiological and behavioural reactions.
We assume that spectators can display similar behaviours and have similar physiological
reactions when they watch movies together because: (i) aesthetic choices of filmmakers are
made to elicit specific emotional reactions (e.g., special effects, empathy, and compassion
toward a character, etc.) and (ii) watching a movie together causes spectators’ affective
reactions to be synchronized through emotional contagion [90]. For these reasons, we
measure synchronization among multiple spectators’ physiological and behavioural signals.
Then, we use the level of synchronization among spectators’ reactions to detect aesthetic
highlights in movies.
In order to uncover a relationship between the occurrences of aesthetic highlights in films
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and multiple spectators’ affective states, we address the following research questions (see a
full list of research questions in Section 1.5):

1. Do aesthetic highlights elicit emotions in movie audiences? (RQ1)

2. Can the level of synchronization among spectators’ reactions be used to detect the
different categories of aesthetic highlights? (RQ2)

• If it is possible, which synchronization measures are the most reliable to efficiently
detect aesthetic highlights?

Below we emphasize what are, to the best of our knowledge, the main contributions of this
chapter, highlighting the novelty compared to the state of the art research:

• We are first to quantitatively analyze the direct relationship between emotions induced
in movie audiences (arousal-valence space) and the occurrences of aesthetic highlights
in movies.

• We investigate different approaches to synchronization estimation, such as pairwise,
group, and overall synchronization measures to analyze multiple spectators’ reac-
tions. There have been no comprehensive and comparative studies on synchronization
measures including multiple spectators’ physiological and behavioural responses.

• We use the level of synchronization of movie audiences’ EDA and ACC measurements
to detect aesthetic highlights. Then, we find that the pairwise approach to synchroniza-
tion performs aesthetic highlight detection efficiently compared to other measures for
several movie genres.

• We create one of the largest databases of aesthetic highlight annotations that will
help to study movie audiences’ responses to aesthetic content. This database contains
aesthetic highlight annotations of 30 full-length movies derived from 9 movie genres:
action, adventure, animation, comedy, documentary, drama, horror, romance, and
thriller.

4.1 Detection system of aesthetic highlights in movies

In this thesis we assume that physiological and behavioural responses of spectators in the
context of watching movies together are discriminative for aesthetic highlight detection in
movies. That is why we process spectators’ EDA and ACC measurements. The utility and
suitability of these signals for emotion and behaviour assessments have been confirmed



4.1 Detection system of aesthetic highlights in movies 57

by several previous studies [73, 125]. In order to detect aesthetic highlights and analyze
spectators’ responses to aesthetic stimuli, we propose an unsupervised highlight detection
system based on physiological and behavioural reactions of spectators watching movies
together, as shown in Figure 4.1. It is composed of three parts: signal preprocessing,
synchronization estimation, and detection based on the synchronization level. Filtering
and time windowing are included in the signal preprocessing while several synchronization
measures are used for the synchronization estimation and highlight detection.

We formulate highlight detection as a binary classification problem (highlight and non-
highlight class) to respond to our research question RQ2. There is a possible overlap between
different aesthetic highlights, e.g., highlights H3 and highlights H5 (see Section 3.3). A movie
scene can contain more than one highlight, for example, spectacular moments and character
development [113]. In this thesis we focus our work on detecting a particular category of
aesthetic highlights independently of those overlaps. We started with the preprocessing of
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Fig. 4.1 The scheme of an unsupervised highlight detection system based on synchronization
among spectators’ physiological or behavioural signals [141].

spectators’ physiological and behavioural signals that were filtered by a low-pass filter to
remove noise and distortions. To measure synchronization among spectators from the C.
LIRIS-ACCEDE database, we used the following experimental settings. EDA and ACC
measurements of spectators were filtered by a third order lowpass Butterworth filter with
cutoff frequency 0.3 Hz, as shown in Figure 4.1. The filtered signals were then segmented
into overlapping time windows with a time step and a window length equal 1 second and 5
seconds, respectively (some measurements were discarded due to the amount of artifacts).

The main component of our detection system is an estimator of the synchronization
level among spectators that employs synchronization measures. To compute the amount of
synchronization for each time window, we can use different synchronization measures. We
expect that the value of synchronization increases when spectators jointly react to aesthetic
scenes. The choice of a synchronization estimator is related to the type of analysis of
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synchronization which we attempt to carry out. We can analyze synchronization at pairwise
(local descriptors), overall (global descriptors), and group (trade-off between local and global
descriptors) levels to capture different patterns in multipule spectators’ responses [55]. In
particular, the synchronization analysis at the group level aims at finding subgroups of
synchronized responses. Also, the properties of aesthetic highlights, e.g., duration, frequency
of occurrence, and sampling frequency of recorded EDA and ACC measurements limit the
choice of synchronization measures that can be used.

We evaluate the discriminative power of synchronization measures for aesthetic highlight
detection by means of carrying out a receiver operating characteristic (ROC) curve analysis
with calculating the area under the ROC curve (AUC) as a performance metric. Aesthetic
highlights are determined for each time window based on the value of the estimated synchro-
nization among spectators. If the value of a synchronization measure is higher (lower) than a
threshold, we assign the time window to highlight (non-highlight) scenes [112, 113, 139].
The crucial issue of our unsupervised highlight detection system is the choice of a threshold
for a given synchronization measure. To overcome this, we evaluate the performance of the
detection system for varying thresholds. We calculate the true positive rate and the false
positive rate for each value of the threshold. Then, we generate ROC curves and calculate
their AUCs.

4.2 Synchronization measures

In this thesis we attempt to investigate different synchronization measures with particular
emphasis on the estimation of physiological and behavioural synchronization. This includes
all constraints related to highlight detection e.g., sampling frequency of physiological and
behavioural signals, the number of signals, the duration of time window, the duration of
highlights, etc. To understand different approaches to synchronization estimation for analysis
of multiple spectators’ signals, we divide synchronization measures into 3 classes: pairwise,
group, and overall measures. Pairwise measures establish synchronization between pairs of
signals. Group measures can analyze clusters of synchronized signals. Overall measures
can simultaneously process an arbitrary number of signals. The obvious disadvantage of
group and overall measures is that they are not able to provide information on synchronous
activities of single signal pairs due to their global properties. By contrast, pairwise measures
can successfully capture synchronization when there are synchronous changes in pairs of
signals.

We underline that although we study a large variety of synchronization measures, it is
not possible to include all existing synchronization measures in this thesis. Novel measures
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are constantly being developed. Our choice of synchronization measures is limited by the
fact that we are not able to estimate a covariance matrix by means of some of the pairwise
synchronization measures (namely, dynamic time warping, shape distribution distance and
nonlinear interdependence) because of their properties. Dynamic time warping is not a
normalized measure while shape distribution distance and nonlinear interdependence would
require distance measurements to neighbouring time windows.

In this Section we briefly review those three approaches to synchronization (pairwise,
group, and overall measures) and we propose to apply them to spectators’ physiological
and behavioural signals in order to detect aesthetic highlights in movies. A level of a
synchronization measure should reveal the synchronized reactions of spectators during
watching movies.

For spectators’ EDA and ACC signals {xi,t}, we consider time windows {xi(l)} for
i = 1,2,3, ...,M, t = 1,2,3, ...,N , and l = 1,2,3, ...,N, where M is the number of spectators’
signals, N is the number of samples, and N is the number of time windows.

4.2.1 Pairwise synchronization

The key point of pairwise measures is to measure the amount of synchronization only at
the local level, i.e. between two time series. When the number of signals is more than 2,
the synchronization value is calculated as a mean synchronization value over all possible
non-overlapping pairs of signals at a given time. We begin our review with mentioning about
the Pearson’s Correlation Coefficient (CC) that is perhaps the most common measure for
linear interdependence between two signals and the coherence function quantifies that linear
correlations in the frequency domain (find the details [144]). There are some attempts to
propose an extension of CC, such as correntropy coefficient [86], modifications of the partial
coherence [55, 149]. Although the amplitudes of signals are statistically independent, their
instantaneous phases can be strongly synchronized. This refers to phase synchronization
[120]. Granger causality is considered as a synchronization measure that is derived from
linear stochastic models of time series which measures linear dependencies between signals
[18, 83]. Non-linear extensions of Granger causality have been proposed in [6, 34]. Several
synchronization measures come from information theory [47]. Mutual information is perhaps
the most well-known synchronization measure among them. To study nonlinear dependencies
between time series, mutual information is calculated in the time and time-frequency domain
[8, 116]. Stochastic event synchrony represents a family of synchronization measures that
quantifies the similarity between point process extracted from time-frequency representations
of signals [56].
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We introduce below the following pairwise synchronization measure: Dynamic Time
Warping, Shape Distribution Distance, and Nonlinear Interdependence. In this thesis, we
used the mean value of a pairwise synchronization measure over all possible pairs of signals
at a given time stamp l as the value of the synchronization measure [112, 115].

Dynamic time warping

Let us suppose there are two time windows xi(l) and x j(l) of m samples for i, j = 1,2,3, ...,M,
l = 1,2,3, ...,N. In order to align these two signals, we create a m-by-m matrix DW which
contains the Euclidean distances between pairs of samples from time window xi(l) and x j(l)
[138]. A warping path W between two time windows is a set of matrix elements which
creates a mapping between them. A warping path W of length L is defined as follows

W = w1,w2, ...,wL, (4.1)

where w1,w2, ...,wL are the elements of the matrix DW and m  L < 2m�1.
The total cost cW (xi(l),x j(l)) of the warping path W is expressed by

cW (xi(l),x j(l)) =
L

Â
p=1

wp. (4.2)

The optimal warping path between two time windows xi(l) and x j(l) is a warping path W ⇤

that has a minimal total cost among all possible warping paths.
Dynamic Time Warping (DTW) distance between two time windows xi(l) and x j(l) is the
total cost of the warping path W ⇤, as follows [16]

dDTW (xi(l),x j(l)) = cW ⇤(xi(l),x j(l)). (4.3)

The distance dDTW (xi(l),x j(l)) is computed for each pair of time windows xi(l) and x j(l)
for i, j = 1,2,3, ...,M, l = 1,2,3, ...,N. The computational cost of the dynamic time warping
is O(Nm2M2) and is bounded by the number M of signals, the number N and the size m of
time windows.

Shape distribution distance

Time-delay coordinate embedding is used in analysis of dynamical systems [183]. This
method embeds a scalar time series into a m dimensional space to reconstruct the state
space trajectory of the underlying dynamical system. For each sample xi,t , i = 1,2,3, ...,M,
t = 1,2,3, ...,N of time series {xi,t}, a representation of the delay-coordinate embedding
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can be expressed as the following vector Xi,t which consists of m components

Xi,t = [xi,t ,xi,t+t ,xi,t+2t , ..,xi,t+(m�1)t ], (4.4)

where t is the index delay and m is the embedding dimension. A theoretical discussion on
the choice of these parameters is out of the scope of this thesis. The index delay and the
embedding dimension are selected based on the duration of aesthetic highlights. Diffusion
maps of time-delay coordinate embedding provides a new low dimensional parametrization
that is able to capture the changes in physiological and behavioural signals. When diffusion
maps are applied [44], an affinity metric K(xi,g,xi,h) is defined between pairs of the samples
xi,g and xi,h based on their representation in time-delay coordinate Xi,g and Xi,h, respectively.
Then, we only take into account a collection M of samples to define the following kernel

K(xi,g,xi,h) = e
�||Xi,g�Xi,h||

e , (4.5)

where e is a scale parameter of the affinity metric (the parameter is selected based on the mean
distance between points in the m-dimensional space) and g,h = 1,2,3, ...,M , M < N .

We can consider the collection M as nodes of an undirected symmetric graph, where two
nodes xi,g and xi,h are connected by an edge with the affinity weight K(xi,g,xi,h). We pursue
the construction of a Markov chain (random walk) on the graph nodes by normalizing the
kernel K(·, ·). Let K be the kernel matrix, and let P = D�1K be the corresponding transition

matrix, where D is a diagonal matrix with elements Dgg =
M
Â

h=1
K(xi,g,xi,h). In sequence, we

calculate PV analogues to P, where P(xi,g,xi,h) is the probability of transition in a single step
from node xi,g to node xi,h. In addition, we define PV (xi,g,xi,h) as the transition probability
in V steps from node xi,g to node xi,h. A definition of the diffusion distance DV (xi,g,xi,h)

between pairs of samples is the following [44]

DV (xi,g,xi,h) =

vuut
M

Â
z=1

(PV (xi,g,xi,z)�PV (xi,h,xi,z))
2w(xi,z), (4.6)

where w(xi,z) is a normalization weight. Intuitively, two points are similar when many short
paths with large weights connect them. When applying spectral graph theory to the transition
matrix PV , the diffusion distance DV (xi,g,xi,h) can be computed by means of its eigenvalues
{lT} that tend to 0 and have moduli strictly less than 1 and the corresponding eigenvectors
{jT} [44]. Let FV (xi,t) for some V � 0 be the diffusion maps of time series samples xi,t for
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i = 1,2,3...,M, t = 1,2,3, ...,M into the Euclidean space Rs that is expressed by

FV (xi,t) = [l 2V
1 j1(xi,t), ...,l 2V

s js(xi,t)], (4.7)

where s 2 {1,2,3, ...,M �1} is the new space dimensionality. It is shown that the diffusion
distance between samples xi,g and xi,h is equal to the Euclidean distance in the diffusion map
space, as follows [44]

DV (xi,g,xi,h) = ||FV (xi,g)�FV (xi,h)||. (4.8)

The idea is to measure the similarity between local shapes of reconstructed signal mani-
folds by means of time-delay embedding and diffusion maps [139]. We propose a geometric
framework which computes the amount of synchronization between a pair of spectators’
physiological or behavioural signals. To capture the unique local geometric properties of
a signal manifold, we introduce the local shape cumulative distribution function Fs

xi,t
(d ) of

pairwise diffusion distances for each sample xi,t and its delay samples xi,t ,xi,t+1, ...,xi,t+s

defined by
Fs

xi,t
(d ) =

Z
1D̃V (xi,t ,xi,t+q)d dµ, (4.9)

where q 2 {1,s}, µ is a counting measure and 1D̃V (xi,t ,xi,t+q)
is an indicator function with

respect to a delay sample on manifolds. Moreover, s should be chosen to obtain enough a
number of samples required for density estimation (s = 50). Besides, D̃V (·, ·) is the cosine
distance in the diffusion maps space that can be derived from the Euclidean dot product.
Normalization is advantageous to the local shape distribution, as follows

F s
xi,t
(d ) =

Fs
xi,t
(d )

Fs
xi,t
(•)

. (4.10)

For two time series {xi,t} and {x j,t}, the synchronization measure that is named Shape
Distribution Distance (SDD) is derived from calculating the Kolmogorov-Smirnov distance
between two local shape distributions of their manifold representations for each time step t.
SDD is defined, as follows

Ss (xi,t ,x j,t) = max
d

|F s
xi,t
(d )�F s

x j,t
(d )|. (4.11)

If two time series are synchronized, Ss (xi,t ,x j,t) is equal to 0 for all time steps. The com-
plexity of the shape distribution distance is O(M2N3) and is bounded by the number M of
signals and the number N of time windows.
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Nonlinear interdependence

The concept of nonlinear interdependence comes from studies on generalized synchronization
that evaluate the interdependence between signals in a reconstructed state space domain
[158]. Nonlinear Interdependence (NI) measures the geometrical similarity between the state
space trajectories of two dynamical systems. Time-delay embedding is applied to two time
series {xi,t} and {x j,t} for i, j = 1,2,3, ...,M, t = 1,2,3, ...,N to reconstruct the trajectories
analogous to shape distribution distance [183]. The mean square Euclidean distance of
each sample xi,t to its K nearest neighbours xi,r for r = 1,2,3, ...,K in the delay-coordinate
embedding is

RK(xi,t) =
1
K

K

Â
r=1

(Xi,t �Xi,r)
2, (4.12)

and the mean squared Euclidean distance conditioned by the equal time partners of the K
nearest neighbours of x j,t is

RK(xi,t |x j,t) =
1
K

K

Â
r=1

(Xi,t �Xj,r)
2. (4.13)

NI measure is defined as [154]

SK(xi,t |x j,t) =
RK(xi,t)

RK(xi,t |x j,t)
. (4.14)

The number of nearest neighbours should be selected to accurately estimate an average
distance a point to its nearest neighbours, e.g., K = 50. To make the nonlinear interde-
pendence symmetric, we consider SK(x j,t |xi,t) and we then average these two parameters.
When two time series are synchronized (resp. desynchronized), the value of the nonlinear
interdependence is close to 1 (resp. 0) for all samples. Searching K nearest neighbours of
N time windows for calculating the nonlinear interdependence among all possible pairs of
signals M can be found in O(M2KNlogN) time.

4.2.2 Group synchronization

Group synchronization measures intend to be a trade-off between pair and overall approaches
to synchronization. It can capture synchronization among groups of signals based on the
connectivity of signal clusters. This approach to synchronization contains a multivariate
measure which ascribes a single value to groups of signals in comparison with pairwise or
overall measures [140]. We detail below how we can adapt Periodicity Score (PS) [148] to
measure synchronization among groups of spectators.
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Fig. 4.2 An example of: (a) the filtered Vietoris-Rips complex, (b) a number of connected
components for different values of filtration parameter, (c) the persistent diagram [140].

Periodicity score

In this section we detail the usage of PS to measure synchronization among spectators [147,
148]. We analyze time windows {xi(l)} for i = 1,2,3, ...,M, l = 1,2,3, ...,N of spectators’
signals as a sequence of points encoded on the Grassmann manifolds preserving their intrinsic
dependencies. The Grassmann manifold G(k,n) is defined as a set of k dimensional linear
subspaces of the n dimensional vector space. To map the time windows of spectators’
physiological or behavioural signals to Grassmann manifolds, we apply Reduced (Thin)
Singular Value Decomposition (RSVD) to their Short Time Fourier Transform (STFT).
Finally, we associate PS with the synchronized spectators’ physiological and behavioural
signals.

STFT. We apply STFT to given time windows {xi(l)} for i = 1,2,3, ...,M, and we yield
a sequence of xi,l

t̂, f̂
in the time and frequency domain, where t̂ is a time frame index and f̂ is a

frequency band index. Each time window xi(l) is split into segments with an overlap of 50%
to apply STFT. Let Si,l

x (t̂, f̂ ) be the squared magnitude of the STFT, as follows

Si,l
x (t̂, f̂ ) = ||xi,l

t̂, f̂
||

2
. (4.15)
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RSVD. Then, we map time windows {xi(l)} of all signals on real Grassmann manifolds
to recover the intrinsic dependencies among them [36]. The real Grassmann manifold
G(k,n) parametrizes all k dimensional subspaces of the vector space Rn. A sequence of
corresponding matrices Si,l

x (t̂, f̂ ) for i = 1,2,3, ...,M can be mapped to the points on the
manifold G(k,n) using RSVD. If we compute RSVD of the matrix Si,l

x (t̂, f̂ ), as follows

Si,l
x (t̂, f̂ ) =UiSiV itr, (4.16)

then the columns of the n⇥ k orthogonal matrix Ui are a non-unique basis for the column
space of Si,l

x (t̂, f̂ ). Thus, Ui can be used to represent the matrix Si,l
x (t̂, f̂ ), and can be identified

with a point on the Grassmann manifold G(k,n) [36]. Once the time windows are mapped to
a sequence of points on G(k,n), the pairwise distances between these points can be found
using a function of the angles between subspaces.

Let Ui and U j be two k dimensional subspaces representing xi(l) and x j(l), we measure
the similarity dmin(Ui,U j) of two points on the Grassmann manifold G(k,n) by applying the
minimum correlation distance [87]

dmin(Ui,U j) = sinqk, (4.17)

where 0  q1  q2  ... qk  p
2 are principal angles between two subspaces.

PS. Finally, we introduce the basics of persistent homology: filtrations and persistence
diagrams [79, 147, 148]. Once the sequence of Si,l

x (t̂, f̂ ) for i = 1, ...,M matrices is mapped
to G(k,n) and defines a metric space (U = {U1, ...,UM},dmin(·, ·)), we recall the definition
of the Vietoris-Rips complex Ripsa(U) as the set of the simplices [U1, ...,UP] such that
dmin(Ua,Uc) a for a,c = 1, ...,P. There is an inclusion of Ripsa(U) in Ripsb (U) for any
a  b . The sequences of inclusions are called filtrations Filta(U). An example of the
filtered Vietoris-Rips complex is presented in Figure 4.2(a). Persistence diagrams study
the evolution of the topology of a filtration, and to capture properties of the metric which
is used to generate the filtration. Existing connected components are merged for 0�th
homology when a increases, as shown in Figure 4.2(b). Persistent homology tracks the birth
(appearance) b and death (disappearance) d of all connected components that are illustrated
in Figure 4.2(c). The maximum persistence mp(dgm({xi(l)})) of a persistence diagram
dgm({xi(l)}) for i = 1,2,3, ...,M is defined as follows [148]

mp(dgm({xi(l)})) = max
(b,d)2dgm({xi(l)})

pers(b,d), (4.18)
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where pers(b,d) = d � b for (b,d) 2 dgm({xi(l)}), and as • otherwise. Finally, we can
provide PS S({xi(l)}) [148]

S({xi(l)}) =
mp(dgm({xi(l)}))p

3
. (4.19)

PS that is the normalized maximum persistence mp(dgm({xi(l)})) can help us to quantify
synchronization among signals because it is capable of measuring their intrinsic geometric
dependencies. PS can measure synchronization among groups of signals based on the
connectivity of signal clusters. When S({xi(l)}) equals 0, it means that we cannot explore
any structure in the data. If a value of S({xi(l)}) rises close to 1, we find some strong
connectivity structure in the data. The computational complexity of the periodicity score is
O(mNM2) and is bounded by the number M of signals, the number N and the size m of time
windows.

4.2.3 Overall synchronization

The overall approach to synchronization simultaneously processes all the time series and
considers them as components of a single interdependent system. Omega complexity is a
synchronization measure which is derived from applying a principal component analysis to a
covariance matrix [160]. Given M signals, the multivariate time series is viewed as series
of temporary maps whose sequence over time defines a trajectory of a dynamical system
in a M dimensional space. Omega complexity evaluates in particular the complexity of a
trajectory by means of examining its shape along the principal dimensions. S-estimators
are an extension of omega complexity based on Shannon entropy [95]. We detail below the
concept of the S-estimators with different estimators of the covariance matrix.

S-estimators

All signals can be viewed as a representation of a trajectory that can be modeled in a
high-dimensional state-space. The dimensionality of the trajectory in the state-space can
be assessed based on a principal component analysis of an estimated covariance matrix.
Minimum entropy characterizes the situtation when a few normalized eigenvalues only are
nonzero, showing a high level of synchronization. Let Cl = (Cl

i j) be a matrix in which
Cl

i j reflects cross-dependence between time windows xi(l) and x j(l) for i, j = 1,2,3, ...,M,
l = 1,2,3, ...,N, such as correlation, phase synchronization (phase locking value), synchro-
nization likelihood, windowed mutual information, event synchronization, heat kernel, and
diffusion map [50, 95].
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The eigenvalue decomposition of Cl is

Clvl
u = l l

uvl
u, (4.20)

where eigenvalues l l
1  l l

2  ...  l l
M are in increasing order and vl

u, u = 1,2,3, ...,M are
corresponding eigenvectors. As the matrix Cl is a real and symmetric, all eigenvalues are
real numbers, and the trace of Cl is equal to the number of signals M.

S-estimator is proposed to measure synchronization among signals by means of the
distributions of the eigenvalues of the covariance matrix Cl , as proposed in [25]

Sl = 1+

M
Â

u=1

l l
u

M log(l l
u

M )

log(M)
. (4.21)

When all the signals are synchronized (resp. desynchronized), the value of the S-estimator is
close to 1 (resp. 0) for all time windows. The computational complexity of the S-estimator is
O(NM3) and is bounded by the number M of signals and the number N of time windows.

4.3 Results

4.3.1 Emotions and aesthetic highlights

Previous studies have confirmed that physiological reactions of spectators are linked with
their emotional states [109, 209]. In our studies we attempt to prove that aesthetic scenes
are able to influence the affective states of spectators. In order to evaluate whether aesthetic
highlights in various movies evoke emotions, we used a meta analysis [21]. We related the
occurrences of highlights in movies to felt emotions (level of arousal and valence) by the
spectators from the C. LIRIS-ACCEDE database. To apply a meta-analysis, we considered
this database as a set of empirical experiments about a given topic: the level of emotions
(arousal/valence) while watching aesthetic highlights in movies [21]. Each category of
aesthetic highlights was analyzed independently of the others. Effect-sizes were calculated
over individual movies. The effect size is the standardized mean difference that is defined
as the difference between mean values of continuous emotion annotations of highlight and
non-highlight intervals divided by their pooled standard deviation. Positive values indicate a
higher level of arousal/valence of highlight scenes in comparison with non-highlight scenes,
whereas negative values of the effect size indicate a lower level.

To integrate the results of the experiments, we used a fixed-effect model [21] that weights
each effect size estimate as a function of its precision to calculate an overall estimate. Weights
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are inversely proportional to the variances of effect size estimates. In our studies we followed
Cohen’s benchmarks [43] for the interpretation of the practical significance of a weighted
average effect size. We assume that the values around 0.2, 0.5, and 0.8 can be interpreted
as small, medium and, large effect sizes, receptively. The weighted average effect size of
arousal/valence on the C. LIRIS-ACCEDE database is reported in Table 4.1. In the case of
arousal, medium positive effect sizes (>0.5) are found for spectacular highlights H1, character
development highlights H3, and theme development highlights H5. Also, medium negative
effect sizes (<-0.5) are observed for spectacular highlights H1 and character development
highlights H3 regarding valence.

Table 4.1 The weighted average effect size (fixed-effect model) of arousal and valence during
aesthetic highlights over all the C. LIRIS-ACCEDE database [141].

Emotions \Highlights H1 H2 H3 H4 H5
Arousal 0.76 -0.23 0.70 0.04 0.53
Valence -0.64 -0.11 -0.55 0.11 -0.22

To investigate the relationship between movie genres and emotions induced by aesthetic
highlights, we carried out the same meta analysis for each of the 9 movie genres in the C.
LIRIS-ACCEDE (see a list of movie genres in Section 3.2). We infer that the direction and
the power of the average effect size strongly depends on the movie genre for both arousal
and valence, as shown in Tables 4.2 and 4.3. Strong emotional reactions are expected to be
associated with spectacular highlights H1, such as using special effects, increasing saturation
of colors, playing with lightening, and camera location. The results from Tables 4.2 and 4.3
confirm our hypothesis. We observe a medium positive effect size (a high level) of arousal
for drama, action, romance, and adventure and a large positive effect for horror. Moreover,
we identify large positive and negative effects of valence for documentary and horror movies,
respectively.

Slow movements of cameras, lightening, shadowing, and playing music in the background
during subtle highlights H2 do not evoke strong emotional reactions among spectators. A
medium negative effect size of arousal for action movies is observed. Furthermore, a medium
positive effect size of valence is only reported for horrors, unlike action and romance movies.

Following the main characters’ development and tensions among them (character devel-
opment highlights H3) can affect the emotional and physiological states of spectators. We
find a medium positive effect size of arousal for comedy, adventure, and documentary movies
and a large positive effect size for horror and animation movies. Also, we observe a high
level of negative valence for animations (medium negative effect), and thriller, romance, and
horror movies (large negative effects), as illustrated in Tables 4.2 and 4.3.
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Table 4.2 The weighted average effect size (fixed-effect model) of arousal during aesthetic
highlights calculated per movie genre [141].

H \Genre Drama Animat. Thrill. Action Comed. Roman. Advent. Docum. Horror
H1 0.73 0.49 0.22 0.57 0.34 0.53 0.57 -0.30 1.06
H2 -0.02 -0.18 -0.13 -0.58 -0.46 -0.38 0.11 -0.49 -0.42
H3 0.01 0.92 0.14 0.11 0.65 -0.04 0.56 0.72 1.03
H4 -0.74 0.10 0.25 -0.13 0.92 -0.26 0.15 - -0.27
H5 0.32 0.78 0.62 -0.01 0.76 -0.16 0.19 -0.19 0.65

Table 4.3 The weighted average effect size (fixed-effect model) of valence during aesthetic
highlights calculated per movie genre [141].

H \Genre Drama Animat. Thrill. Action Comed. Roman. Advent. Docum. Horror
H1 -0.10 0.14 -1.04 0.19 0.13 -0.13 -0.48 1.20 -1.13
H2 -0.15 -0.10 -0.38 -0.75 -0.28 -0.71 0.08 0.23 0.60
H3 -0.16 -0.75 -0.80 -0.20 0.27 -0.92 0.11 0.45 -1.01
H4 0.07 -0.55 0.41 -0.02 -0.01 0.35 -0.43 - 0.39
H5 0.07 -0.17 -1.02 -0.40 0.56 -0.01 -0.11 -0.69 -0.48

Dialogues among main characters (highlights H4) only for some specific movie genres
are able to elicit emotions in spectators. We find a low level of arousal in dramas (medium
negative effect size) and a high level of arousal in comedies (large positive effect size) as well
as a medium negative effect of valence for animation movies in Tables 4.2 and 4.3. We infer
that dialogues carry the emotional tone of the genre. There are a low level of arousal (sad)
for dramas and a high level of arousal (joy) for comedies. The long duration of dialogues
could cause that spectators’ emotions fade over time. Also, the main character are frequently
ambiguous movie characters who could stimulate different reactions across the audience.
That is why, we can observe in Tables 4.2 and 4.3 that directions of effects vary from one
movie genre to another.

Theme development highlights H5 incompletely overlap with the other types of aesthetic
highlights, such as spectacular highlights H1 and character development highlights H3. The
development of a specific theme is often conjugated with the emotion development of main
characters as their responses to dramatic events are presented in a sublime manner. Also, we
observe a medium positive effect size of arousal for the following movies genres: animation,
thriller, comedy, and horror, as presented in Table 4.2. In terms of valence, we remark a
medium positive effect size for comedies and a medium and large negative effect for thriller
and documentary movies, as shown in Table 4.3.
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4.3.2 Dependencies between synchronization measures

In order to find dependencies between different approaches to synchronization and evaluate
their detection performance, we selected the following synchronization measures: Nonlinear
Interdependence (NI), Dynamic Time Warping (DTW), Periodicity Score (PS), Shape Distri-
bution Distance (SDD), S-estimators with different covariance matrices, such as CORrelation
(S-COR), Phase Locking Value (S-PLV), Windowed Mutual Information (S-WMI), Heat
Kernel (S-HK), and Diffusion Map (S-DM). These synchronization measures represents
pairwise, group, and overall approaches to synchronization estimation. The values of all the
mentioned synchronization measures were computed for each time window. We calculated
the CC between those measures to gain insight into the dependencies between them [55, 96].
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Fig. 4.3 The weighted average CC effect size between the synchronization measures (yellow
and purple color indicate strong correlation and anti-correlation, respectively). The syn-
chronization measures are computed over spectators’: (a) EDA signals, (b) ACC signals
[141].

A statistical analysis requires to weight all CCs between all pairs of the synchronization
measures over the different movies from the C. LIRIS-ACCEDE database. To integrate the
results and obtain the weighted average effect size of CC, we utilized a fixed-effect model
[21]. To interpret the practical significance of a weighted average effect size for CC, we
assume that values around 0.1, 0.3, and 0.5 can be interpreted as small, medium, and large
effect sizes, respectively [43]. The values of thresholds are different in comparison to the
standardized mean difference effect size (see Section 4.3.1).

As seen in Figure 4.3, we find that some synchronization measures are strongly correlated
with each other independently of the processed modality (EDA and ACC signals). Taking
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into account the values of the a weighted average effect size for CC, we can distinguish three
families of synchronization measures: pairwise, group, and overall measures. It becomes
clear that all the S-estimators with the different estimators of the covariance matrix are
dependent on one another (medium and large positive effect). Futhermore, we can emphasize
the strong relations (small, medium, and large positive effect) between all three pairwise
synchronization measures: the NI, the DTW, and the SDD. Interestingly, the PS measure
seems to be mutually uncorrelated with the other measures. These results are in line with the
other studies on synchronization applied to electroencephalograph signals for early diagnosis
of Alzheimer’s disease [55]. We find as well that some measures (pairwise measures or
S-estimators) are strongly correlated or anti-correlated.

4.3.3 Aesthetic highlight detection

In this section we provide the results of aesthetic highlight detection per movie genre using
the different approaches to synchronization estimation which are described in Section 4.2.
We detected 5 categories of aesthetic highlights (H1, H2, H3, H4, and H5 are defined
in Section 3.3) based on the level of the estimated synchronization. If the value of a
synchronization measure for a given sliding window is higher (lower) than a changing
threshold, we assign the time window to a highlight class.

Since the presented synchronization measures capture different dependencies among
signals, we decided to take the advantage of it. We followed a feature fusion approach and
combined all the synchronization measures at a given time into one vector. Then, we used
clustering based Gaussian mixture models to compute a probability of belonging to the
highlight class (resp. non-highlight) for each window. If the probability for a given sliding
window is higher (resp. lower) than a changing threshold, we assign the time window to
the highlight class. We name it Combining Multiple Measures and Clustering (CMMC)
approach. Identified labels are compared to the collected annotations (ground truth) and the
true positive and false positive ratio are calculated to obtain ROC curves.

In order to investigate the statistical significance of the results, we used the following
validation. Firstly, we computed AUC to evaluate the overall performance of our system as
well as the discriminative power of synchronization measures. Furthermore, we referred the
performance of our system to the performance of a random classifier (AUC = 0.5). Secondly,
the synchronization measures that did not perform randomly were placed in rank order for
each movie genre. Thirdly, multiple comparisons were made to find groups of measures that
perform significantly better than others, such as 1st (the highest performance), 2nd and 3rd
group of measures.
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Table 4.4 Performance (AUC) of our highlight detection system evaluated per category of
aesthetic highlights and movie genre, different synchronization measures applied to EDA
signals of spectators [141].

Gen. \H H1 H2 H3 H4 H5
Drama 1. DTW (0.57) † 1. CMMC (0.56)? 1. SDD (0.58)‡ 1. CMMC (0.61)‡ 1. NI (0.58)‡

CMMC (0.56)† NI (0.55) ? NI (0.57)‡ SDD (0.59)‡ DTW (0.57)‡

DTW (0.58)‡ CMMC (0.56)†

S-WMI (0.56)†

S-HK (0.55)?
NI (0.55)?

S-DM (0.55)?

Animat. 1.S-DM (0.59)‡ 1.? DTW (0.70)‡ 1.‡SDD (0.72)‡ 1.‡ CMMC (0.84)‡ 1. NI (0.59)‡

S-HK (0.59)‡ DTW (0.59)‡

S-WMI (0.58)‡

S-COR (0.55)?

Thrill. 1. SDD (0.62)‡ 1. SDD (0.62)‡ 1. S-DM (0.70)‡ SDD (0.74)‡ 1. S-WMI (0.60)†

CMMC (0.62)‡ S-HK (0.68)‡ S-HK (0.59)†

DTW (0.61)† S-WMI (0.66)‡ S-COR (0.58)?

S-HK (0.60)† CMMC (0.65)‡ S-DM (0.58)?

S-WMI (0.57)? DTW (0.64)‡ S-PLV (0.58)?

S-DM (0.57)? S-COR (0.63)†

S-PLV (0.59)?

Action 1.S-WMI (0.59)‡ 1. S-HK (0.58)? 1. DTW (0.57)† 1. SDD (0.61)‡ 1. DTW (0.58)†

NI (0.58)† NI (0.58)? CMMC (0.57)† CMMC (0.58)†

S-HK (0.57)† SDD (0.55)? NI (0.56)?
S-DM (0.56)?
DTW (0.56)?

CMMC (0.56)?

Comed. 1. DTW (0.63)‡ 1. DTW (0.58)‡ 1.?SDD (0.62)‡ 1. S-HK (0.56)‡ 1.†SDD (0.63)‡

CMMC (0.63)‡ CMMC (0.56)† S-WMI (0.56)‡

S-DM (0.54)? SDD (0.56)‡

S-DM (0.54)†

S-PLV (0.54)?

Roman. 1.‡SDD (0.82)‡ 1. DTW (0.60)‡ 1. DTW (0.65)‡ 1.‡DTW (0.77)‡ 1. NI (0.60)‡

CMMC (0.59)† CMMC (0.62)‡ CMMC (0.77)‡ SDD (0.56)?

NI (0.57)? NI (0.60)‡ S-COR (0.56)?
SDD (0.57)?

Advent. 1.?DTW (0.70)‡ 1. DTW (0.58)† 1. SDD (0.64)‡ 1. SDD (0.60)‡ 1.?SDD (0.67)‡

CMMC (0.70)‡ CMMC (0.58)† CMMC (0.62)‡ NI (0.56)†

SDD (0.57)† DTW (0.61)‡

NI (0.57)?

Docum. 1. CMMC (0.83)† - 1. CMMC (0.97)‡ - Any Measures
DTW (0.75)? SDD (0.83)†

S-HK (0.72)? DTW (0.81)†

S-WMI (0.71)? NI (0.78)?

Horror 1.?DTW (0.69)‡ 1. SDD (0.67)‡ 1.‡DTW (0.75)‡ 1. SDD (0.61)‡ 1. DTW (0.60)‡

CMMC (0.69)‡ CMMC (0.62)† CMMC (0.74)‡ NI (0.59)‡ CMMC (0.60)‡

DTW (0.62)? S-HK (0.57)† NI (0.55)†

S-DM (0.57)† S-HK (0.55)?

S-WMI (0.56)† S-WMI (0.54)?
S-DM (0.54)?

? stand for p-value < 0.05, † for p-value < 0.01 and ‡ for p-value < 0.001. We report p-value when
we refer the performance of a measure to a random classifier (upper index of AUC performance)
and when we find the groups of synchronization measures in the ranking significantly different in
terms of performance (the upper index of an ordinal number of measure groups).
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Table 4.5 Performance (AUC) of our highlight detection system evaluated per category of
aesthetic highlights and movie genre, different synchronization measures applied to ACC
signals of spectators [141].

Gen. \H H1 H2 H3 H4 H5
Drama Any Measures 1.?SDD (0.63)‡ 1. CMMC (0.57)‡ 1.?DTW (0.62)‡ 1.?NI (0.61)‡

DTW (0.56)† CMMC (0.59)‡

NI (0.56)†

Animat. 1. SDD (0.58)‡ 1.?SDD (0.74)‡ 1. SDD (0.60)‡ 1. DTW (0.68)‡ 1. NI (0.64)‡

NI (0.55)? NI (0.57)† CMMC (0.67)‡ DTW (0.62)‡

CMMC (0.55)? SDD (0.64)‡ SDD (0.61)‡

CMMC (0.59)‡

Thrill. 1. MCCM (0.61)† Any Measures 1. SDD (0.59)? 1.?CMMC (0.70)‡ 1. SDD (0.66)‡

DTW (0.58)? S-WMI (0.59)? DTW (0.68)‡ DTW (0.65)‡

CMMC (0.64)‡

NI (0.59)†

Action 1. SDD (0.63)‡ 1. S-WMI (0.59)? 1. DTW (0.55)? 1. DTW (0.55)? 1. SDD (0.60)‡

S-DM (0.58)† CMMC (0.58)?

S-HK (0.57)†

S-COR (0.56)?
S-WMI (0.56)?

Comed. 1. SDD (0.61)‡ Any Measures 1. CMMC (0.56)‡ 1. CMMC (0.56)‡ 1.‡SDD (0.63)‡

CMMC (0.58)‡ NI (0.55)†

NI (0.57)† SDD (0.53)?

Roman. 1.?SDD (0.70)‡ 1. DTW (0.63)‡ 1. NI (0.63)‡ 1. S-COR (0.59)? 1. DTW (0.60)‡

CMMC (0.62)‡ DTW (0.59)† CMMC (0.58)†

SDD (0.59)† NI (0.56)?
NI (0.57)?

Advent. 1. SDD (0.58)† Any Measures 1. DTW (0.63)‡ 1. DTW (0.63)‡ 1. S-WMI (0.55)?

CMMC (0.56)? NI (0.61)‡ CMMC (0.63)‡

SDD (0.58)† SDD (0.60)‡

CMMC (0.58)†

Docum. 1. SDD (0.81)† - 1. SDD (0.78)? - 1. SDD (0.95)‡

NI (0.77)?
S-PLV(0.74)?

Horror 1.‡SDD (0.62)‡ 1. DTW (0.64)‡ 1.†SDD (0.63)‡ 1. DTW (0.57)‡ 1. SDD (0.58)‡

SDD (0.64)† NI (0.57)†

CMMC (0.64)† CMMC (0.55)?

? stand for p-value < 0.05, † for p-value < 0.01 and ‡ for p-value < 0.001. We report p-value when
we refer the performance of a measure to a random classifier (upper index of AUC performance)
and when we find the groups of synchronization measures in the ranking significantly different in
terms of performance (the upper index of an ordinal number of the measure groups).
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All the statistical comparisons were made using the two sided Bradley test at 0.05 signifi-
cance level [22]. Low p-values indicate that there are large differences in the performance of
the synchronization measures.

Tables 4.4 and 4.5 present the detection performance (AUC) of all the synchronization
measures applied to spectators’ physiological and behavioural signals. We only report the
first group of synchronization measures that reached significantly the best performance for
the given category of aesthetic highlights and movie genre.
In Table 4.4, the results illustrate the discriminative power of the synchronization measures to
detect aesthetic highlights in movies based on spectators’ EDA signals. In general, we observe
that the pairwise synchronization measures obtain the best performance in comparison with
the group or overall approaches. The DTW measure achieves the highest of performance
for the following movie genre: animation, action, romance, documentary, and horror. The
SDD measure reaches the best results for thriller, comedy, romance, and adventure movies.
Also, the NI measure could indicate these highlights with the highest performance in drama,
action, and romance movies. Moreover, the pairwise synchronization measures appear to
have also the most discriminative power for detecting the different categories of aesthetic
highlights. The DTW measure can be used to detect highlights H1, H2, and H3 unlike the
DDS measure that indicates highlights H3 and H4 with the best performance. Besides, the
NI measure can be applied to predict highlights H5.

Table 4.5 presents the detection performance, when synchronization measures are applied
to ACC signals. We infer that the pairwise synchronization measures, especially the SDD,
reach the best performance per movie genre and aesthetic highlight category. Moreover,
the SDD measure obtains the best results for the movie genres: animation, action, comedy,
adventure, documentary, and horror, as well as, in terms of highlight type: highlights H1, H2,
H3, and H5. The DTW measure performs the best for drama, thriller, action, and romance
movies as well as for highlights H4. The NI can be used interchangeably with the DTW
to detect these highlights in specific movie genres, such as drama or romance. Also, it can
replace the SDD to identify highlights H3. Detection of highlights H4 in animations and
comedies only benefits from the basic aggregation of multiple synchronization measures
applied to spectators’ EDA and ACC signals (CMMC approach). Generally, combining
synchronization measures does not improve performance of aesthetic highlight detection.

4.4 Discussion and conclusions

We extended our primary experiment [113] that aimed to understand spectators’ physiological
and behavioural reactions to movie aesthetic highlights. In this thesis, aesthetic highlight
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detection was performed on the C. LIRIS-ACCEDE database that contains 30 movies
from 9 movie genres. Regarding our first research question (RQ1) we discovered that
these highlights evoke some amounts of emotions (arousal and valence intensity) that is
strictly related to movie genres. Moreover, we proposed the architecture of an supervised
detection system that is able to detect aesthetic highlights in movies based on spectators’
physiological and behavioural reactions. We investigated which approach to synchronization
estimation, such as pairwise, group, and overall measures obtains the best performance. In
response to our second research question (RQ2), the results that we obtained prove that the
level of synchronization among spectators’ EDA and ACC signals in a social setting has a
discriminative power to detect the different categories of aesthetic highlights independently
of movie genre and recorded modalities. Nevertheless, a general statement cannot be made
for different movie genres because of the small number of movies per genre available.
Furthermore, we infer from our analysis that all the pairwise synchronization measures are
correlated with each other. Also, that is the case for all the overall synchronization measures.
To study synchronization, we find that it is enough to evaluate a few measures derived from
the different families of synchronization measures instead of using all of them.

Overall, we observe that the pairwise synchronization measures, such as the SDD (Shape
Distribution Distance) and the DTW (Dynamic Time Warping) best perform aesthetic high-
light detection in movies independently of movie genre and highlight type, responding to
the second part of RQ2. The group and overall estimation of synchronization perform at the
lowest level. Also, the choice of a covariance matrix estimator, such as the min correlation
distance, correlation, phase locking value, windowed mutual information, heat kernel, and
diffusion map does not influence performance. When rapid physiological and behavioural
reactions are evoked, all the pairwise synchronization measures (the SDD and the NI) seem
to take the advantage of including information on neighboring time windows unlike the
estimation of the covariance matrix. Moreover, the DTW is able to average the temporal
reactions of spectators which vary in dynamics. These features of the estimation methods
allow them to suppress the oscillations of the values from one time window to another. In
addition, we suppose that considering all spectators signals like one dynamic system suffers
from rapid changes of social interactions among spectators through the whole movie, and
may result in unstable behaviours of the dynamical system. Analysis of synchronization
at the level of pairs could benefit from uncovering stable pairs of spectators through the
majority part of a movie.

EDA measurements appear to be more indicative of aesthetic highlights in a social
context compared to ACC measurements. The main reason can be that aesthetic experience is
associated with a high level of arousal that is depicted in spectators’ physiological reactions.
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That is coherent with our findings on the annotated scenes contain a large amount of emotions
(high level of arousal and valence) for the whole C. LIRIS-ACCEDE database. Spontaneous
rapid behavioural reactions could be expected to be evoked when spectators are exposed to
very intensive stimuli, e.g., spectacular killing people in a horror movie.

Generally, we observe that pairwise, group, and overall synchronization measures are
able to estimate synchronization among spectators’ physiological signals when they are
exposed to different aesthetic highlights that elicit a high level of arousal and valence, e.g.,
romance, action, adventure, horror movies, etc. This is not the case for the estimation of
synchronization based on ACC measurements, only pairwise synchronization measures
are capable of estimating the level of synchronization among behavioural responses (ACC
signals) of spectators.

Combining multiple synchronization measures into one vector (CMMC approach) does
not significantly improve the performance of aesthetic highlight detection. There is a need to
study new strategies of multiple synchronization measure fusion since they are defined in
different manners and measure different nonlinear dependencies between signals. This can
be considered as one of the future directions of research on synchronization measures.

The main limitation of our work is the amount of available annotated data, the feasibility
of running a large scale experiment in a cinema theater, and using unobstructive and reliable
sensors. In our studies we uncover that the estimation of synchronization among spectators
from their physiological signals results in better performance of highlight detection than from
their behavioural (ACC) signals. However, this conclusion can be biased by the placement of
sensors. The sensors were attached to spectators’ hands when the experiment was conducted.
Generally, spectators do not often make limb movements when they watch a movie.

Future work includes collecting more multimodal data to propose general architecture of
a detection system. That allows us to apply more complex synchronization measures between
different modalities. In the future, we will possibly have access to cost-effective sensors
that are capable of capturing currently unavailable modalities, such as audio-video recording
of movie audiences in a darkened cinema theater and more spectators’ physiological and
behavioural signals. A comprehensive approach to understanding aesthetic experience also
requires to explore movie content combined with spectators’ reactions. The integration of
audio-visual movie attributes with spectators’ physiological and behavioural signals can be
beneficial for aesthetic highlight detection and the understanding of film aesthetic experience.



Chapter 5

Studying the relationship between
induced and perceived emotions of movie
audiences

In this Chapter, we mainly study the relationship between perceived and induced emotions of
movie audiences. The former correspond to perceiving properties of affective movie content
while the latter are associated with spectators’ emotional reactions to affective movie content.
In addition, we investigate different machine learning models to predict movie induced
emotions from movie content based features as well as physiological and behavioural (ACC
signals) responses of movie audiences. Understanding how affective movie content evokes
emotions in movies can make significant contribution to emotion-based content delivery,
video summarization and indexing. Also, our work on perceived and induced emotions
may help the movie industry to design movie sets and increase spectators’ engagement with
stories of movie main characters.

It has been argued that the perceived emotions of movie content can influence the induced
emotional responses of audiences, for example, by evoking empathy [184]. That suggests
a positive correlation between perceived and induced emotions. Nevertheless, Baveye et
al. [11] wondered whether intended emotions of moviemakers are always consistent with
emotions that evoked in movie audiences or not. To the best of our knowledge, there has
been no previous research quantitatively investigating the relationship between perceived and
induced emotions of movie audiences. In this thesis, we suppose that there is a relationship
between movie audiences’ induced and perceived emotions. However, we assume that this
relationship is more complex than a positive correlation due to the effect of watching full-
length movies. We have to take into account the fact that consecutive scenes are dependent
on each other and movie form and content are presented over time with respect to intentions
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of moviemakers. This can be one cause of the difference between what spectators perceive
and feel.
To investigate the relationship between perceived and induced emotions of movie audi-
ences, we address the following research questions (see a full list of research questions in
Section 1.5):

1. Are perceived emotions of the movie content and induced emotions in movie audience
always consistent? (RQ3)

2. How can we improve recognition performance of induced emotions in movie audience?
(RQ4)

• Are there other features beyond the audio-visual movie content than can con-
tribute to induced emotion recognition?

• Are perceived emotions discriminative for induced emotion recognition?

• Do recognition models benefit from including temporal information and multi-
modal signals?

We emphasize the contributions of our work below, highlighting the novelty compared to the
state of the art research:

• We carry out the first quantitative analysis of the relationship between perceived
emotions and induced emotions of movie audiences as well as aesthetic highlights.

• To the best of our knowledge, we are the first to use movie perceived emotion annota-
tions as affective cues to predict induced emotions.

• In our experiments, we show how performance of induced emotion recognition can be
improved by including temporal context, and multimodal fusion that incorporates audio-
video features, lexical features, perceived emotion and aesthetic highlight annotations
as well as spectators’ physiological and behavioural reactions to movie content.

5.1 Multimodal feature extraction

To answer our fourth research question (RQ4), we attempt to use multimodal information
that describe affective movie content and spectators’ physiological and behavioural reactions
to improve induced emotion recognition. Besides audio-visual features of movie content, we
extracted high level affective features, such as lexical features in movie dialogues, aesthetic
movie highlight annotations, and perceived emotion annotations to describe affective movie
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content. The lexical features characterize emotions in dialogues expressed by movie main
characters while the aesthetic highlight and perceived emotion annotations describe the
aesthetic and affective movie content. In addition, we included statistical descriptors of
spectators’ physiological and behavioural signals to take into account the fact that induced
emotions are encoded in movie audiences’ reactions.

The induced emotion annotations in the arousal-valence space from the C. LIRIS-
ACCEDE database are provided at the second level for each movie. To include a suitable
amount of temporal information on spectators’ physiological and behavioural reactions as
well as audio-video movie content with affective cues, we used a 5 second sliding window
with a 4 second overlap between neighbouring windows to extract all features.

5.1.1 Movie audience reaction based features

To take into account the fact that induced emotions are subjective, we included two audience
reaction based features, namely statistical features of physiological and behavioural signals.
We assume that each person within a movie audience can display similar behaviours and
have similar physiological responses when they are watching a movie together because
[112, 114, 115, 139, 140]:

• the aesthetic and emotional design of movie scenes are made by filmmakers to evoke
specific emotional reactions and aesthetic experiences (e.g., adding special effects and
music in the background, empathy and compassion toward a main character, etc.).

• watching a movie together causes movie audience’s affective reactions to be synchro-
nized through emotional contagion.

EDA and ACC signals of spectators were filtered by a third order low-pass Butterworth
filter with cut-off frequency at 0.3 Hz to remove noise before feature extraction. The statistical
features are mean, median, standard deviation, minimum and maximum value as well as
minimum and maximum ratio over sliding windows of a signal and its first and second
derivatives. In particular, the statistical features were computed over sliding windows of
EDA and ACC measurements collected from sensors attached to the spectators’ limbs. Then,
the same features of each spectator were concatenated into one feature vector. These feature
vectors describe changes and their dynamics in physiological and behavioural responses of
all spectators while watching movies. It is important to mention that these physiological and
behavioural data were collected from a different group of movie experiment participants than
those who annotated induced emotions [12, 125].
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5.1.2 Movie content based features

Audio-Visual features

We extracted features from audio-visual movie content by means of the OpenSMILE toolkit
[69]. In fact, we computed 1582 InterSpeech2010 Paralinguistic Challenge Low-Level
Descriptor audio features [165] and 1793 visual features [68] for each sliding window. The
visual features are histograms of Local Binary Pattern, HSV (hue, saturation, and value)
color representation, and optical flows of each image region. These audio-visual features are
benchmark features used in various emotion recognition tasks [153].

Dimensionality reduction was required due to the small number of available instances
for model training. This results in less model parameters to tune. To reduce the number of
features, we used the ReliefF algorithm and ranked the discriminative power of each feature
for emotion recognition by means of performing regression with 20 nearest neighbours
[157]. To do it, we created ReliefF based feature ranking over the remaining 22 movies of
the C. LIRIS-ACCEDE database. These movies are different from the 8 movies on which
we conducted emotion recognition experiments. This guarantees that selected audio-visual
features are relevant to emotion recognition and testing instances were not included during
feature selection since the ReliefF is a supervised feature selection algorithm.

We selected the most discriminative 100 audio and visual feature sets for arousal and
valence prediction. This reduced the number of model parameters and balanced the dimen-
sionality between mutlimodal features. As a result, overfitting of recognition models was
prevented. In addition, we tested different feature engineering approaches, such as selecting
more features or performing feature selection on a combined audio-visual feature set. We
also applied dimensionality reduction instead of feature selection. We used a linear principal
component analysis, a nonlinear principal component analysis with a Gaussian kernel and
diffusion maps [45]. In all the cases, the first 100 components were sufficient to describe 99
% of the total data variance. However, these did not result in any significant performance
improvement.

Lexical features

This subsection on lexical features is based on the work of Leimin Tian [142, 192]. It
has been shown that lexical features are discriminative for speaker emotion recognition in
spontaneous dialogues [190]. The lexical features DIS-NV and CSA features. The former
are extracted from manual annotations of DIS-NVs in movie dialogues. The latter are
crowd-sourced annotations (CSA) of arousal, valence, and power ratings of 13,915 English
lemmas [190, 198]. To extract CSA features, we firstly removed stop words (commonly used
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words such as "the", "and", "a", etc.) from the movie transcript. Then, we lemmatized the
words (e.g., transform "beginning" to "begin") that remain by means of the Natural Language
Toolkit [17]. These are a standard part of pre-processing in Natural Language Processing
studies. To compute the feature values, we searched for the lemmas in each sliding window
in the dictionary of Warriner et al. [198]. Each dictionary entry contained 63 statistics that
were calculated over the collected arousal, valence, and power ratings. The statistics are
means, standard deviations and the number of contributing ratings over all the raters and
over 6 subsets of raters: male, female, older, younger, high education, and low education,
resulting in 21 (3 statistics for the whole set of raters and its subsets) statistics for each
emotion dimension. Sums of each of the 63 statistics for all the lemmas in the sliding window
are the 63 lexical features.

The six DIS-NV features were computed as the total duration of manual annotations of
each DIS-NV category, including the general lexicons (see Section 3.4.2) in each sliding
window divided by the window length (5 seconds). We did not apply stop word removal or
lemmatization for computing the DIS-NV features because these features are based on the
duration of words.

Aesthetic movie highlights

The aesthetic movie highlights that are associated with the occurrences of meaningful scenes
defined with respect to art form and content by film experts [112] can be considered as high
level affective features characterizing aesthetic and affective movie content. Using aesthetic
highlight annotations as features is supported by the fact that these highlights are designed by
moviemakers to evoke specific emotional reactions (see Sections 1.2 and 4.3.1). These results
show that aesthetic highlights in movies elicit a various range of emotions in spectators.
Thus, their occurrence can indicate a specific emotion elicitation in order to improve induced
emotion recognition. In general, there are two main categories defined: Form and Content,
as shown in Figure 3.1. The former is split into 2 subcategories: Spectacular highlights
(H1) and Subtle highlights (H2), while the latter is divided into 3 subcategories: Character
development highlights (H3), Dialogue highlights (H4), and Theme development highlights
(H5).

We also proposed to create highlights H6 that indicate the occurrences of any highlight
categories that mentioned above. Then, we used the annotations of all these 6 highlight
categories at the window level as the high-level knowledge-inspired affective features for
induced emotion recognition. These features are more abstract than the audio-visual movie
content features. Also, it is important to mention that aesthetic highlight features are sparse,
because aesthetic highlights are rare events in movies (see Section 3.3).
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Perceived emotions

The motivation to use perceived emotion annotations as as high level affective features is that
we assume that there is a certain relationship between perceived and induced emotions of
movie audiences. When we are able to extract features that describe perceived emotions of
movie audiences, then we only have to find a model that maps them to induced emotions.
Thus, the annotations of perceived emotions of movie audiences were used as the high-level
affective features to recognize induced emotions. To do so, the scores in the arousal-valence-
power space were averaged and then normalized to interval [ 1,1]. Sliding windows were
applied to the emotional scores to align them with the features of movie content and movie
audience reactions. Dialogues are not very frequent events in movies (please Section 3.3)
that is why these features are sparse like aesthetic highlight features.

5.2 Recognition models

In this section we detail LTSM-RNN models and their hierarchical architecture to fuse
multimodal signals for induced emotion recognition. Also, SVR and DBN models are
described as baseline emotion recognition models. We proposed the hierarchical architecture
of LSTM-RNN models for fusion of multimodal information because we assume that there
is a complex temporal relationship between induced and perceived emotions. This is why we
extracted different sets of features that describe affective movie content as well as spectators’
physiological and behavioural reactions. We selected LSTM-RNN models because of three
reasons [143, 190]:

• LSTM-RNN models are able to learn long range dependencies between two time series
and are able to capture temporal information. This is required because movies and
spectators’ reactions to movie content have sequential structures.

• LSTM-RNN models can learn a new representation of data. It is desired since multi-
modal information is encoded in many noisy features with different temporal dynamics.

• LSTM-RNN models allow multimodal features to be incorporated in different model
layers. The hierarchical structure is designed based on both the temporal characteristics
and the abstraction level of features.

However, it is important to mention that building a deep structure (multiple layers) of
the LSTM-RNNs would require us to have access to massive labelled data. We compared
our proposed LSTM-RNN models to SVR models that are the baseline emotion recognition
models [143]. The big advantage of using SVR models is that a small number of training
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instances is required to find their optimal parameters. However, these SVR models are not
able to capture temporal information. Besides SVR models, we compared the proposed
LSTM-RNN models to DBN models that are able to learn a new representation of data and
complex dependencies between them [99]. Nevertheless, temporal information is omitted by
the DBN models. Also, a large number of instances is needed to train these models properly.

5.2.1 Long short-term memory recurrent neural networks

Section 5.2.1 is based on the work of Leimin Tian [142, 192]. Long Short-Term Memory
Recurrent Neural Networks (LSTM-RNNs) are recurrent neural networks with multiple
hidden layers. This structure allows LSTM-RNN models to capture temporal information. It
has been shown that a 3 hidden layer hierarchical structure of LSTM-RNN models for fusion
of multiple modalities improved emotion recognition in spoken dialogues [190]. Moreover,
the LSTM-RNN model outperformed state of the art algorithms to classify voicing or silence
with noise in movies [67].
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Fig. 5.1 Structure of HL model using movie based features [142, 192].
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Fig. 5.2 Structure of HL model using all features [142, 192].

We built LSTM-RNN models using the Keras library for induced emotion recognition
[38]. All the LSTM-RNN models had 3 hidden layers with 64 , 32, and 16 neuron units
from bottom to top. This architecture was already applied to emotion recognition [190] with
success. To avoid overfitting, we used dropout in the first hidden layer with a rate of 0.5
and set the maximum training iteration to 50 epochs with an early stopping tolerance of 10
epochs. The size of mini-batches is 10 due to computational efficiency of training. Other
sizes that varied from 3 to 36 were tested. In fact, performance was not influenced by the
size selection.
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We used and evaluated three fusion strategies: Feature-Level (FL) fusion, Decision-Level
(DL) fusion, and HierarchicaL (HL) fusion for multimodal emotion recognition [190]. All
multimodal features are concatenated in a vector before feeding recognition models, when
the FL fusion is used. While applying the DL fusion, unimodal recognition models for each
feature set are built and their outputs are incorporated in a decision making module that
is another LSTM-RNN model. The HL fusion strategy incorporates different features in
different levels of its hierarchy, e.g., aesthetic highlight and perceived emotion annotation
based features with noise are incorporated in lower layers of the LSTM-RNN models, while
more abstract features, e.g., audio and video features are incorporated in their higher layers.

All features are used at the input layer of the LSTM-RNN model for the multimodal
FL fusion. Nevertheless, predictions of unimodal LSTM-RNN models are input to another
LSTM-RNN model for the multimodal DL fusion. Furthermore, input neurons of low-level
features are connected to the first hidden layer, while input neurons of high-level features are
directly connected to the second hidden layer for the multimodal HL fusion.

We built multimodal models combining only movie content based features as well as
movie content based features with spectators’ reactions. As we can see in Figure 5.1, the
former model uses the descriptors of audio-video content at a higher layer than noisy affective
clues because in-domain knowledge was enhanced during feature selection of audio and
visual features. The latter model uses features of physiological and behavioural signals at a
higher layer than movie based features, as shown in Figure 5.2, because movie audiences’
reactions are characterized by different dynamics of changes.

5.2.2 Deep belief networks

Deep Belief Networks (DBNs) improved emotion recognition performance [106]. It has been
shown that two hidden layer DBNs are able to learn a new representation of audio-visual
features, capturing complex non-linear dependencies between them. Also, these DBNs are
capable of reducing the high dimensionality of the original audio-visual feature space. The
structure of DBNs is a stack of multiple Restricted Boltzmann Machines (RBMs). Moreover,
the RBMs have drawn increasing attention in current machine learning research because
these stochastic graphical models have improved performance in many applications, such as
speech recognition and emotion recognition [106, 179].

A basic Bernoulli-Bernoulli RBM (BBRBM) assumes that the input data comes from
a binary distribution. This is a crucial limitation. Thus, a RBM assuming that the data are
derived from a Gaussian distribution was proposed in [92]. In this paper we only used a
Gaussian-Bernoulli RBM (GBRBM) that is a RBM which uses Gaussian distributions for
the visible units and binary distributions for the hidden units [203]. Furthermore, a deep
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belief network (DBN) is a stack of multiple RBMs. The hidden units of a learned RBM
are used as the visible units of the following RBM. The DBNs are able to learn a high level
representation from a large amount of unlabelled instances. Then, relatively small number of
labelled data is required for the fine-tunning of the model.

We selected a GBRBM for the input layer with respect to the distributions of physiological
and behavioural signals that are better fitted to the Gaussian distribution than the pseudo
binary distribution. Other layers were BBRBMs. We learned the DBNs with only 2 hidden
layers with 50 and 15 neuron units, respectively, as a result of the limited number of training
instances available. The size of mini-batch is the number of features divided by 4 due to
computational efficiency. The initial learning rate and its upper bound are set to 0.002 for
pre-training and the weight-updating ratio is set to 0.1. The cross entropy is used as a loss
function. We also applied gradient decent based supervised fine tuning with maximum 100
iterations to find optimal parameters for the whole DBNs. To avoid overfitting on the limited
training set, we used a dropout with a ratio of 0.5 for each hidden layer.

5.2.3 Support vector regression

Support Vector Regression models have demonstrated high performance for affect prediction
[5, 12, 13, 33]. In this work we used a nonlinear n-support vector regression (SVR) with
a Gaussian kernel as a baseline model for induced emotion recognition [30]. The optimal
scaling parameter g 2 {23, ...,2�15} of the radial basis function, the optimal regularization
parameter C 2 {2�5, ...,215} and the optimal parameter n 2 (0,1] that controls the number
of support vectors were identified by grid search.

5.3 Experimental results

5.3.1 Perceived and induced emotions

In this section we answer our research question RQ3 on the relationship between perceived
and induced emotions of movie audiences. Please take into account the fact that the induced
emotions were annotated at the second level (annotations for each second of a movie) while
the perceived emotions were annotated at the utterance-level (annotations for each utterance
of movie dialogues). This implies that the perceived emotion annotations are generally
longer than one second. To align the annotations, we calculated the mean values of induced
arousal-valence ratings over each movie utterance. This provided us the utterance-level
induced emotion annotation. Then, we independently calculated the CC between each pair of
perceived and induced emotional dimensions for each movie. Finally, we used a fixed-effect
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model [161] to analyze the CC between perceived and induced emotion dimensions described
by CC values. To do so, we computed the weighted average of the CC over all 8 movies,
as shown in Figure 5.3. To measure the statistical significance of the correlation between
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Fig. 5.3 The weighted average of the CC between perceived (Per) and induced (Ind) emotional
dimensions of movie audience (yellow and purple color indicate strong correlation and anti-
correlation, respectively) [142, 192].

induced and perceived emotional dimensions, we interpret absolute values of the weighted
mean of CC values (absolute overall CC values) that are around 0.1, 0.3, and 0.5 as small,
medium, and large effect sizes, respectively, following Cohen’s model [42].

Consequently, we observe that perceived arousal, valence, and power dimensions are
highly positively correlated (two large effects and one medium effect) with each other, as
shown in Figure 5.3. Induced arousal and valence dimensions are moderately negatively
correlated with each other. This suggests that the dependencies between the perceived
dimensions and the dependencies between the induced dimensions are not the same. The
negative correlation between induced arousal and valence dimensions is in line with previous
research on induced emotions. This suggests that induced negative emotions may have the
stronger effect than induced positive emotions regarding arousal.

Nevertheless, we can not make general conclusions due to the small values of the
overall CC and the small sample size. Moreover, the induced valence dimension and all
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the perceived emotion dimensions have moderately positive correlations while the induced
arousal dimension and all the perceived emotion dimensions are negatively correlated at the
weak or moderate level. In particular, perceived arousal and induced arousal are weakly
negatively correlated. It seems that watching too many exciting, pleasant, and dominating
scenes in movies may evoke boredom in movie audiences. Nevertheless, movie audiences
can feel displeasure during watching movie scenes in which main characters are dominated
by dramatic events.

These results suggest that there is the discrepancy between perceived and induced emo-
tion annotations. Consequently, we show here a significant difference between perceived
emotional movie content and felt emotions by movie audiences. Emotion induction and
emotional responses of movie audiences can be influenced by many various factors other
than the affective movie content, such as personality, life experience as well as movie and art
preferences. Our analysis proves that the assumption that perceived and induced emotions of
movie audiences are consistent is not entirely accurate and thus researchers have to take into
account this result when designing experiments for affective content analysis research on
movies.

5.3.2 Perceived and induced emotions vs. aesthetic highlights

In this section we respond to our research questions RQ3 and RQ4. We investigated the
relationship between the intensity of induced and perceived emotions and the occurrences of
aesthetic highlights. We considered the 8 movies from the C. LIRIS-ACCEDE database as a
set of empirical experiments about the given topic. We related the intensity level of induced
and perceived emotions of movie audiences with the occurrences of different aesthetic
highlight categories in these movies (see Section 3.3). To do so, we calculated an effect size
over individual movies. The effect size is the standardized mean difference that is defined
as the difference between mean values of continuous emotion annotations of highlight and
non-highlight intervals divided by their pooled standard deviation. Positive values indicate
a higher level of induced/perceived emotions of highlight scenes in comparison with non-
highlight scenes, whereas negative values of the effect size indicate a lower level.

To combine the effect sizes, statistical analysis requires the weighting of each effect size
estimate as a function of its precision assuming a fixed-effect model [21]. In this thesis we
follow Cohen’s benchmarks for the practical significance of the weighted average effect size.
We assume that the values around 0.2, 0.5, and 0.8 can be interpreted as the small, medium,
and large effect sizes, respectively [42].

We report the weighted average effect size of induced/perceived emotional dimensions
for the 8 movies from the C. LIRIS-ACCEDE database in Table 5.1. Strong emotional
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Table 5.1 Dependencies between aesthetic highlights and perceived and induced emotions of
movie audience (small, medium, and large magnitudes of the overall effect in bold) [142].

H Per-A Per-V Per-P Ind-A Ind-V
H1 0.33 -0.22 -0.38 0.48 -0.26
H2 -0.03 -0.84 -0.52 0.17 0.07
H3 0.24 -0.18 0.06 0.15 0.22
H4 -0.20 -0.47 -0.02 0.09 -0.24
H5 0.17 -0.22 -0.24 0.29 0.29

reactions may be associated with the occurrences of spectacular highlights H1 in movies,
such as adding special effects, changes in saturation of colors, lightening, and camera
location. A small positive effect size of induced and perceived arousal dimension and a small
negative effect size of induced and perceived valence dimension are observed for spectacular
highlights H1. Moreover, a small negative effect size of perceived power dimension is found.
It is important to point out that the directions of effects for both induced and perceived
arousal/valence dimensions are only consistent during highlights H1.

Slow movements of cameras, lightening, shadowing, environmental noise, and playing
music in the background during subtle highlights H2 are not expected to elicit strong
emotional responses among movie audiences. Nevertheless, there are a large negative effect
of perceived valence dimension and a medium negative effect of perceived power dimension
for highlights H2.

The main characters’ development and tensions among them that are included in character
development highlights H3 could influence emotional and physiological states of movie
audiences. We observe a small positive effect of perceived arousal and induced valence
dimension.

Specific dialogues among main characters (highlights H4) can affect emotional and
physiological states of movie audiences. We find a small negative effect of perceived and
induced valence dimension as well as perceived arousal dimension. It is worth noting that
the direction of the effect for perceived and induced valence dimension is the same. This
means that emotions, such as anger, sadness, joy, and pleasures perceived from dialogues
evoke similar emotional states in movie audiences, e.g., empathy toward the main characters.

Theme development highlights H5 partially overlap with other categories of aesthetic
highlights, for example, spectacular highlights H1 and character development highlights H3.
In particular, the development of a theme is often associated with some changes in emotional
states of main characters as their reactions to dramatic events presented in a spectacular or
sublime manner. We observe a small negative effect of perceived valence and perceived power
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dimension. Also, we find a small positive effect of induced arousal and valence dimension.
A related point to consider is the incoherence of the effect directions for perceived and
induced valence dimension. It means that perceiving negative valence (unpleasantness) by
movie audiences can evoke pleasure in them. Essentially, we find aesthetic highlights as high
level aesthetic cues that include information on perceived and induced emotions of movie
audiences regardless of the discrepancies between them.

5.3.3 Induced emotion recognition

Section 5.3.3 is based on our joint work with Leimin Tian [142, 192]. We propose an approach
to recognize induced emotions of movie audiences from multimodal signals, answering the
research question RQ4. We used the average arousal-valence scores over each window of
length 5 seconds as the gold-standard induced emotion annotations. Also, we removed the
end movie credits because the spectators started to touch and remove the wearable sensors.
This introduced noise and outliers in the physiological and behavioural signals. Eventually,
7103 data instances were available for induced emotion recognition.

We performed leave-one-movie-out cross-validation and reported the unweighted average
of MSE and the absolute value of CC and CCC for arousal (A) and valence (V) prediction.
For example, A-MSE refers to the average MSE over leave-one-movie-out cross-validation
for arousal prediction. The MSE and CC are the most commonly reported evaluation metrics
in related work on emotion recognition (see Tables 2.1 and 2.2). A high value of the
CC represents a strong linear relationship between the values of emotion predictions and
annotations. This means that general value changes (increase/decrease trends) in both signals
co-occur. A low value of the MSE implies that values of both signals are similar to each other
and corresponds to the high quality training of a predictive model. The CCC combines the CC
with the square difference between the mean of the two compared time series, which makes
it sensitive to bias and scaling factors [104]. This measures is commonly applied to multiple
unambiguous annotation predictions, for example, induced emotions [104] (see Figure 3.7).
A large value of the CCC describes a high agreement between values of predictions and
annotations. This means that prediction and annotations values are similar to each other and
general trend changes in both signals are the same.

We used the following validation to investigate the statistical significance of the results.
In order to show that our models performed better than a random prediction model, we
generated arousal and valence prediction scores at random. Then, we compared predictions
of two models with highest CC or CCC values for each experiment to random predictions
of arousal and valence scores, respectively. Finally, we compared the predictions of these
pairs of models that did not perform randomly (e.g., the SVM models fed by EDA and
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audio features, respectively, for arousal prediction). All the statistical comparisons were
made by means of two-sample Wilcoxon test at 0.05 significance level. When we report
results for each experiment, numbers in bold italics indicate significantly best performance
with (p-value << 0.0001) and numbers in bold indicate significantly best performance with
p-value < 0.05.

Influence of temporal information on induced emotion recognition performance

Previous work on emotion recognition has shown that human emotions are context dependent
and do not significantly evolve over short time intervals [153]. Nevertheless, the suitable
amount of temporal context for predicting movie induced emotions is unknown and is
task-dependent.

Firstly, we had to determine the suitable amount of temporal context to predict induced
emotions. To do so, we tested LSTM-RNN models with different time steps. In partic-
ular, we used statistical features of EDA measurements to feed the LSTM-RNN models.
These features could capture dynamic changes in the movie audience’s physiological and
behavioural reactions [114]. Our experiments [192, 142] show that including features for
the past 3 time steps gives better recognition performance than shorter or longer time steps.
Consequently, all our LSTM-RNN models used a time step of 3 in this thesis. This means
that all the LSTM-RNN models include 8 seconds of temporal context because all features
were extracted over a 5 second sliding window with a 4 second overlap.

Unimodal induced emotion recognition

The results of our unimodal induced emotion recognition experiments are shown in Table 5.2
in which we report the average of the MSE as well as CC and CCC absolute values over
leave-one-movie-out cross-validation for arousal (A) and valence (V) prediction. As we can
see for arousal and valence prediction, the SVR model achieved the best performance on
physiological features and perceived emotion features measured by the CC and CCC, respec-
tively. This means that physiological signals and perceived emotions provide discriminative
information on induced emotions.

Moreover, the SVM is able to capture the dependencies between changes in physiology
and emotional states of spectators. As shown in Table 5.2, the SVM can only predict an
increase or decrease of arousal and valence intensity from EDA signals with respect to the CC
values. Besides, the values of the CCC suggest that the same SVR model is able to predict
induced emotions from perceived emotion annotations in terms of upward and downward
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trends and values as well. Nevertheless, the large values of MSE suggest that there is a need
to improve learning of this model for these emotion recognition tasks.

Table 5.2 Performance of unimodal induced emotion recognition using SVR, DBN, and
LSTM-RNN models [142].

Features A-MSE A-CC A-CCC V-MSE V-CC V-CCC
SVR model

EDA 0.260 0.229 0.002 0.326 0.216 0.003
ACC 0.259 0.168 0.001 0.325 0.109 0.001
Audio 0.260 0.185 0.002 0.325 0.133 0.001
Visual 0.260 0.154 0.002 0.326 0.173 0.002
CSA 0.399 0.075 0.006 1.575 0.058 0.023

DIS-NV 1.924 0.060 0.016 1.225 0.062 0.020
Highlights 0.258 0.134 0.008 0.325 0.093 0.000

Per-emotions 0.709 0.138 0.104 0.743 0.090 0.056
DBN model

EDA 0.065 0.074 0.008 0.082 0.144 0.016
ACC 0.064 0.112 0.009 0.081 0.086 0.008
Audio 0.066 0.217 0.026 0.081 0.194 0.022
Visual 0.065 0.111 0.010 0.082 0.148 0.014
CSA 0.063 0.016 0.000 0.076 0.052 0.003

DIS-NV 0.065 0.059 0.002 0.081 0.071 0.002
Highlights 0.065 0.143 0.019 0.084 0.148 0.027

Per-emotions 0.064 0.102 0.008 0.079 0.077 0.008
LSTM-RNN model

EDA 0.047 0.190 0.044 0.066 0.432 0.072
ACC 0.049 0.183 0.082 0.064 0.129 0.054
Audio 0.054 0.218 0.055 0.069 0.134 0.033
Visual 0.060 0.126 0.018 0.090 0.152 0.025
CSA 0.050 0.085 0.029 0.071 0.060 0.014

DIS-NV 0.049 0.124 0.010 0.069 0.115 0.011
Highlights 0.049 0.153 0.042 0.070 0.056 0.006

Per-emotions 0.049 0.145 0.024 0.065 0.159 0.038

The average of the MSE as well as the CC and CCC absolute values over leave-
one-movie-out cross-validation for arousal (A) and valence (V) prediction are cal-
culated (A/V-MSE: the average of the MSE for arousal/valence prediction, A/V-
CC/CCC: the average of the CC/CCC absolute values for arousal/valence prediction).

To prove the statistical significance of the results, we first referred the predictions of two
SVR models with the highest performance to predictions of a random prediction model for
each experiment. As a result, we showed that SVR predictions were significantly different
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from random predictions (p-value << 0.0001). Then, we compared the arousal and valence
predictions of these SVR models. We found that all of them were significantly different
(p-value << 0.0001), except for the CC of valence prediction from EDA and visual features
(p-value = 0.7584). As shown in Table 5.2, the DBN model best performed induced emotion
recognition using audio features of movie content with regard to the values of CC. This
means that trends in arousal and valence intensity over time are easily captured. Moreover,
the values of the CCC suggest that the DBN is also able to accurately predict the values of
arousal scores. However, this is not the case for valence prediction. The DBN achieved the
highest values of the CCC for valence prediction from aesthetic highlight annotations.

Firstly, we referred the predictions of two DBN models with the highest performance to
random arousal and valence predictions for each experiment. We showed that these DBN
models performed significantly different from a random prediction model (p-value <<

0.0001). Then, we compared arousal and valence predictions of these DBN models. We
found that all of them were significantly different with p-value << 0.0001.

The LSTM-RNN model could predict induced arousal from audio features with regard
to the CC values, as shown in Table 5.2. However, the values of the CCC suggest that
the features of behavioural signals are the most discriminative at least for induced arousal
prediction. Moreover, the LSTM-RNN model best performed valence prediction from the
physiological signals. The values and trends of valence intensity were captured by the
LSTM-RNN model fed by the EDA features. This is confirmed by the high values of the CC
and CCC, respectively.

To validate the results of two LSTM-RNN models with the highest performance, we first
compared their predictions to random arousal and valence predictions for each experiment.
We proved that the predictions of these LSTM-RNN models performed significantly better
than random predictions (p-value << 0.0001). We then compared the predictions of these
LSTM-RNN models. As a result, we observed that all of them were significantly different
with p-value << 0.0001. However, there was an exception for the CC of valence prediction
based on EDA signals and perceived emotion annotations (p-value = 0.4782).

It is important to mention that our results are not directly comparable with previous
emotion recognition research on the C. LIRIS-ACCEDE database (see Table 2.1) due to
different data processing procedures, such as the use of the overlapping window and different
settings of cross-validation, e.g., the number of folds and the size of training and testing sets.
Nevertheless, we can see that we outperformed the state of the art recognition models1 for
valence prediction by means of the LSTM-RNN models with the statistical features of EDA
signals (a CC of 0.432).

1the best reported CC for arousal is 0.337, for valence is 0.296 [12]
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Multimodal induced emotion recognition

We report the average of the MSE as well as CC and CCC absolute values over leave-one-
movie-out cross-validation for arousal (A) and valence (V) prediction. Tables 5.3 and 5.4
present the results of multimodal induced emotion recognition experiments. We consider
fusion of all the audio-video features with high-level affective clues, such as audio, video,
CSA and DIS-NV features as well as aesthetic highlight and perceived emotion annotation
based features. Moreover, we investigated the fusion of all the movie content based features
mentioned above with physiological and behavioural responses of movie spectators. We
compared the proposed hierarchical fusion (LSTM-RNN-HL) architecture of LSTM-RNN
models to baseline fusion strategies for LSTM-RNN models, such as feature-level fusion
(LSTM-RNN-FL) and decision-level fusion (LSTM-RNN-DL) (see Section 5.2). Also, we
examined the recognition performance of SVM and DBN models when the FL fusion was
applied.

Table 5.3 Performance of multimodal induced emotion recognition from movie content based
features using SVR, DBN, and LSTM-RNN models [142].

Model A-MSE A-CC A-CCC V-MSE V-CC V-CCC
SVR 0.260 0.189 0.004 0.325 0.105 0.002
DBN 0.065 0.195 0.022 0.081 0.113 0.013

LSTM-RNN-FL 0.054 0.218 0.056 0.071 0.110 0.038
LSTM-RNN-DL 0.045 0.144 0.011 0.057 0.186 0.033
LSTM-RNN-HL 0.060 0.111 0.070 0.074 0.061 0.031

The average of the MSE as well as CC and CCC absolute values over leave-
one-movie-out cross-validation for arousal (A) and valence (V) prediction are cal-
culated (A/V-MSE: the average of the MSE for arousal/valence prediction, A/V-
CC/CCC: the average of the CC/CCC absolute values for arousal/valence prediction).

As seen in Table 5.3, the LTSM-RNN model with the FL fusion best performed induced
arousal recognition from movie content based features with respect to the CC values. It means
that trend changes in arousal intensity could be easily captured by this model. Nevertheless,
the values of CCC suggest that the proposed hierarchical fusion architecture of the LSTM-
RNN model could best predict induced arousal in terms of trends and values. Besides, the
LSTM-RNN-HL did not succeed in recognizing induced valence. The LSTM-RNN-DL
reached the highest value of the CC. Actually, the LSTM-RNN-FL outperformed the other
fusion strategies and predictive models and could the most accurately predict the values
and trend fluctuations for induced valence according to the CCC values. Generally, all
LSTM-RNN models outperformed SVR and DBN models for induced emotion recognition
from movie based features.
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Table 5.4 Performance of multimodal induced emotion recognition from audience reaction
and movie content based features using SVR, DBN, and LSTM-RNN models [142].

Model A-MSE A-CC A-CCC V-MSE V-CC V-CCC
SVR 0.260 0.251 0.005 0.326 0.179 0.004
DBN 0.065 0.092 0.008 0.081 0.115 0.009

LSTM-RNN-FL 0.055 0.247 0.085 0.070 0.135 0.052
LSTM-RNN-DL 0.043 0.199 0.025 0.076 0.161 0.038
LSTM-RNN-HL 0.076 0.178 0.111 0.087 0.266 0.143

The average of the MSE as well as CC and CCC absolute values over leave-
one-movie-out cross-validation for arousal (A) and valence (V) prediction are cal-
culated (A/V-MSE: the average of the MSE for arousal/valence prediction, A/V-
CC/CCC: the average of the CC/CCC absolute values for arousal/valence prediction).

As shown in Table 5.4, the SVR model could be the most accurate predictor of trend
changes in induced arousal intensity from fusion of both movie content features and movie
audience reactions. However, the large value of the MSE indicates that the SVR model
was not able to predict arousal values as well as slight increases and decreases in trends.
Furthermore, the LSTM-RNN-HL achieved the highest value of the CCC. This means that
the LSTM-RNN-HL could accurately predict downward/upward trend changes in induced
arousal intensity as well as its values. Also, the LSTM-RNN-HL best performed induced
valence recognition that is confirmed by values of the CC and CCC, respectively. The results
that are obtained suggest that the proposed hierarchical architecture of LSTM-RNN models
for fusion of movie content features and movie audience reactions is well designed to predict
the intensity of induced arousal and valence.

To prove the statistical significance of the results obtained from multimodal fusion, we
referred the arousal and valence predictions of two multimodal fusion models with the highest
performance to predictions of a random prediction model. We observed that all of them
performed significantly different with p-value << 0.0001. Next, we compared arousal and
valence predictions of these pairs of the multimodal fusion models fed by movie content
based features as well as movie content based features and statistical features of audience
reactions, respectively. We remarked that all of them were significantly different with p-value
<< 0.0001.

5.4 Discussion

In this Section, we discuss the limitations of our work and present the open issues regarding
the choice of modalities, the sample size and the algorithm selection.
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5.4.1 Limitations of our study

Induced emotions can be expressed through different multimodal channels. The amount of
information that is passed through each channel is not the same. Some multimodal signals
have more dicriminative power than others. For example, facial expressions of spectators can
convey more information on the induced emotions than their body movements.

Different spectators can have different physiological and behavioural responses to the
same stimuli. These can be affected by ambient temperature, body postures, gestures as well
as attention and mental effort. Furthermore, induced emotions can vary from one person
to another due to many factors e.g., personal life experience. Recording and combining
multimodal signals of a group of participants still remain a big challenge due to a lack of
access to non-obstructive and reliable sensors. This limits the feasibility of running a large
scale experiment in a cinema theater. Measurements of physiological and behavioural signals
are often corrupted due to electrode contact noise and sensor device failures during data
collection. This results in incomplete data.

Besides, there are many other factors that influence induced emotions in movie audiences,
such as personal interest, movie preferences, aesthetic taste, and personality. Also, spectators’
emotions are often affected by their recent emotions.

5.4.2 Available modalities and sample size

In our studies, we only analyzed 8 movies from the C. LIRIS-ACCEDE database that come
from 4 movie genre. In total, this results in 118 minutes of movies and 7103 labelled
instances. Although our conclusions are supported by the magnitudes of effect sizes, we
cannot generalize about all movie genres based on such a small number of movies.

Since spectators were watching movies in a darkened cinema theater, only the EDA and
ACC measurements of each spectator could be collected. Signals, such as FE, EG, and
SG were not recorded due to technical constraints. Our unimodal experiments on induced
emotion recognition confirm that spectators have similar physiological responses and display
similar behaviours during watching movies. However, the features of ACC measurements are
less discriminative than the features of EDA measurements for induced emotion recognition.
This outcome might be influenced by the placement of sensors. The sensors were attached to
spectators’ hands when the experiment was conducted. We do not observe that spectators
often make some limb movements when they are watching movies.

The inter-annotation agreement for induced and perceived emotions is low. To reduce this
variability in the gold standard, the dynamics of changes in annotations could be considered
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instead of emotion intensity. Moreover, some outlier annotations might be removed, and
identifying and correcting annotators’ biases can be applied.

5.4.3 Model selection

The results that we obtained show that the small amount of labelled instances available for
emotion recognition can significantly limit the performance of the system. Model selection
is strictly associated with the amount of available data that are recorded and annotated, as
well as evaluation metrics. The CC could be selected when the goal is only to capture trend
changes in induced emotions by using models. However, the CCC is a more suitable measure
to evaluate the quality of models since it describes if models are able to capture changes in
trends and values of emotion intensity.

When physiological and behavioural reactions are not recorded and high-level affective
cues are not annotated, it is recommended that induced emotions should be recognized by
DBN models fed by audio movie features. If physiological or behavioural measurements
are available, the results suggest that LSTM-RNN models should be applied due to their
capabilities of capturing long term dependencies in movie audience reactions. Besides, when
it is only possible to run crowdsourcing annotation experiments, SVM models should be
learned on high-level affective cues, such as annotations of aesthetic highlights in movies or
perceived emotions of movie audience (see Section 5.3.3).

Our multimodal experiments on induced emotion recognition show that our LSTM-RNN
models benefit from including temporal information and combining knowledge-inspired
affective cues with audio-visual movie content and movie audience responses. Nevertheless,
there is a need to work on LSTM-RNN architectures to incorporate high-level affective
cues with audio-visual movie content features since the proposed hierarchical fusion did not
improve induced valence recognition (see Section 5.3.3).

The SVM and DBN models could not capture consecutive emotional states and reactions
of spectators because they do not take into account temporal information. This is why the
LSTM-RNN models could outperform them. Also, feature fusion by means of these baseline
models does not allow multimodal features to be incorporated at different stages of modelling.
Thus, multilevel fusion is desired to fuse features with different temporal dynamics, e.g.,
audio-video features of movie content and statistical features of spectators’ physiological
and behavioural reactions.

The last but not least limitation is that these basic models cannot deal with noisy features
and temporal evolution of the probability distribution of movie content features and statistical
features of movie audience reactions. The probability distribution varies from one movie to
another because measurements of physiological and behavioural signals are corrupted by
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electrode contact noise and they are subject-dependent. Furthermore, audio-video features
are contaminated with movie background noise. On the contrary, the LSTM-RNN models
are able to operate on different scales of time which limits the influence of variability of
spectators’ physiological and behavioural signals and movie content. Also, noisy features
can be filtered out by learning a new representation in the first layer of LSTM-RNN models.

5.5 Conclusion

This work clarifies the difference between perceived and induced emotions of movie audi-
ences and may serve as a reference for future affective content analysis studies. We extend
the annotations of the C. LIRIS-ACCEDE database. We find that perceived and induced
emotions of movie audiences are not always positively correlated, responding to our third
research question (RQ3). Although the inconsistency was observed on a small movie data
set, it should be taken into account while selecting emotional stimuli. There is more to be
considered than simply assuming that the perceived emotions of the stimuli are consistent
with the emotions induced in spectators. To expand our understanding of perceived and
induced emotions and answer our fourth research question (RQ4), we used perceived
emotions to predict induced emotions. Moreover, perceived and induced emotions of the
movie audiences are associated with the occurrence of aesthetic highlights in movies. These
highlights are considered to be high level affective cues for induced emotion recognition.

The improvement of performance of LSTM-RNN models by means of multimodal
hierarchical fusion leads to the conclusion that adding other modalities, such as FE, HR, and
EEG signals of spectators could effect an even larger increase of performance. Also, our
promising model can be scalable to a larger movie set and benefit from a larger number of
training instances. Nevertheless, there is a need to deeply study at which layer of the model
audio-video features and affective cues should be incorporated.

Inspired by audio-visual features benefiting from including in-domain knowledge, we
will be studying the advantages of using transfer learning between different emotion recog-
nition tasks. The pretrained models on other emotion recognition challenges, e.g., emotion
recognition of individuals watching short videos could be applied to induced emotion recog-
nition of movie audiences. Improved performance may be achieved by learning new feature
representations that reduce inter/intra-person variability of physiological and behavioural
responses.

In addition, we plan on conducting further investigations into how emotions and affective
cues differ from one movie genre to another, e.g., action, crime, epics, historical, horror, etc.
Studies on a wide range of movie emotions may make a major contribution to cinematography
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research as well as help moviemakers to design affective content with better alignment of
intended and induced emotions.





Chapter 6

Exploring aesthetic emotions of movie
audiences

In this Chapter, we focus on the relationship between the occurrences of aesthetic highlights
in movies and aesthetic emotions felt by spectators (see Sections 3.3 and 3.5). In particular,
we investigate whether or not aesthetic highlights evoke a wide range of aesthetic emotions
beyond "everyday" emotions, e.g., anger, fear, sadness, happiness, joy, and surprise. Also,
we study the dependencies between "everyday" emotions and aesthetic emotions, such as
awe, boredom, disgust, being touched, and wonder. In particular, we examine whether or
not a continuous arousal-valence space is sufficient to accurately represent movie aesthetic
emotions. We argue that personality can influence aesthetic preferences and the intensity of
aesthetic emotions felt while watching movies. It is important to mention that we do not
study the effect of mood on the intensity of aesthetic emotions. Moreover, we attempt to
recognize movie aesthetic emotions based on spectators’ reactions. Our modality selection is
motivated by work of Tarvainen et al. [187, 188] in which the prediction of movie aesthetic
attributes from audio-visual features failed. We extract different features of EDA and ACC
measurements to investigate which characteristics of these signals are the most discriminative
for aesthetic emotion recognition. Our work on aesthetic emotions can help movie industry
to design movie content that can be personalized and evoke different emotions in individuals
on demand.

To quantitatively study dependencies between aesthetic highlights, aesthetic emotions,
"everyday" emotions, personality, and spectators’ physiological and behavioural reactions, we
address the following research questions (see a full list of research questions in Section 1.5):

1. Is there a direct relationship between "everyday" emotions and aesthetic emotions?
(RQ5)
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• Is an arousal-valence space sufficient to accurately represent aesthetic emotions?

2. Are there dependencies among aesthetic highlights, aesthetic emotions, personality,
and spectators’ physiological and behavioural reactions? (RQ6)

• Do aesthetic highlights elicit aesthetic emotions beyond "everyday" emotions?

• Does personality influence aesthetic preferences?

• Is it possible to predict aesthetic emotions from physiological and behavioural
responses of spectators?

We emphasize the contributions of our work below, highlighting the novelty compared to the
state of the art research (to the best of our knowledge):

• We carry out the first quantitative analysis of the relationship between "everyday"
emotions and aesthetic emotions.

• We are first to discover the relationship between aesthetic emotions evoked in movie
audiences and the the occurrences of aesthetic highlights in movies.

• We quantitatively investigate the influence of personality on aesthetic preferences.

• We successfully use EDA and ACC signals of spectators to recognize aesthetic emo-
tions.

• We create one of the largest databases of aesthetic emotion annotations that will allow
researchers to carry out research on film aesthetic experience. This database contains
aesthetic emotion annotations of 30 full-length movies derived from 9 movie genres:
action, adventure, animation, comedy, documentary, drama, horror, romance, and
thriller.

6.1 Physiological and behavioural feature extraction

To remove signal artifacts, we filtered all signals which are EDA and ACC measurements by
means of a third order low-pass Butterworth filter with cut-off frequency at 0.3 Hz. Then,
we extracted 3 different sets of features from EDA and ACC signals of spectators, namely
statistical, wavelet, and synchronization features. To capture a suitable amount of temporal
information conveyed by the multimodal signals for feature extraction, we used a 5 second
sliding window with a 4 second overlap between neighbouring windows to compute all
features. The same features of each spectator then are concatenated into one feature vector.
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6.1.1 Statistical features

Statistical features are mean, median, standard deviation, minimum and maximum value as
well as minimum and maximum ratio over the sliding windows of original signals of their
first and second derivatives [114]. Consequently, the same features were computed over
sliding windows of EDA and ACC measurements collected from sensors attached to the
spectators’ hands (see Section 5.1.1).

6.1.2 Wavelet features

Wavelet transforms are considered to be appropriate for analysis of non-stationary signals
with low and high frequency components [3]. We used the Wavelet Packet Transform (WPT)
to extract features of EDA and ACC signals that capture trend changes, spikes, and drifts.
The WPT can be considered as a tree of subspaces, where W0,0 represents a space of the
original signal and is the root note of the tree. In general, W j,k that corresponds to the
node with the scale index j and subband index k. It is decomposed into two orthogonal
subspaces W j+1,2k and W j+1,2k+1. This is obtained by means of splitting the orthogonal basis
{f j(t � 2 jk)}k2Z of W j,k into two new orthogonal basis {f j+1(t � 2 j+1k)}k2Z of W j+1,2k

and {y j+1(t � 2 j+1k)}k2Z of W j+1,2k+1, where f j,k(t) and y j,k(t) are the scaling wavelet
functions expressed as follows [105]
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f
✓

t �2 jk
2 j

◆
,y j,k(t) =

1p
|2 j|

y
✓

t �2 jk
2 j

◆
, (6.1)

where 2 j is the dilation factor and represents scaling and 2 jk is the translation parameter and
indicates the time location. The decomposition process can be iteratively repeated to generate
a binary wavelet packet tree in which nodes represent subspaces with different frequency. To
extract features, we calculate energy, variance, waveform length, and entropy of each the
WPT tree subspaces.

6.1.3 Synchronization features

We use pairwise synchronization measures to estimate dependencies between spectators’
physiological and behavioural signals during watching movies [139]. Let us suppose there
are two time windows xi(l) and x j(l) for l = 1, ...,N, where N is the total number of sliding
windows.
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Dynamic time warping

Dynamic Time Warping (DTW) distance between two time windows xi(l) and x j(l) is the
total cost of the warping path W ⇤, and it is expressed by [16]

dDTW (xi(l),x j(l)) = cW ⇤(xi(l),x j(l)), (6.2)

where W ⇤ is a warping path that has a minimal total cost among all possible warping paths
(see Section 4.2.1).

Windowed mutual information

Windowed Mutual Information (WMI) is able to capture nonlinear dependencies between
signals in terms of synchronization. We estimate the WMI by means of calculating the joint
entropy H(xi(l),x j(l)) and marginal entropies H(xi(l)), H(x j(l)), respectively [116]. The
normalized WMI is defined as follows

I(xi(l),x j(l)) =
H(xi(l))+H(x j(l))�H(xi(l),x j(l))p

H(xi(l))H(x j(l))
. (6.3)

Phase locking value

Although the amplitudes of signals are statistically independent, their instantaneous phases
can be strongly synchronized. That corresponds to phase synchronization [120]. Phase
Locking Value (PLV) is defined as

PLV (xi(l),x j(l)) =

�����
1
m

m

Â
n=1

eiDq(tn)

�����, (6.4)

where Dq(tn) is a phase difference between two signals on sliding window interval, and m is
a number of samples inside the sliding window. If there is a strong phase synchronization
between signals, the relative phase is small and thus the PLV value is close to 1.

6.2 Recognition model for aesthetic emotions

Restricted Boltzmann Machines (RBMs) can be used to learn a representation of unimodal
and multimodal signals in many applications, such as image recognition, speech recognition,
and emotion recognition [179]. A RBM assumes that the input data comes from a binary
distribution. This is the critical limitation of the model. Thus, the RBM assuming that the
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data are derived from a Gaussian distribution was proposed in [92]. We chose a Gaussian-
Bernoulli RBM (GBRBM) for aesthetic emotion recognition. A GBRBM is the RBM with a
Gaussian distribution for the visible units and binary distribution for the hidden units [203].
The visible units and hidden units in the GBRBM are fully connected. Also, the visible units
of the input layer correspond to features feeding the model.

We selected the GBRBM because this model could take into account the fact that
the distributions of physiological and behavioural signals are better fitted to the Gaussian
distribution than the pseudo binary distribution. This was confirmed by using the Dip test
for unimodality [89]. A DBN is a stack of multiple RBMs. The hidden units of a learned
RBM are used as the visible units of the following RBM. The DBNs are able to learn a high
level representation from unlabelled instances. Each layer is supposed to represent the data
at a higher level of abstraction. Then, relatively small number of labelled data is needed
to fine-tune the model. We selected 2 hidden layer DBNs with first layers composed of
GBRBMs because real values of features come from unimodal distributions.

We learned the DBN with only 2 hidden layers with 50 and 15 neuron units, respectively,
due to the limited number of training instances. Cross entropy was used to define a loss
function. The size of mini-batch was the number of features divided by 4 for computational
efficiency, while the initial learning rate and its upper bound were set to 0.002 for pre-training
and the weight-updating ratio was set to 0.1. Also, gradient descent based supervised fine
tuning with maximum 100 iterations was applied to find optimal parameters for the whole
DBN [15]. To avoid overfitting on the limited training set, a dropout with the ratio of 0.5 for
hidden layers was used.

6.3 Results

6.3.1 Dependencies between aesthetic and "everyday" emotions

Many studies on affective content analysis [12, 125, 177, 180] assume that emotions elicited
by multimedia content can be sufficiently represented in a continuous arousal-valence space
[63]. In this section we wonder whether or not movie aesthetic emotions are "everyday"
(basic) emotions (RQ5). In particular, we aim to show how many emotional dimensions are
required to accurately describe aesthetic emotions felt by movie audiences. To address these
questions and uncover underlying dimensional structure of aesthetic emotions, we conducted
a linear principal component analysis. Although we considered each movie as one separate
experiment, we calculated principal components of aesthetic emotion annotations on all 30
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movies from the C. LIRIS-ACCEDE database. We find that 4 principal components explain
around 90% aesthetic annotation variance.

To identify the underlying dimensions of aesthetic emotions, we attempt to uncover
dependencies between induced arousal and valence dimensions and these 4 principal compo-
nents. We used the CC as the effect size to measure the dependencies. To integrate the results
from different movies and obtain an overall effect size, we selected a fixed-effect model [21].
We interpret a weighted average effect size of the CC that is around 0.1, 0.3, and 0.5 as a
small, medium, and large effect size, respectively [43].

Firstly, we calculated the weighted average effect size on the whole C. LIRIS-ACCEDE
database, as presented in Table 6.1. We observe that only the 4th principal component is
strongly positively correlated (large effect) with the arousal dimension, as well as the 1st and
4th principal components are strongly positively correlated (large effects) with the valence
dimension. This means that the rest of the principal components are not associated with
emotions described in the arousal-valence space. Furthermore, this suggests that at least two
more dimensions beyond arousal and valence are required to characterize aesthetic emotions
of movie audiences. For example, understanding and self-consciousness might be considered
as extra dimensions. The analysis leads us to the conclusion that the arousal-valence space
only partially represents movie aesthetic emotions. Thus, the basic assumption that emotions
evoked by multimedia content can be sufficiently describe in the continuous arousal-valence
space is not accurate when we study aesthetic emotions of movie audiences.

Table 6.1 The weighted average effect size of the CC (fixed-effect model) between 4 Principal
Components (PCs) and induced arousal and valence dimensions calculated over the C. LIRIS-
ACCEDE database.

PC Arousal Valence
1st 0.22 0.69
2nd -0.03 0.10
3rd 0.27 0.09
4th 0.69 0.79

To investigate whether or not movie genre influences a dimensional representation of
movie aesthetic emotions, we conducted the same meta analysis for each of 9 movie genres
(see Section 3.2). Tables 6.2 and 6.3 present the weighted average effect size of the CC. We
measured dependencies between 4 principal components and the induced arousal dimension
as well as the induced valence dimension per movie genre. The directions of effects varies
from one movie genre to another. We only considered magnitudes of effects regardless of



6.3 Results 107

Table 6.2 The weighted average effect size of the CC (fixed-effect model) between 4 Principal
Components (PCs) and induced arousal dimension calculated per movie genre.

PC Drama Animat. Thrill. Action Comed. Roman. Advent. Docum. Horror
1st 0.38 0.01 -0.60 0.01 0.42 0.56 -0.09 -0.36 0.29
2nd -0.40 -0.25 -0.58 0.56 -0.14 0.52 0.06 -0.33 -0.14
3rd -0.42 0.22 0.53 0.30 0.63 0.58 0.23 0.44 -0.06
4th -0.62 -0.01 0.93 0.16 0.17 0.03 0.29 0.36 -0.04

Table 6.3 The weighted average effect size of the CC (fixed-effect model) between 4 Principal
Components (PCs) and induced valence dimension calculated per movie genre.

PC Drama Animat. Thrill. Action Comed. Roman. Advent. Docum. Horror
1st -0.52 0.08 -0.35 0.54 0.47 0.94 -0.27 0.62 -0.20
2nd 0.24 0.18 -0.41 0.56 -0.32 -0.16 -0.27 -0.35 0.16
3rd -0.82 0.07 0.04 0.29 0.36 0.47 -0.04 -0.57 0.12
4th 0.86 -0.16 0.58 0.21 0.16 0.90 0.15 -0.62 -0.06

their directions for an interpretation of the results because we focused on discovering the
principal components that could be associated with induced arousal and valence dimension.

As we can see in Table 6.2, there are the dependencies (medium and large effects) between
all 4 principal components and the arousal dimension for drama, thriller, and documentary
movies. Also, we can find movie genres, such as action and comedy as well as romance for
which either 2 or 3 principal components are strongly correlated (medium and large effects)
with the induced arousal dimension. This suggests that movie aesthetic emotions represented
by 4 principal components can be linked to arousal intensity for these movie genres only.
Nevertheless, we observe that none of 4 principal components is correlated with the arousal
dimension for animations, adventures, and horrors. This means that aesthetic emotions
elicited by these movies are not represented by the arousal dimension. Thus, emotional
annotations in terms of the arousal dimension do not encompass aesthetic emotions felt
movie audiences for these movie genres.

As shown in Table 6.3, we find that at least 3 principal components are strongly correlated
(medium and large effects) with the induced valence dimension for documentaries, dramas,
thrillers, comedies, and romances only. As a result, movie aesthetic emotions are associated
with the induced valence dimension for these movie genres. Furthermore, 2 principal
components are linked to valence when we analyze action movies. However, we see that
none of 4 principal components is significantly correlated with the valence dimension for
dramas, animations, adventures, and horror similarly to the arousal dimension. This confirms
that emotional annotations in terms of valence do not cover movie aesthetic emotions.
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To sum up, we uncover that aesthetic emotions felt by movie audiences cannot be repre-
sented by two dimensions only: arousal and valence. These two dimensions do not provide
sufficient representations of movie aesthetic emotions. Hence, the affective computing and
multimedia community should take into account the fact that a new dimensional representa-
tion of movie aesthetic emotions is required to accurately examine film aesthetic experience.
Moreover, emotional annotations in an arousal-valence space largely omit any aesthetic emo-
tions for animations, adventures, and horrors. This mean that there are a few categories of an
aesthetic emotion elicited in movie audiences. These categories are enhanced by watching
only particular movies. Furthermore, this suggests that any aesthetic emotion should be
annotated individually when analysis of film aesthetic experience is conducted for these
movie genres.

6.3.2 Dependencies between aesthetic highlights and aesthetic emotions

In this Section we investigate dependencies between aesthetic highlights in movies and
aesthetic emotions of movie audiences, answering our research question RQ6. We attempt to
confirm that aesthetic highlights in movies can evoke aesthetic emotions beyond "everyday"
emotions (see Section 4.3.1). We associated the occurrences of aesthetic highlights in movies
with the intensity of awe, boredom, disgust, being touched, and wonder. In order to measure
the influence of aesthetic highlights on affective states of movie audiences and film aesthetic
experience, we used a meta analysis. Each movie was considered as one separate experiment
due to different content, duration, and the amount of aesthetic highlights in movies from the
C. LIRIS-ACCEDE database (see Section 3.3).

To evaluate it, effect size estimators were computed over each movie. We selected the
standardized mean difference as an effect-size. It is expressed by the difference between mean
values of a given emotion intensity over highlight and non-highlight intervals normalized by
their pooled standard deviation. Positive values reveal a higher level of an emotion intensity
during highlight scenes than non-highlight scenes while negative values mean a lower level
of intensity.

We combined the effect-sizes using a fixed-effect model that weights each effect size
estimate based on its precision [21]. To interpret the statistical significance of the dependen-
cies between aesthetic highlights and aesthetic emotions, we followed Cohen’s benchmarks
[43]. We consider the values close to 0.2, 0.5, and 0.8 as small, medium, and large effect
sizes, respectively. Table 6.4 presents the weighted average effect size of each of the five
aesthetic emotions on the whole C. LIRIS-ACCEDE database. A small negative effect size
of awe is observed for highlights H1. Also, a small positive effect size of boredom is found
for highlights H3 and H4. Moreover, a small positive and negative effect size of disgust is
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Table 6.4 The weighted average effect size (fixed-effect model) of the five aesthetic emotions
during aesthetic highlights over all the C. LIRIS-ACCEDE database.

Emotions \Highlights H1 H2 H3 H4 H5
Awe -0.10 -0.11 0.03 0.13 -0.25

Boredom 0.09 -0.02 0.25 0.42 -0.06
Disgust -0.03 -0.05 0.10 0.22 -0.27

Being touched 0.15 0.04 0.17 0.34 0.03
Wonder 0.22 -0.22 0.25 0.11 0.26

identified for highlights H4 and H5. Furthermore, a small positive effect of being touched is
retrieved for highlights H4. In addition, a small negative effect size of wonder is revealed
for highlights H2 while a small positive effect size is reported for highlights H1, H3, and
H5. It is important to mention that we do not observe any effect sizes of medium and large
magnitudes.

We can only suppose that highlights H1 increase wonder intensity because the subjects
are presented in a spectacular way by means of technical choices and special effects, e.g.,
adding artificial fog. Subtle highlights H2 do not definitely elicit emotions themselves while
highlights H3 can make movie audiences feel bored or wonder. As expected, although
movie dialogues can evoke boredom and disgust, some part of them can also cause that
spectators are touched by movie events. Furthermore, theme development elicits wonder that
is composed of fear, surprise, and joy changing over time.

To study how movie genre affects aesthetic emotion elicitation, we carried out the same
meta analysis for each of 9 movie genres. As we can see in Tables 6.5, 6.6, 6.7, 6.8, and
6.9, the direction of the effect size varies from one movie genre to another for a given
aesthetic emotion. We expect that spectacular highlights H1 elicit strong emotional reactions

Table 6.5 The weighted average effect size (fixed-effect model) of awe intensity during
aesthetic highlights calculated per movie genre.

H \Genre Drama Animat. Thrill. Action Comed. Roman. Advent. Docum. Horror
H1 -0.64 -0.36 -0.57 -0.98 0.82 -0.54 -0.25 0.25 -0.03
H2 -0.18 -0.50 0.05 0.17 0.05 0.56 -0.43 0.26 -0.13
H3 0.23 0.15 -0.46 0.07 0.12 0.56 0.57 0.26 -0.06
H4 0.37 -0.50 0.02 0.04 0.23 -0.42 0.37 - 0.05
H5 -0.47 -0.01 -0.40 -0.09 0.29 -0.12 0.25 -0.77 -0.48

in spectators. Technical choices and special effects are supposed to intensify film aesthetic
experience and thus aesthetic emotions as well. We find a large positive effect size of awe for
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Table 6.6 The weighted average effect size (fixed-effect model) of boredom intensity during
aesthetic highlights calculated per movie genre.

H \Genre Drama Animat. Thrill. Action Comed. Roman. Advent. Docum. Horror
H1 0.23 0.07 0.01 0.01 0.70 0.77 -0.11 0.23 -0.02
H2 0.26 -0.49 0.12 -0.32 -0.44 0.70 0.11 0.24 0.18
H3 -0.28 0.12 -0.06 0.02 0.46 0.82 0.30 0.24 0.31
H4 -0.32 0.31 -0.37 -0.37 0.51 -0.45 0.56 - 0.90
H5 0.32 0.42 -0.22 -0.02 0.56 -0.26 0.15 -0.76 -0.37

Table 6.7 The weighted average effect size (fixed-effect model) of disgust intensity during
aesthetic highlights calculated per movie genre.

H \Genre Drama Animat. Thrill. Action Comed. Roman. Advent. Docum. Horror
H1 -0.04 0.07 -0.32 -0.99 -0.41 -0.33 -0.17 0.38 0.18
H2 -0.15 -0.50 -0.28 0.05 0.12 0.06 -0.06 0.28 0.19
H3 0.43 -0.37 -0.55 0.37 0.11 0.30 -0.43 0.32 0.09
H4 0.05 0.36 0.46 0.14 -0.21 0.26 0.30 - 0.57
H5 -0.06 0.07 -0.45 -0.09 -0.30 0.01 0.29 -0.62 -0.43

Table 6.8 The weighted average effect size (fixed-effect model) of being touched intensity
during aesthetic highlights calculated per movie genre.

H \Genre Drama Animat. Thrill. Action Comed. Roman. Advent. Docum. Horror
H1 -0.25 -0.17 -0.22 0.75 0.05 -0.79 0.01 0.10 0.25
H2 -0.19 -0.58 0.38 0.55 0.13 0.48 -0.09 0.02 0.25
H3 0.42 -0.14 -0.17 0.34 0.11 0.23 0.08 0.02 0.16
H4 0.31 -0.16 -0.32 0.13 0.44 0.41 0.47 - 0.37
H5 -0.33 0.18 -0.49 0.17 0.01 -0.08 0.14 0.01 0.10

Table 6.9 The weighted average effect size (fixed-effect model) of wonder intensity during
aesthetic highlights calculated per movie genre.

H \Genre Drama Animat. Thrill. Action Comed. Roman. Advent. Docum. Horror
H1 -0.04 -0.37 -0.60 -0.83 -0.48 0.65 -0.30 0.58 0.67
H2 0.17 -0.70 -0.51 -0.08 -0.27 -0.42 -0.04 0.28 -0.14
H3 -0.16 0.09 -1.0 -0.01 -0.02 -0.27 -0.33 0.37 0.60
H4 -0.69 -0.07 0.40 -0.13 0.52 0.65 0.13 - 0.11
H5 -0.11 0.10 -0.53 0.03 0.11 0.02 0.15 -0.25 0.50
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comedies while observing a large negative effect of awe for action movies and a medium
negative size effect for dramas, thrillers, and romances, as shown in Table 6.5.

Regarding boredom intensity during different aesthetic highlights presented in Table 6.6,
we reveal a medium positive effect size for comedies and romances. Also, we can see a large
negative effect size of disgust for action movies in Table 6.7. Moreover, intensity of being
touched increases during spectacular scenes for action movies, as shown in Table 6.8. This
is described by a medium positive effect size. Furthermore, we find a large and medium
negative effect size of wonder for action and thriller movies, respectively, while observing a
medium positive effect for romances, documentaries, and horrors, as presented in Table 6.9.
It is worth mentioning that the intensity of awe, disgust, and wonder strongly decreases
during spectacular scenes in action movies, unlike the intensity of being touched. This means
that spectacular highlights clarify movie stories and increase the spectators’ engagements
with movies.

Subtle highlights H2 that include usage of cameras, lightening, and music do not elicit
aesthetic emotions, except for romances. We suppose that subtle scenes are essential to
create and express a romantic atmosphere of a movie story. This is supported by a medium
positive effect size of awe and boredom for the romantic movies, as shown in Tables 6.5
and 6.6. Also, we find a negative medium effect size of awe, disgust, being touched, and
wonder for animations, as presented in Tables 6.5, 6.7, 6.8, and 6.9. This can be explained by
the fact that some part of movie audiences could have difficulties with perceiving animated
worlds. It means that subtle scenes in animated movie stories, such as mirroring the face of
main characters in the water or adding shadows in the animated world could be omitted by
spectators because these scenes are not directly associated with the real world.

Highlights H3 that consist of the main characters’ development and tensions among them
evoke aesthetic emotions in movie audiences only for some movie genres, such as romance,
adventure, and horror movies. We can see a medium positive effect size of awe for romance
and adventure movies in Table 6.5. This means that the main characters’ development in
these two movie genres is designed to elicit awe that is a mixture of surprise and fear. Also,
we observe a large positive effect of boredom for romances, as shown in Table 6.6. This
suggests the main characters’ stories in these movies are too long and spectators do not enjoy
watching them. Moreover, we find a medium negative effect of disgust for thriller movies in
Table 6.7. Thus, the main characters’ development in thrillers is not disgusting for spectators.
Furthermore, we reveal that the characters’ development in horrors increase wonder intensity
among spectators. This is described by a medium positive effect size in Table 6.9. Thus,
horrors are made in a such way that the uncertainty of the main characters’ stories increases
over time and spectators feel surprise and joy at the end of the movies.
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Highlights H4 that are defined as dialogues among main characters evoke aesthetic
emotions if they occur in particular movie genres, such as comedy, adventure, horror, and
romance. We find a medium positive effect size of boredom for comedy and adventure
movies as well as a large positive effect size of boredom for horrors, as shown in Table 6.6.
This suggests that dialogues in these movies are too long and thus spectators lose the interest
in watching.

Also, we observe a medium positive effect size of disgust for horrors in Table 6.7. This
means that horror dialogues are written in a very peculiar way that shows the tensions among
the main characters when their lives are threatened by danger. Furthermore, we observe a
medium positive effect size of for wonder comedies and romances in Table 6.9. It is related to
the fact that the comedy and romance dialogues are intended to make spectators feel curious
and joyful.

Besides finding these positive effect sizes, we observe a medium negative effect size of
awe for animations as well as a medium negative effect size of wonder for dramas, as shown
in Tables 6.5 and 6.9, respectively. We can suppose that animation and drama dialogues occur
when movie stories in these movies are already clarified. This means that movie audiences
are enough familiar with the stories to predict the next movie events.

Highlights H5 cover theme development that often co-occurs with different categories of
aesthetic highlights, e.g., highlights H3. The reason is that main characters’ development
could be a part of theme development. The meta analysis enhances a medium positive effect
size of wonder for horrors, as presented in Table 6.9. As expected, theme development
in horror movies is designed to evoke a combination of fear, curiosity, and joy in movie
audiences with their periodical accumulation. As we can see in Tables 6.6 and 6.7, there
is a medium negative effect of boredom and disgust for documentary movies. This can be
explained by the fact that theme development of these movies has a special structure in which
the subjects and events are objectively presented without emotional tones.

6.3.3 Personality and aesthetic preferences

Emotional states of individuals are influenced by their personalities [37]. Personality de-
scribes individual characteristics of behaviour and cognition [132]. The Big Five Factor
Model characterizes human personality by means of five dimensions (traits), namely extraver-
sion (sociable vs. reserved), agreeableness (compassionate vs. dispassionate), conscientious-
ness (dutiful vs. easy-going), neuroticism (nervous vs. confident) and openness (curious vs.
conservative) [150]. Personality in terms of these five dimensions can be measured by means
of self-completion questionnaires. In our studies, the big five personality dimensions were
quantified by an online questionnaire (self-report big five inventory test with 44 questions
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rated in a 5 point scale [97]) that were filled in by annotators before starting aesthetic emotion
annotations.

1.00

0.20

0.11

0.24

0.60

0.20

1.00

0.10

-0.05

0.47

0.11

0.10

1.00

0.24

-0.14

0.24

-0.05

0.24

1.00

-0.14

0.60

0.47

-0.14

-0.14

1.00

Ex
tra
.

Ag
ree
.

Co
ns.

Ne
uro
.

Op
en
.

Extra.

Agree.

Cons.

Neuro.

Open.

Fig. 6.1 The weighted average of the CC between the big five personality traits: extraver-
sion, agreeableness, conscientiousness, neuroticism, and openness (yellow and purple color
indicate strong correlation and anti-correlation, respectively).

We selected the CC as the effect size to measure dependencies among the personality
dimensions of aesthetic emotion annotators. To aggregate dependencies between annotators’
personality scores for each movie and aesthetic emotion, we used a fixed-effect model [21].
To interpret the statistical significance of the dependencies between personality dimensions,
we followed Cohen’s benchmarks [43]. We consider the values close to 0.1, 0.3, and 0.5 as
small, medium, and large effect sizes, respectively. Figure 6.1 presents the weighted average
of the CC between the big five personality traits of all aesthetic emotion annotators. We
observe that the openness dimension is strongly positively correlated (large effect) with the
extraversion dimension, as well as is moderately positively correlated (medium effect) with
the agreeableness dimension. This is in line with previous work on personality [180]. This
suggests that annotators who are open to new experiences (e.g., creative and unconventional)
are also energetic, social, modest, and altruistic.

To respond to our research question RQ6, we then conducted a similar analysis of
relationships between personality and aesthetic ratings for awe, boredom, disgust, being
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touched, and wonder, as shown in Table 6.10. In particular, we examined the weighted
average of the CC between personality traits and the average annotation score of each
annotator. The extraversion dimension is strongly positively correlated (almost large effect)

Table 6.10 The weighted average of the CC between the Big-Five Personality Traits and
average annotation ratings of aesthetic emotions.

Emotions \Personality traits Extra. Agree. Cons. Neuro. Open.
Awe -0.02 0.11 -0.06 -0.06 0.22

Boredom 0.48 0.11 0.03 -0.11 -0.09
Disgust -0.19 -0.12 -0.25 -0.16 -0.05

Being touched -0.06 -0.08 -0.12 -0.12 -0.01
Wonder -0.02 -0.04 -0.01 0.04 -0.03

with boredom scores and weakly negative correlated (small effect) with disgust scores. On
the one hand, extraverts often feel boredom when watching movies and thus their movie
expectations are very high. On the other hand, disgust can be easily elicited in introverts by
movie scenes.

As we can see in Table 6.10, the agreeableness dimension is weakly positively correlated
(small effect) with awe and boredom ratings and weakly negatively correlated (small effect)
with disgust ratings. Thus, a mixture of surprise and fear can be easily evoked in agreeable
groups of annotators by movie scenes. However, the groups of disagreeable annotators who
are stubborn and suspicious feel disgusted while watching some movie scenes. Moreover,
we observe that conscientiousness is weakly negative correlated (small effect) with disgust
and being touched scores. Conscientious annotators tend to deliberate on the whole movie
and all movie events in order to deeply understand the movie story. They consider various
movie scenes as pleasant rather than offensive for movie audiences.

Furthermore, we find that the neuroticism dimension is weakly negatively correlated
(small effect) with boredom, disgust, and being touched ratings. Neurotic annotators are
moody and interpret ordinary movie events as difficult life situations for main characters.
This limits the engagement with movie stories. In addition, openness dimension is weakly
positively correlated (small effect) with awe ratings. Open annotators who have active
imagination and intellectual curiosity can be engaged with various movie stories and movie
characters. This allows them to feel surprise and fear while movie stories develop.

To sum up, we studied the differences in aesthetic scene ratings with respect to personality
characteristics. This suggests personality can affect a level of spectators’ engagement
with movie story development. Thus, film aesthetic experience can be also influenced by
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personality. For example, neurotic spectators cannot enjoy watching movies because they
strongly overreact to ordinary movie events due to being mentally unbalanced.

6.3.4 Aesthetic emotion recognition

To address our research question RQ6 and prove that it is possible to recognize aesthetic emo-
tions evoked in movie audiences based on physiological and behavioural (ACC) responses,
we extract different feature sets from EDA and ACC signals of spectators, as described in
Section 6.1. To align aesthetic annotations with extracted features, we averaged aesthetic
emotions scores over each sliding window as the gold-standard annotations. We also dis-
carded the end credits of each movie because participants started to remove the wearable
sensors that added distortions to the measurements.

Table 6.11 Performance of unimodal aesthetic emotion recognition using DBNs.

Features EDA ACC
MSE CC CCC MSE CC CCC

Awe
Statistical 0.011 0.157 0.013 0.011 0.152 0.012
Wavelet 0.011 0.032 0.001 0.011 0.034 0.001

Synchronization 0.011 0.103 0.005 0.011 0.131 0.007
Boredom

Statistical 0.012 0.243 0.020 0.012 0.145 0.015
Wavelet 0.012 0.027 0.001 0.012 0.039 0.002

Synchronization 0.012 0.098 0.007 0.012 0.120 0.006
Disgust

Statistical 0.009 0.219 0.018 0.009 0.144 0.023
Wavelet 0.009 0.032 0.001 0.009 0.025 0.001

Synchronization 0.009 0.072 0.003 0.009 0.125 0.006
Being touched

Statistical 0.012 0.226 0.027 0.012 0.101 0.010
Wavelet 0.012 0.038 0.001 0.012 0.029 0.002

Synchronization 0.012 0.057 0.002 0.012 0.113 0.005
Wonder

Statistical 0.015 0.177 0.016 0.015 0.116 0.010
Wavelet 0.015 0.027 0.001 0.015 0.031 0.001

Synchronization 0.016 0.054 0.006 0.015 0.138 0.005

The average of the MSE as well as CC and CCC absolute values over leave-
one-movie-out cross-validation for aesthetic emotion prediction are calculated.
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Then, we used the DBN models to separately recognize each aesthetic emotion. We
performed leave-one-movie-out cross-validation and we report the unweighted average of the
MSE, the absolute CC, and the absolute CCC. A high value of the CC corresponds to a strong
linear dependency between trend changes in emotion predictions and emotion annotations
while a low value of the MSE is associated with high quality prediction of emotion intensity
in terms of intensity values. The CCC merges the CC with the square difference between
the means of prediction and annotations scores and their variances. A CCC value around 1
means that there is a strong linear relationship between trend changes in emotion predictions
and emotion annotations and the values of predictions and annotations are similar to each
other.

In Table 6.11, we illustrate the prediction performance of each aesthetic emotion based
on different feature sets extracted from either EDA or ACC signals. To show that DBNs
with different features of EDA and ACC measurements performed better than a random
prediction model, we generated prediction scores for each aesthetic emotion at random.
We then compared predictions of the two models with highest CC or CCC values for each
experiment to random predictions of awe, boredom, disgust, being touched, and wonder,
respectively. We evaluated the significance differences of the performance by means of
two-sample Wilcoxon tests at the significant level of 0.05. When we report results for each
experiment, numbers in bold italics indicate significantly best performance regarding CC and
CCC values (p-value << 0.0001) while numbers in bold indicate only highest values of the
CC and CCC.

We showed that two the best models for each emotion prediction based on EDA or ACC
measurements were significantly different from random prediction (p-value << 0.0001).
Also, we found that all pairs of these models were significantly different with p-value <<

0.0001, except for the comparison between statistical features and synchronization features
of the ACC signals for awe prediction (p-value = 0.1799), as shown in Table 6.11. The small
values of the MSE suggest that all the models were able to predict awe, boredom, and disgust
intensity from EDA and ACC signals, as shown in Table 6.11. As a result, we observe that
the DBN models with statistical features of EDA signals achieved the best performance for
awe, boredom, disgust, being touched, and wonder prediction measured by the mean value
of the absolute CC and CCC. Moreover, we can see that statistical features of ACC signals
are also discriminative for boredom and disgust prediction, as shown in Table 6.11.

With reference to small values of MSE in Table 6.11, all the DBN models fed by different
features (statistical and synchronization features) of ACC measurements could predict the
intensity of being touched and wonder. The highest performance was achieved by the DBNs
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with statistical features of EDA signals for boredom, disgust and being touched prediction
regarding the mean value of the absolute CC and the absolute CCC, respectively.

In general, we observe that the DBN models with different descriptors of spectators’
physiological and behavioural reactions were able to predict the intensity of each aesthetic
emotion. Nevertheless, only the DBN fed by statistical features of EDA and ACC signals
could best capture trend changes in aesthetic ratings, except for prediction of being touched
and wonder based on ACC signals. This shows that the analysis of dynamic changes in
spectators’ physiological and behavioural responses is critically important for movie aesthetic
emotion recognition. Furthermore, the results suggest that the DBN with synchronization
features could be used when spectators’ reactions are synchronized by watching strongly
emotional scenes.

6.4 Discussion and conclusions

In this work, we investigate aesthetic emotions evoked in movie audiences. We extend the C.
LIRIS-ACCEDE database by crowdsourcing annotations of five aesthetic emotions, namely
awe, boredom, disgust, being touched, and wonder. This new annotation database makes a
contribution to the limited resources currently existing for movie emotion research.

Responding to our fifth research question (RQ5), we discover that aesthetic emotions
felt by movie audiences cannot be described by two emotional dimensions only: arousal
and valence. Thus, aesthetic emotions are more complex than "everyday" emotions and
require at least four emotional dimensions to be characterized accurately. We can suppose
that aesthetic emotions are mixtures of a few "everyday" emotions: anger, fear, happiness,
surprise, sadness, etc. For example, awe is considered as a combination of surprise and fear.
Answering our sixth research question (RQ6), we show that aesthetic highlights in movies
evoke aesthetic emotions in spectators and the intensity of these emotions depends on
aesthetic highlight category and movie genre. For example, theme development in horror
movies is designed in a such way to gradually elicit fear, curiosity, and joy in spectators. Also,
we find that aesthetic scene ratings of annotators are influenced by their personality. This
suggests that personality characteristics moderate spectators’ engagement with the movie
story and the intensity of felt emotions. Spectators who are characterized by openness can
feel more curiosity when movie story develops over time.

Moreover, we showed that movie aesthetic emotions could be predicted based on specta-
tors’ physiological and behavioural reactions. Also, we identify that the statistical features
that describe dynamic changes in spectators’ responses are crucial for aesthetic emotion
recognition. Furthermore, we obtained the strongest correlation between aesthetic ratings
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and prediction scores of DBN models for boredom, being touched, and disgust intensity
using statistical features of EDA signals. The experiments that we conducted can serve as a
baseline for future research on movie aesthetic emotion recognition.

Our future work includes extracting features of movie content to find a representation of
movie aesthetic attributes changing over time. Moreover, a comprehensive approach to movie
aesthetic emotion recognition will require to explore different fusion strategies to combine
multimodal signals of spectators with descriptors of aesthetic movie content. Combining
personality characteristics of spectators with their physiological and behavioural reactions
could improve emotion recognition since personality provides information on a characteristic
set of individuals’ behaviours.



Chapter 7

Conclusions and perspectives

In this thesis we focused on the quantitative analysis of film aesthetic experience. We aimed
to determine the discriminative power of spectators’ physiological and behavioural reactions
(EDA and ACC signals) or movie content based features regarding aesthetic highlight
detection in movies, induced emotion recognition, and aesthetic emotion recognition. Firstly,
we explored a wide range of emotions evoked by aesthetic highlights in full-length movies
and detected aesthetic highlights based on synchronized spectators’ EDA and ACC signals.
Secondly, we studied the differences between induced and perceived emotions of movie
audiences and recognized induced emotions from movie content features as well as EDA
and ACC signals. Finally, we investigated the relationship between "everyday" emotions and
aesthetic emotions as well as dependencies among aesthetic highlights, aesthetic emotions,
personality, and spectators’ physiological and behavioural reactions. In particular, we
recognized aesthetic emotions felt by spectators from EDA and ACC signals.

7.1 Outcomes of the research

Chapter 1 introduced film aesthetic experience and our motivation to study it. Firstly,
"everyday" and aesthetic emotions were defined and a clear distinction between induced
and perceived emotions of movie audiences were made. Secondly, several emotion rep-
resentations and emotion elicitation were discussed. Thirdly, the concept of interpersonal
synchronization with regard to watching movies together was accounted for. Finally, research
questions on film aesthetic experience were formulated, and the contribution of this thesis
was summarized.

Chapter 2 provided an extensive literature review on aesthetic and affective content video
analysis. Existing work on aesthetic and affect recognition as well as highlight detection from
video content and spectators’ reactions were presented and described with respect to different
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criteria. The main limitations of the existing work were then discussed. It was highlighted
that much research omitted movie context during stimulus selection as an important factor
for emotion elicitation. It was also pointed out that emotion recognition models were trained
and tested on small datasets without taking account the fact that emotions are gradually
evoked over time. The quality of the emotional ground truth collected from small numbers
of annotators was discussed. Consequently, it was emphasized that a large variance in the
results was observed and thus fair comparisons of these emotion recognition models could
not be made. Finally, approaches for overcoming all these limitations were proposed.

Chapter 3 described and discussed existing aesthetic and affective multimedia databases
in details. The continuous LIRIS-ACCEDE database that was created to study film emotional
experience in a movie theater was selected to study film aesthetic experience. Then, protocols
for collecting annotations of aesthetic highlights in movies, perceived emotions and aesthetic
emotions felt by movie audiences were described. Also, the statistical analysis of the
annotations was provided. The results suggest that complex emotions like aesthetic emotions
should be annotated by at least several annotators following an adapted protocol to reduce
variance of annotations.

In Chapter 4, it was shown that aesthetic highlights in movies could elicit a wide range of
emotions. The amount of these emotions (a level of arousal and valence intensity) strongly
depends on the aesthetic highlight category and on the movie genre. Also, methodology
and results of aesthetic highlight detection based on the level of synchronization among
spectators’ EDA and ACC measurements were presented. The results suggest that the
level of synchronization among spectators’ EDA and ACC signals is discriminative in the
context of watching movies together. In particular, pairwise synchronization measures
are stable measures of synchronization and achieved the best performance of aesthetic
highlight detection independently of movie genre and highlight categories. Nevertheless,
the level of synchronization among EDA measurements is more indicative of aesthetic
highlights than the level of synchronization among ACC signals. This can be justified
by the fact that aesthetic experience is mainly associated with a high level of arousal that
can be observed in EDA measurements. Also, it is in line with our findings on aesthetic
highlights evoked a wide range of emotions described by a high level of arousal in movie
audiences. Synchronized behavioural reactions of spectators were supposed to be observed
at a higher level. Movement ACC measurements only convey part of spectators’ behavioural
reactions. Behavioural signals, such as eye gaze, facial expression, and shoulder gesture
can provide more information on spectators’ synchronized behavioural responses. However,
these behavioural signals could not be recorded because spectators watched movies in a
darkened amphitheater.
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In Chapter 5, the relationship between induced and perceived emotions of movie audi-
ences was studied. As a result, an inconsistency in induced and perceived emotion annotations
was observed. In particular, it was found that induced and perceived emotions of movie
audiences were not always positively correlated. The complex dependencies among emo-
tional dimensions were discovered. For example, perceived arousal and induced arousal were
weakly negatively correlated. This suggests that watching many exciting scenes in movie
can make spectators bored. This should be taken into account when stimuli for emotion
induction are selected. Then, the relationship between the intensity of induced and perceived
emotions of movie audiences, and the occurrences of aesthetic highlights in movies was
studied. As a main result, we found that aesthetic highlights conveyed information on both
perceived and induced emotions and could be used as high level affective features. Finally,
induced emotions were recognized from spectators’ EDA and ACC signals as well as movie
content. LSTM-RNN models outperformed SVR and DBN models because their ability
to take into account temporal information and hierarchically combine knowledge-inspired
affective cues with audio-visual movie content and movie audience responses. The improve-
ment of performance using multimodal hierarchical fusion leads us to the conclusion that
adding other behavioural and physiological signals, e.g., facial expression, heart rate, and
electroencephalogram signals of spectators could boost emotion recognition performance.

In Chapter 6, it was shown that aesthetic highlights in movies could evoke aesthetic
emotions in movie audiences. Aesthetic emotions, such as awe, boredom, disgust, being
touched, and wonder that are felt by movie audiences are associated with the category
of aesthetic highlights as well as the movie genre. Aesthetic highlights elicit aesthetic
emotions in movie audiences that are beyond "everyday" emotions. In fact, four emotional
dimensions were found for movie aesthetic emotions. That is why movie aesthetic emotions
cannot be accurately represented in the arousal-valence space like "everyday" emotions.
Furthermore, the influence of personality on aesthetic emotions was discovered by measuring
the differences in aesthetic scene ratings with regard to personality traits. Also, aesthetic
emotions could be predicted based on spectators’ EDA and ACC signals. Thus, spectators’
reactions are discriminative for movie aesthetic emotion recognition.

7.2 Responding to research questions

We respond to the research questions described in Section 1.5, as follows:

• We show that aesthetic highlights evoke a wide range of emotions in movie audiences,
studying the direct link between emotional dimensions (arousal-valence space) and the
occurrences of aesthetic highlights (RQ1).
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• We investigate several approaches to synchronization estimation to measure the amount
of synchronization among multiple spectators’ reactions and detect aesthetic highlights
in movies. We show that pairwise synchronization measures are the most reliable to
efficiently detect aesthetic highlights (RQ2).

• To the best of our knowledge, we carry out the first quantitative analysis of the
relationship between perceived and induced emotions of movie audiences. We find
that perceived and induced emotions of movie audiences are not always consistent and
the dependencies among them are complex. We then use movie audiences’ perceived
emotions to predict their induced emotions (RQ3, RQ4).

• We determine that LSTM-RNN models outperform SVR and DBN models because
their ability to take into account temporal information and hierarchically combine
knowledge-inspired affective cues with audio-visual movie content and movie audience
responses (RQ4).

• We show that aesthetic highlights elicit aesthetic emotions in movie audiences that are
beyond "everyday" emotions. In fact, movie aesthetic emotions cannot be accurately
represented in the arousal-valence space like "everyday" emotions (RQ5, RQ6).

• We find that the characteristics of personality influence aesthetic preferences (RQ6).

7.3 Lessons learned

We learned many lessons while carrying out this research on film aesthetic experience. We
summarize them below:

• Understanding film aesthetic experience is an extremely difficult and challenging task
since it is a weakly defined concept in art and is considered to correspond to subjective
feelings of being engaged with a film. There is no one universal approach to analyze
film aesthetic experience. However, it is important that any research should investigate
together movie content with spectators’ physiological and behavioural responses.

• Choosing a sufficiently large amount of emotional stimuli is essential to correctly elicit
various emotions. Stimuli should be full-length movies to provide spectators movie
context and thus evoke subtle and complex emotions. These movies should represent
several different movie genres.

• Selecting an emotion representation for aesthetic and affective video content analysis
is critically important and requires special attention when an experimental protocol
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is designed. An emotion representation should be selected based on the goal of the
studies. When the aim of research is to investigate a wide range of emotions, a
dimensional representation is recommended. The number of emotional dimensions
that accurately represent these emotions should be validated in preliminary studies.
For example, aesthetic emotions felt by spectators cannot be entirely characterized in
the arousal-valence space.

• Collecting emotional ground truth is one of the main challenges in aesthetic and
affective video content analysis. It has to be specified which emotions annotators
should report while performing data collection. In particular, a clear distinction
between self-reports of induced emotions and self-reports of perceived emotions
should be made in the experimental protocol.

• Intra/inter-spectator variability of physiological and behavioural reactions is observed.
Taking into account this variability is required to build a robust individual-independent
emotion recognition system.

• Multimodal fusion is needed since spectators’ physiological and behavioural reactions
as well as high-level affective movie content cues, such as aesthetic highlights, per-
ceived emotions, and lexical features of movie dialogues are discriminative for induced
emotion recognition.

• Recognizing emotions can benefit from taking into account temporal information
because spectators’ physiological and behavioural reactions to consecutive movie
scenes have sequential structures.

7.4 Conclusions and perspectives

All these outcomes of our studies suggest that film aesthetic experience is complex and
subjective. Film aesthetic experience is affected by many various factors, such as personality,
life experience, mood, and interest that are difficult to objectively quantify. The conclusion
can be made that film aesthetic experience cannot be investigated without taking into account
multimodal reactions of movie audiences in naturalistic conditions, e.g., watching movies
together in a movie theater.

As presented in this thesis, physiological and behavioural signals of spectators and
video content are informative to study film aesthetic experience. There are several research
questions on aesthetic and affect video content analysis that have arisen during the studies.
These research questions can be summarized, as follows:
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• Emotions can be evoked and recognized in different contexts. Emotions induced
by controlled stimuli in laboratory conditions (watching short videos in a laboratory
without any context) are different from naturalistic emotions elicited in ecological
situations (watching full-length movies in a movie theater). Thus, there is a need to
develop emotion recognition systems that are able to include these emotion elicitation
contexts to improve emotion recognition performance. For example, when people
interact with one another they have tendencies to reach similar emotion states through
emotion contagion and feeling empathy. To determine emotions of one individual,
affective states and behaviours of other individuals can be investigated.

• The relationship between induced and perceived emotions of individuals is very com-
plex and high-level affective video cues contain information on both these types of
emotions. That is why the automatic extraction of video content based features, for
example, lexical features (e.g., CSA and DIS-NV features) of movie dialogues should
be developed.

• Intra/inter-spectator variability of physiological and behavioural responses to the same
stimuli is observed. It is important to learn a new representation of physiological and
behavioural signals that reduces this variability and improve individual-independent
emotion recognition systems.

• There is a lack of labelled instances to train advance machine learning. To overcome
this limitation, transfer learning between different emotion recognition tasks could be
investigated. Pretrained models on one emotion recognition task can be applied to
other emotional challenges, e.g., induced emotion recognition of movie audiences can
take the advantage of emotion recognition of individuals watching short videos.

• Fusion of different physiological and behavioural signals can be beneficial for emo-
tion recognition because information on humans’ emotional states is passed through
multimodal channels. However, modality fusion at feature and decision level is not
sufficient for emotion recognition since all multimodal signals do not have the same
discriminative power and the dynamics of changes. Different strategies of hierarchi-
cal fusion that allows multimodal features to be incorporated at different stages of
modelling are required.

• The improvement of existing annotation collection protocols is needed because there
is the large variance of emotional annotations. Some emotions are extremely difficult
to be annotated since they are very complex and subjective. The existence of the one
absolute ground truth is questionable and it should be replaced by modelling ground
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truth distribution. In particular, the emotional ground truth can be represented by the
first four statistical moments of annotation distributions.

• Current approaches to emotion recognition mainly focus on the analysis of individuals’
physiological and behavioural signals without including psychological factors, e.g.,
interest, personality, and mood. Personal interest and personality can influence the felt
emotions of individuals and the perception of other individuals’ emotions. Taking into
account dependencies among emotional states, physiological and behavioural reactions,
personality, mood, and interest can improve performance of emotion recognition
systems.
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