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ARTICLE Communicated by Ralph Linsker

Toward a Biophysically Plausible Bidirectional Hebbian Rule

Norberto M. Grzywacz
Pierre-Yves Burgi
Smith-Kettlewell Eye Research Institute, San Francisco, CA 94115, U.S.A.

Although the commonly used quadratic Hebbian–anti-Hebbian rules lead
to successful models of plasticity and learning, they are inconsistent
with neurophysiology. Other rules, more physiologically plausible, fail
to specify the biological mechanism of bidirectionality and the biological
mechanism that prevents synapses from changing from excitatory to in-
hibitory, and vice versa. We developed a synaptic bidirectional Hebbian
rule that does not suffer from these problems. This rule was compared
with physiological homosynaptic conditions in the hippocampus, with
the results indicating the consistency of this rule with long-term potenti-
ation (LTP) and long-term depression (LTD) phenomenologies. The phe-
nomenologies considered included the reversible dynamics of LTP and
LTD and the effects of N-methyl-D-aspartate blockers and phosphatase
inhibitors.

1 Introduction

Hebb (1949) postulated a synaptic mechanism for learning where increases
in synaptic strength are dependent on concurrent activity in pre- and post-
synaptic cells. Stent (1973) further proposed that negative correlation in pre-
and postsynaptic activity reduces synaptic strength.

One of the most successful mathematical formulations of this Hebb-Stent
bidirectional rule is the covariance rule (Sejnowski, 1977). This and related
rules are the cornerstone of many proposed unsupervised learning schemes
(von der Malsburg, 1973; Oja, 1982; Linsker, 1986; Miller, 1994; Burgi &
Grzywacz, 1997). In this rule, changes in synaptic weights are proportional
to the covariance between the firing rates of the pre- and postsynaptic cells.
There is now neurophysiological evidence supporting a form of synaptic
plasticity that is governed by something like the covariance rule (Stanton
& Sejnowski, 1989; Xie, Berger, & Barrionuevo, 1992; Dudek & Bear, 1993;
Frégnac, Burke, Smith, & Friedlander, 1994). However, application of this
rule leads to two major physiological inconsistencies. First, the synaptic
weight of any given synapse can become positive or negative. This situation
is biologically unlikely because synapses are either excitatory or inhibitory.1

1 A possible exception is the GABAA synapses, which are excitatory early in devel-
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Second, the covariance rule predicts synaptic potentiation in the absence
of pre- and postsynaptic activities. Computationally, potentiation without
activity may not make sense, since quiescence in the brain most often means
“no neural data” rather than “neural evidence for” jointly weak activity in
two cells. And neurophysiological experiments using low-level presynaptic
activity in conjunction with postsynaptic hyperpolarization indicate long-
term depression (LTD) rather than long-term potentiation (LTP) (Xie et al.,
1992).

A more biophysically plausible bidirectional rule has been proposed: the
BCM rule (Bienenstock, Cooper, & Munro, 1982; Yang & Faber, 1991; Intrator
& Cooper, 1992). This rule proposes the existence of an activity-dependent
threshold, such that presynaptic activities above and below this threshold
lead to LTP and LTD, respectively. Although the BCM rule solves the second
problem above, without modification, this rule cannot prevent synapses
from changing polarity. Imposing hard bounds on the synaptic weights is
possible, but this solution would leave unspecified what biological process
sets these bounds. The BCM rule does not even specify what biological
mechanism controls the varying threshold. This criticism should not be
taken as an attack on the BCM rule, since it was designed as a computational,
not biophysical, rule. The criticism only underscores the necessity of a more
biophysical model. In section 5, we even point out that our rule is in some
sense a biophysically plausible instantiation of the BCM rule.

The main goal of this article is to present a new physiological bidirec-
tional Hebbian rule, which has bounded nonnegative synaptic weights and
does not change these weights in the absence of pre- and postsynaptic ac-
tivity. The intention is not to model the exact biophysical details of synaptic
plasticity, but to focus on mechanisms of synaptic stability during quies-
cence and bidirectionality. To achieve this, we restricted the underlying bio-
physics describing the new Hebbian mechanism to three simple constraints:
(1) the overall response of the postsynaptic cell is the linear weighted sum of
all presynaptic activities; (2) this response produces a feedback messenger,
which at a given synapse is proportional to the local concentration of a post-
synaptic agent; (3) enzymes controlling synaptic strength are activated at the
presynaptic site by the evoked feedback messenger. This model’s essence
is thus in the details of these enzymes, namely, constraint 3. The other con-
straints were chosen for computational simplicity to be linear (section 5).
Furthermore, whether the enzymatic complex in constraint 3 is pre- or post-
synaptic is irrelevant (section 5).

To evaluate the neurophysiological and computational properties of the

opment but become inhibitory later on (Cherubini, Rovira, Gaiarsa, Corradetti, & Ari,
1990; Walton, Schaffner, & Barker, 1993). However, even these synapses do not change
polarity more than once, the changes are always in the same direction (from excitatory to
inhibitory), and they always occur regardless of the network. Therefore, these changes do
not have the flexibility required by the covariance rule.
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new rule, we apply a set of physiological and pharmacological tests to our
model. Here, the tests are for one synapse, corresponding to the case of
homosynaptic modifications.2 The results of these tests are compared qual-
itatively with similar experimental conditions in the hippocampus. The new
rule and this comparison appeared in abstract form elsewhere (Grzywacz
& Burgi, 1994).

2 Model

In this model (see Figure 1A), a feedback messenger activates presynaptic
enzymes controlling synaptic strength. These enzymes work by controlling
the active and inactive states of a gating molecule. For computational sim-
plicity, it is assumed that the synaptic weight (w) is proportional to the active
state’s concentrations. (For ease of understanding, in Figure 1A, this active
state is labeled w.) A possible interpretation of the active state is that it fa-
cilitates synaptic-vesicle docking (more on this in section 3). Let us suppose
that at a given synapse, the maximal possible synaptic weight (proportional
to the maximal concentration of the gating molecules) is w0, that is, the pool
of gating molecules is finite. In this case, w0 = w+ w∗, where w∗ is propor-
tional to the inactive state’s concentration. Let us denote the presynaptic
activities and synaptic strengths (transmitter release per unit of presynaptic
activity) of a set of synapses onto a single postsynaptic cell by Ij and wj,
respectively, where 1 ≤ j ≤ p and p is the number of synapses. The overall
response of the postsynaptic cell is

R =
p∑

j=1

wjIj (2.1)

(an assumption shared by most other models; for a review, see Churchland
& Sejnowski, 1992). We assume the concentration of a postsynaptic agent
(C) at a given postsynaptic site to be proportional to the multiplication of R
by the concentration of neurotransmitter (wjIj) in the synaptic cleft of that
synapse. Because, for simplicity, it is also assumed that the concentration of
feedback messenger ([mj]) produced by synaptic activity is proportional to
the local concentration of C, one gets

[mj] = αR wjIj, (2.2)

where α is a constant.
To obey one of the main constraints of the model—that no synaptic

change should occur in the absence of activity—we postulate a molecular

2 Heterosynaptic tests using a simplified version of the rule appear elsewhere (Burgi
& Grzywacz, in press).
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Figure 1: Schematic representation of the new model. (A) The presynaptic in-
put (I) causes the release of the transmitter (glutamate in the hippocampus),
whose quantity (T) depends on a particle that determines synaptic strength (w).
Specifically, T is proportional to the multiplication of I and w. A fraction of the
T molecules of the transmitter attaches to special receptors (NMDA receptors
in the hippocampus), which, if the postsynaptic site is depolarized, allow the
entrance of an agent C (Ca2+ in the hippocampus) into it. This agent activates an
enzyme (P1), which produces a messenger (m) that can propagate to the presy-
naptic terminal and activate an enzymatic switch (Es). When this switch is on,
it allows the flow between the active (quantified by w) and inactive (quantified
by w∗) states of the particle determining synaptic strength. This flow is such
that low concentrations of m cause the inactivation of the particle (with a sto-
ichiometry of 1) through enzyme Ei, whereas high concentrations of m cause
the activation of the particle (with a stoichiometry of n) through enzyme Ea. (B)
The switch Es promotes the transitions w,w∗ ⇀ w∗∗, where w∗∗ is a transient
metastate, while the transitions w∗∗ ⇀ w,w∗ depend on the messenger through
the inactivating (Ei) and activating (Ea) enzymes. Rates of the thermal decays
are indicated by k4 to k5.
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switch (see Figure 1A; see also Lisman, 1989). It would operate presynapti-
cally and would have to be turned on by the messenger to allow for synaptic
changes. A possible implementation of this switch is

E∗s,j +mj + Es,j
k1
⇀mj + 2Es,j, (2.3)

with the thermic reactions

Es,j
k2­
k3

E∗s,j, (2.4)

where Es,j and E∗s,j are the active and inactive states of the switch, re-
spectively, and k1, k2, and k3 are the rate constants of the reactions. What
equation 2.3 expresses is an autocatalytic switch. The more active switch
molecules there are (higher concentrations of Es,j), the easier is to activate
switch molecules. This is similar to Lisman’s self-phosphorylating enzymes
(Lisman, 1989), which become active when phosphorylated. Lisman’s no-
tion was that when activated, these enzymes would tend to become all
phosphorylated due to their positive-feedback reaction. Consequently, the
behavior of such enzymes would tend to be all or none, ideal for a switch. To
Lisman’s switch notion, we add only the thermal reactions in equation 2.4
to allow the switch to be turned off. (For it to be rapidly turned off, one must
assume k3 ¿ k2.) From the chemical equations 2.3 and 2.4, one can express
the variations of the concentrations, [Es,j], of the switches as

d[Es,j]
dt
= −k2[Es,j]+ ([Es,0]− [Es,j])(k3 + k1[mj][Es,j]), (2.5)

where [Es,0] = [Es,j]+ [E∗s,j] is the maximal concentration of active switches.
The feedback messenger activates two presynaptic enzymes, which con-

trol synaptic strength by shifting the balance of the gating molecule toward
either its inactive or active states. One enzyme, Ei, reduces synaptic strength
in proportion to its current concentration and is activated by the feedback
messenger with a stoichiometry of 1. The other enzyme, Ea, requires n > 1
molecules of the messenger to increase synaptic strength up to a maximal
value. The postsynaptic agent C can thus control LTP and LTD through
the different stoichiometries. For high C, the large-stoichiometry enzyme
dominates, causing LTP, whereas for low C, the other enzyme dominates,
causing LTD.

The switch allows back-and-forth transitions between the active and in-
active states of the gating molecule, depending on the amount of messenger.
To achieve this goal, we propose that the switch promotes the transitions
from these states to a transient unstable metastate (see Figure 1B). This
metastate decays enzymatically back to the active and inactive states with
rate constants that depend on the messenger (see Figure 1B). By writing the
equations corresponding to the enzymatic reactions schematically shown
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in Figure 1B and by assuming that the decay from the metastate is much
faster than the arrival to it, one can express the variation of wj as follows
(see the appendix for details):

dwj

dt
= −k9[Es,j](k4+k7β[mj])wj+k8[Es,j](k5+k6γ [mj]n)(w0−wj)

k4+k5+k6γ [mj]n+k7β[mj]
, (2.6)

where k4 and k5 are rate constants of thermic reactions; k6, k7, k8, and k9
are rates of enzymatic reactions (see Figure 1B); and β and γ are constants
linking mj to the enzymes (see the appendix).

Because equations 2.1 and 2.2 have no dynamics and because equation 2.5
essentially represents an on-off switch, the important dynamics are in equa-
tion 2.6. The LTP-LTD phenomenology is introduced explicitly in the Ei and
Ea reactions modeled by this equation. It says that when the switch is on
(Es,j significantly larger than zero), weight changes can occur and depend
on the present weight (wj) and the feedback messenger ([mj]). If the weight
is near zero (wj ≈ 0) or near saturation (wj ≈ w0), then the synaptic weight
tends to increase or decrease, respectively. For large amounts of feedback
messenger (k7β[mj] ¿ k6γ [mj]n), the tendency will be for synaptic weight
to increase. For intermediate amounts (k7β[mj] À k6γ [mj]n), weights will
tend to fall. Finally, for low amounts, the switch will turn off, preventing
weight changes. The denominator of equation 2.6 imposes bounds on how
fast synaptic changes can occur.

3 Methods

Model simulations were performed on a SPARC II workstation, using C++.
To solve the differential equations, we used the fifth-order Runge-Kutta
method with adaptive step size control (Press, Teukolsky, Vetterling, and
& Flannery, 1992). The equations’ initial conditions were wj = w0/2 (the
middle of wj’s range) and Es,j = Es,0k3/(k2 + k3), (the steady-state value of
Es,j in the absence of inputs).

The simulations involved solving numerically equations 2.1, 2.2, 2.5, and
2.6. A direct count revealed that these equations have 16 parameters: p, α,
β, γ , k1, k2, k3, k4, k5, k6, k7, k8, k9, [Es,0], w0, and n. However, not all the
parameters were independent. By substituting equation 2.2 for [mi] in equa-
tion 2.5, one sees that α appears multiplied by k1. Similarly, by substituting
equation 2.2 for [mi] in equation 2.6, one sees that α and αn always appear
multiplied by k6β and k7γ , respectively. Moreover, β and γ do not appear in
any other form. Therefore, without loss of generality, we set α = β = γ = 1,
effectively eliminating these three parameters. For related reasons, the pa-
rameters [Es,0] and w0 could also be set to 1, which is akin to forcing [Es,j]
and wj to lie between 0 and 1. Because [Es,i] always appeared multiplied by
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k8 and k9 in equation 2.6, the absolute amplitude of this variable is irrelevant.
As for wj, its absolute value is irrelevant, because plots of synaptic modifi-
cation are of relative, rather than absolute, modulations. Finally, k4, k5, k6,
and k7 are not mutually independent, since inspection of equation 2.6 (with
[Es,0] = 1) reveals that k4, k5, k7[mi], and k6[mi]n all have the same physical
dimension, which is arbitrary, since it cancels in a ratio. Hence, without loss
of generality, we set k6 = 1.

The only parameters that were independent in the model and thus were
not automatically set to 1 were p, k1, k2, k3, k4, k5, k7, k8, k9, and n. In the
simulations of the model, we set p = 1 not because it was dependent on other
parameters, but because we wished to simulate the homosynaptic condition.
As for the other parameters, we chose their values after a cursory exploration
of the parameter space to yield simulations that resembled the hippocampus
data (to restrict the parameter space, we attempted successfully to model
the data with k4 = k5 and k8 = k9). Variations of each these parameters
by factors of three up and down yielded data that were quantitatively but
not qualitatively different, demonstrating the robustness of the model. The
values of the parameters throughout the article were k1 = 10, k2 = 0.5,
k3 = 0.001, k4 = k5 = 1, k7 = 100, k8 = k9 = 0.33, and n = 2.

These parameter values are reasonable and do not violate the assump-
tions used to derive the model’s equation 2.6. The assumption that the decay
from the metastate is much faster than the arrival to it is automatically sat-
isfied in this equation. Multiplying k4, k5, k6, and k7 by any common factor
leaves the equation unchanged. Therefore, one can choose them to ensure
an arbitrarily fast decay (see Figure 1B) without modifying the simulations.
However, although the absolute values of k4, k5, k6, and k7 are irrelevant,
their relative values matter. We chose the decay through Ei (governed by
k7) to be only 100 times faster than the other decays, which is biochemi-
cally reasonable (Mathews & van Holden, 1990). In contrast, the absolute
values of k8 and k9 matter, since they set the maximal rate constants of
synaptic changes. Their associated time constants correspond to the order
of minutes, which is slow3 but not biochemically unreasonable (Mathews
& van Holden, 1990). Finally, besides rate constants, equation 2.6 also has
the parameter n. The choice n = 2 means that two feedback-messenger
molecules are needed to activate one Ea enzyme, another biochemically
reasonable assumption.

3 Slowness implies that Es promotes a high energy-of-activation transition. This would
be the case if, for instance, our particles corresponded to (the “bulky”) vesicles and the
enzymes to proteins involved in vesicle turnover and membrane docking. If such an
interpretation were correct, it would point to an interesting relationship between our
model and the synaptic-depression-gain-control ideas of Abbott, Varela, Sen, & Nelson
(1997). Synaptic depression may involve depletion of vesicles immediately available for
transmitter release (Takeuchi, 1958; Thies, 1965).
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The parameters of the switch equation (2.5) are also reasonable. Similar
to k8 and k9, the time constant parameter for turning off the switch, 1/k2, is
also of the order of minutes. In turn, k3 corresponds to a very slow process.
It was included only to prevent the active state of the switch from disap-
pearing during quiescence and thus to allow the switch to turn on.4 As for
k1, this is not strictly speaking a rate constant, since k1’s dimension is that
of the inverse of the multiplication of time by concentration squared (see
equation 2.5). Because k1[mj][Es,j] sums k3, it is useful to think of k1[mj][Es,j]
as the real rate constant. This “rate constant” and thus, k1, becomes rele-
vant for the model only when k1[mj][Es,j] ≥ k3. Hence, k1’s role is to set the
threshold above which the feedback messenger starts turning on the switch.
A good working definition of the switch’s turning on is when [Es,j] crosses
Es,0/2. In this case, if the threshold is that value of mj for which Es,j = 0.5Es,0
at steady state, then from equations 2.5 and k3 ¿ k2, the threshold occurs
when mj ≈ 2k2/(k1Es,0).

The stimuli in the model simulations were chosen as follows. In LTP
and LTD physiological experiments, stimuli consist of trains of short cur-
rent pulses. These pulses are delivered to elicit action potentials, which are
necessary to activate the synapses. However, we are not modeling action
potentials, and our synapses can function with continuous stimuli. Hence,
we use continuous stimuli with amplitudes Ij. The unit of the amplitude
is hertz, and its numerical value is equal to the numerical value of the fre-
quency of the current pulses.

Among the experimental conditions simulated, two key ones include
blockade of N-methyl-D-aspartate (NMDA) receptors and the effects of ca-
lyculin A, a phosphatase inhibitor. In hippocampus, blockade of NMDA
receptors results in the reduction of the Ca2+ concentration in the postsy-
naptic site (Jahr & Stevens, 1987; Mayer, MacDermott, Westbrook, Smith, &
Barker, 1987; Ascher & Nowak, 1988). We propose to identify Ca2+ with the
model’s postsynaptic agent C (see the definition after equation 2.1). Conse-
quently, in the model, NMDA antagonists should result in a reduction in
the concentration of the feedback messenger. The effect of NMDA blockade
is thus modeled by reducing parameter α in equation 2.2. (The percentage
of NMDA blockade in Figure 5 is the percentage of α reduction.) To model
the effects of calyculin A, one must identify the term in the switch equation
(see equation 2.5) that would correspond to the phosphatase. As explained
before equation 2.5, and in more detail, in section 4, for the hippocampus,
we identify the first and second terms of the right-hand side of equation 2.5
with the phosphatase and an autophosphorylating enzyme respectively.
Therefore, to model the effect of calyculin A, k2 is set to 0 in equation 2.5.

4 If k3 = 0 and there are no inputs to the system for a long time (namely, [mj] = 0),
then the k2 term will drive [Es,j] to zero. In this case, the switch cannot turn on, that is, its
derivative remains at zero (see equation 2.5).
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4 Results

This section presents numerical analysis of the model in the homosynaptic
condition, that is, equations 2.1, 2.2, 2.5, and 2.6, with p = 1 (see footnote 2).

In the simulations, the phenomena of homosynaptic LTD and LTP can be
elicited by applying weak and strong electrical stimulation to the synaptic
input, respectively. Three consecutive 1-minute-long 50-Hz trains cause in-
creasing LTP, as shown in Figure 2A. The corresponding LTD effect is shown
in Figure 2B using three consecutive 2-minute-long 2-Hz trains. After each
train, the excitatory postsynaptic potential (EPSP) slope (taken to be propor-
tional to synaptic gain) changes with respect to baseline level. The simulated
LTP and LTD have transient and long-lasting components. The transience is
due to the time it takes for the switch to turn off after the stimulus stops (see
Figure 2C). For LTP, the slope increase following each subsequent electrical
stimulation diminishes as synaptic weight approaches its upper saturating
level. Similarly, for LTD, the slope decrease diminishes as synaptic weights
approach zero. These effects are visible in both the transient and long-lasting
components. Both the LTP and LTD are accompanied by transient “turning
on” of the enzymatic switch (see Figure 2C). Although the switch rapidly
turns on in both cases, it is faster for the LTP condition (which thus saturates
more quickly) than for the LTD condition, because larger amounts of mes-
senger are involved in the former condition. Reversibility of LTP and LTD
is illustrated in Figure 3, where a sequence of inputs alternating between
strong (3-minute-long 60-Hz trains) and weak (15-minute-long 4-Hz) elec-
trical stimulation causes a sequence of responses alternating between LTP
and LTD, respectively.

Changes in the EPSP slope resulting from electrical stimulation are as-
sessed through simulations of a range of frequencies (0–50 Hz). The changes
for the long-lasting components (asymptotic) and the peak amplitude of
the transient component are shown in Figures 4A and 4B, respectively. Five
solid curves are shown in these figures. These curves correspond to dif-
ferent impulse duration (1, 2, 5, and 15 minutes) and to infinite duration
(step function). (The infinite-duration condition yields the same curve for
the long-lasting and transient components. We obtain it analytically after
setting the derivatives in equations 2.5 and 2.6 to zero.) The strength of LTP
and LTD varies with stimulus duration in such a manner that the crossing
point between LTD and LTP always occurs at the same input frequency
(with the parameters used, this frequency is 20 Hz). This crossing point is
not absolute but depends on the quantity mj, which itself is dependent on
synaptic strength and, thus, prior activity. In general, the higher the synaptic
strength, the easier LTD becomes, and vice versa (see the discussion after
equation 2.6).

To test whether our model is further compatible with basic LTP-LTD
phenomenology in hippocampus, two more experimental conditions have
been simulated. The first involves the blockade of LTP and LTD with NMDA
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Figure 2: Simulation of LTP and LTD. (A) Three consecutive strong inputs (1-
minute-long 50-Hz trains, indicated by the filled triangles) caused increasing
LTP. This LTP had transient and long-lasting components. (B) In contrast, three
consecutive weak inputs (2-minute-long 2-Hz trains indicated by the arrows)
caused increasing LTD. This LTD also had transient and long-lasting compo-
nents. (C) Both the LTP and LTD were accompanied by transient “turning on”
of the enzymatic switch (solid lines for LTD and dashed lines for LTP).
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Figure 3: Reversibility of LTP and LTD. A sequence of inputs alternating be-
tween strong (3-minute-long 60-Hz trains) and weak frequencies (15-minute-
long 4-Hz trains) caused a sequence of responses alternating between LTP and
LTD.

antagonists. In hippocampus, the application of NMDA antagonists results
in a reduction of the local concentration of postsynaptic Ca2+, and thus in
our model, in a reduction of the concentration of the feedback messenger.
As the amount of messenger diminishes, the LTD term in equation 2.6 be-
comes more predominant. This effect can be verified in Figure 5A, where
the crossing point for LTD and LTP shifts toward higher frequencies as the
NMDA conductance is reduced. Therefore, for sufficient NMDA blockade,
LTP disappears. Moreover, the amount of LTD falls and eventually disap-
pears (see Figure 5B). This is because with little feedback messenger, the
enzyme Ei and the switch (see Figure 1) do not work.

The second extra experimental condition deals with the mechanism for
the maintenance of synaptic modifications. In our model, a switch is turned
on by activity (to allow for synaptic changes) and turned off when there is no
activity (so that synaptic changes get frozen). Although this switch could
be implemented in many ways, Lisman (1989) advanced for it the most
experimentally successful hypothesis so far. He essentially proposed that
the turning on of the switch may be due to self-phosphorylating enzymes.
Hence, a phosphatase would turn it off. In support, administration of ca-
lyculin A, a phosphatase inhibitor, eliminates LTD maintenance (Mulkey,
Herron, & Malenka, 1993). (The mechanism for LTP maintenance seems to
be less clear; Malinow, Madison, & Tsien, 1988.) Our model is consistent
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Figure 4: Frequency dependence. The amount of LTP and LTD as a function of
input frequency and parametric on stimulus duration (1, 2, 5, 15, and∞ min-
utes) were calculated. The calculations were performed for both the asymptotic
behavior (A) and peak LTP and LTD (B). The amount of LTP and LTD increased
with stimulus duration in such a manner that the crossing point between LTD
and LTP always occurred at the same input frequency.
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Figure 5: NMDA blockade. (A) When the NMDA conductances were reduced
by the percentage indicated in the various curves, the curves shifted to the
right. Hence, for sufficient NMDA blockade, LTP disappeared at reasonable
input frequencies. Moreover, the amount of LTD fell, eventually disappearing.
These changes were such that LTP disappeared before LTD as function of NMDA
blockade. To illustrate this point more clearly, (B) shows synaptic changes as a
function of the percentage of NMDA blockade for the 80-Hz input frequency,
indicated by a dashed line in (A).
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Figure 6: Administration of calyculin A, a phosphatase inhibitor, at the times
indicated by the horizontal solid line reverted the LTD condition generated by
three low-frequency inputs (2-minute-long 2-Hz trains). Under this drug, the
synaptic strength returned to baseline even in the absence of any stimulus.

with this phenomenology, because the second term of the right-hand side
of equation 2.5 implements an autocatalytic reaction and the first term, a
breakdown of this reaction. Consequently, one can think of the second term
as an autophosphorylating enzyme and of the first term as a phosphatase. A
simple way to model the switch being permanently on upon application of
a phosphatase inhibitor (such as calyculin A) is to set k2 = 0 in equation 2.5.
The resulting effect is shown in Figure 6, where LTD has been induced by
three 2-minute-long low-frequency trains and was reset to near baseline by
application of calyculin A.

5 Discussion

We describe synaptic changes as being mediated by a retrograde messen-
ger, which controls a particle’s activation state presynaptically. This control
is through manipulation of an enzyme that activates and another that in-
activates this particle. These enzymes yield LTP or LTD depending on the
concentration of the feedback messenger. The messenger also controls an
enzymatic switch that impedes synaptic changes from occurring in the ab-
sence of pre- or postsynaptic activity. In turn, this messenger depends on the
concentration of a postsynaptic agent, C, which is proportional to the mul-
tiplication of postsynaptic response and the level of incoming transmitter.



Bidirectional Hebbian Rule 513

5.1 Properties of the Model and Data Accountability. In our bidirec-
tional Hebbian rule, synapses have bounded nonnegative weights and do
not change these weights in the absence of pre- and postsynaptic activity.
These two properties are not simultaneously shared by any of the rules
extant in the literature. Furthermore, the new rule explicitly states the bio-
physical mechanisms of bidirectionality, bounding, and synaptic stability.

From the computational perspective, it is interesting that our rule shares
the key property of the BCM rule (Bienenstock et al., 1982; Yang & Faber,
1991; Intrator & Cooper, 1992). That rule has a variable threshold deciding
between LTP and LTD as a function of a nonlinear statistic of the past ac-
tivity. This form of the variable threshold has some useful computational
properties, as shown by Intrator and Cooper (1992). As discussed after equa-
tion 2.6, our rule has a variable threshold deciding between LTP and LTD,
which is a function of the actual value of the weight. The way the threshold
varies with past activity is qualitatively similar in both rules.

From the mechanistic perspective, if one identifies C with Ca2+ entering
the postsynaptic site via NMDA channels (Jahr & Stevens, 1987; Mayer et
al., 1987; Ascher & Nowak, 1988) and the enzymatic switch with a system of
phosphatase and self-phosphorylating enzymes, then our rule accounts for
much of the LTP and LTD hippocampal phenomenology. Consistent with
physiological data (Xie et al., 1992; Dudek & Bear, 1993; Heynen, Abraham,
& Bear, 1996), the simulated LTP and LTD have transient and long-lasting
components. Also in agreement with physiology, LTP and LTD are reversible
(Heynen et al., 1996; Dudek & Bear, 1993; Mulkey et al., 1993), as illustrated in
Figure 3. The strength of LTP and LTD varies with stimulus duration in such
a manner that the crossing point between LTD and LTP always occurs at the
same input frequency (Artola & Singer, 1993). Complete blockade of NMDA
receptors prevents the LTP and LTD from happening (Morris, Anderson,
Lynch, & Baudry, 1986; Goldman, Chavez-Noriega, & Stevens, 1990; Dudek
& Bear, 1992). In addition, a bias in the amount of LTP and LTD is induced
by either partial blockade of NMDA receptors (Cummings, Mulkey, Nicoll,
& Malenka, 1996) or postsynaptic depolarization (simulations not shown,
Artola, Bröcher, & Singer, 1990; Xie et al., 1992; Lin, Way, & Gean, 1993).
A phosphatase inhibitor, calyculin A, eliminates the maintenance of LTD
(Mulkey et al., 1993). And prior synaptic activity influences the induction
of subsequent LTP and LTD systematically (Dudek & Bear, 1992; Huang,
Colino, Selig, & Malenka, 1992; Wexler & Stanton, 1993).

5.2 Limitations of the Model. We modeled our Hebbian rule as if LTP
and LTD are expressed presynaptically. Evidence for a presynaptic site
of gain control comes from studies on the probability of synaptic quan-
tal events (del Castillo & Katz, 1954). In these studies, such a probability
increases as synapses are potentiated (Bekkers & Stevens, 1990; Malinow,
1991) and decreases when they are depressed (Stevens & Wang, 1994; Oliet,
Malenka, & Nicoll, 1996). These changes in frequency of quantal events
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are interpreted as reflecting changes in the release of transmitter, indicat-
ing presynaptic changes. However, because there is also evidence against
an increase in transmitter release (Manabe & Nicoll, 1994) and some evi-
dence for an increase in quantal amplitude in LTP (Kullman & Nicoll, 1992;
Oliet, Malenka, & Nicoll, 1996), the presynaptic interpretation remains still
somewhat controversial. We do not regard our presynaptic assumption as
essential. The postsynaptic agent C could instead control activating and
inactivating enzymes (such as our enzymes Ea and Ei) involved in the effec-
tiveness of postsynaptic receptors. Similarly, the enzymatic switch complex
could exist postsynaptically.

Another limitation of the model has to do with the explanation of potenti-
ation transients (see Figure 2A). The mechanisms for these transients include
synaptic facilitation, augmentation, and short-term potentiation (STP; Feng,
1941; Liley, 1956; Magleby & Zengel, 1976). In hippocampus, these mecha-
nisms can be induced without LTP (Malenka & Nicoll, 1993). Nevertheless,
as far as we know, there is no evidence against the postulated enzymatic
switch contributing to part of the potentiation’s transient as in our simula-
tions. Furthermore, although STP can account for part of the potentiation
transient, STP cannot account for LTD’s transient. In contrast, the new bidi-
rectional Hebbian rule can account for the experimentally observed LTD
transients.

The LTP-LTD model also does not take into account nonlinear Ca2+
buffering (Holmes & Levy, 1990), voltage-dependent Ca2+ channels, or the
details of glutamate and NMDA receptor functions (Madison, Malenka, &
Nicoll, 1991; Clements, 1996). (As stated in section 1, the essence of this
model is in the details of the Ea, Ei, and Es enzymes. The other mechanisms
in the model are chosen for computational simplicity to be linear.) There-
fore, it is unrealistic to assume that the postsynaptic Ca2+ is proportional to
the concentration of transmitter. Nevertheless, we confirmed that our qual-
itative conclusions hold for reasonable monotonic nonlinear relationships
between the levels of incoming transmitter and Ca2+.

5.3 Is There a Switch? Is an enzymatic switch a reasonable feature of the
model? An argument against this switch comes from synaptic remodeling
in cortex being widely thought to engage the same mechanisms as LTP-LTD
in hippocampus (Artola & Singer, 1993; Hirsch & Gilbert, 1993; Kirkwood,
Dudek, Gold, Aizenman, & Bear, 1993; Castro-Alamancos, Donoghue, &
Connors, 1995). Because a deprived eye loses cortical representation (Wiesel
& Hubel, 1963; Baker, Grigg, & von Noorden, 1974), this suggests that silent
terminals can have weights changed. However, the deprived eye sends
spontaneous signals that may be sufficient to turn the switch on. There is
evidence that spontaneous maintained discharge from the eye has an impor-
tant role in the normal development of visual cortical binocularity. Binocular
injection of tetrodoxin, but not binocular visual deprivation, prevents seg-
regation of the geniculocortical afferents serving the two eyes (Stryker &
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Harris, 1986; Antonini & Stryker, 1993). Hence, deprivation results are not
inconsistent with the switch, and there is evidence favoring it. As pointed
out in section 4 for LTD, the switch’s assumption receives direct support
from experiments involving phosphatase inhibitors (Mulkey et al., 1993).5

In addition, as discussed in section 5.2, at least part of the transience of
LTP and LTD may be a consequence of the switch. Another piece of evi-
dence in favor of a switch (though less direct) comes from experiments on
the reversibility of LTP in the hippocampus. LTP is induced at synapses
where the pre- and postsynaptic activities are correlated, and the signal for
its induction is postsynaptic Ca2+ influx. Hence, the interruption of this in-
flux through blockade of the NMDA receptor should induce LTD when the
presynaptic activity is high. However, such an experiment fails to produce
significant LTD (Goldman et al., 1990). Such a failure is consistent with our
model for which lack of postsynaptic Ca2+ impedes the switch from turning
on and consequently prevents any synaptic changes from occurring.

Appendix

This appendix derives equation 2.6 from the enzymatic reactions shown in
Figure 1B and the assumption that the decay from the metastate is much
faster than the arrival time to it. Instead of using symbols for the concen-
trations of the active and inactive states of the gating molecule, we work
directly with w and w∗, respectively, to simplify notation. These quantities
are proportional to the above concentrations, but we absorb the constants
of proportionality into the rate constants. Similarly, we use the variable w∗∗
to quantify the metastate.

The kinetic diagrams for the reactions are:

Es + w
k9
⇀ Es + w∗∗

Es + w∗
k8
⇀ Es + w∗∗

w∗∗
k5
⇀ w

w∗∗
k4
⇀ w∗ (A.1)

Ea + w∗∗
k6
⇀ Ea + w

Ei + w∗∗
k7
⇀ Ei + w∗.

From these diagrams, the differential equations for the metastate and active
state are

dw∗∗

dt
= −(k4 + k5 + k6[Ea]+ k7[Ei])w∗∗ + k9[Es]w+ k8[Es]w∗ (A.2)

5 Our model is not consistent with the failure of the phosphatase inhibitor, calyculin A,
to eliminate LTP maintenance. One possibility is that two separate switches exist for LTP
and LTD, with the former not involving a phosphatase.
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and

dw
dt
= −k9w[Es]+ (k5 + k6[Ea])w∗∗, (A.3)

respectively. The assumption that the decay from the metastate is much
faster than the arrival to it is akin to w and w∗ changing on slow time
scales to the metastate and to w∗∗ remaining in equilibrium with w and w∗,
adjusting on the fast time scale of its decay. Consequently, it is reasonable to
regard w∗∗ as in a steady state on the time scales over which w and w∗ change,
allowing us to make the approximation dw∗∗/dt = 0. (This approximation is
similar to what is done in the derivation of the Michaelis-Menten equation;
Walsh, 1977). Using this approximation, solving for w∗∗ in equation A.2, and
inserting the result into equation A.3, we get

dw
dt
= −(k4 + k7[Ei])k9[Es]w+ (k5 + k6[Ea])k8[Es]w∗

k4 + k5 + k6[Ea]+ k7[Ei]
. (A.4)

Using w∗ = w0−w, and substituting βm and γmn for Ei and Ea, respectively,
whereβ and γ are constants, we obtain equation 2.6. These last substitutions
are valid under the hypothesis that enzymes Ei and Ea are available in
large amounts and that their kinetics of activation are much faster than m’s
dynamics.
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