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Résumé

Cette thèse est consacré à l’étude de la géométrie de Poisson et la théorie des représentations
en utilisant l’approche de la géometrisation et tropicalisation. Le but est de trouver des relations
entre quelques nouveaux résultats dans le domaine. La motivation est de deux sortes:

(1) la géometrisation de la base canonique dans [16];

(2) la relation entre le systeèmes de Gelfand-Zeitlin et la tropicalisation d’un dual d’un
groupe de Lie-Poisson du groupe unitaire dans [4].

Les résultats principeaux sont les suivantes:

• Nous présentons des variétés avec une ptentiel fibré sur un sous groupe de Cartan H
d’un groupe réductif. Ces variétés sont connus comme des multiplicités géometriques.
Elles forment catégorie monoïdiale et nous construisons un foncteur monoïdiale de cette
catégorie à la catégorie des réprésentations d’un dual d’un groupe de Langlands G∨ de
G. En utilisant ce foncteur, nous retrouvons et généralisons le calcul des multiplicités du
produit tensoriel de [21].

• Nous présentons la notion d’une tropicalisation partielle d’une variété Poisson positive
muni un potentiel. Le dual d’un groupe de Lie-Poisson G∗ d’un groupe de Lie réductif
complexe G est naturellement muni avec une structure positive et un potentiel. Comme
cela, on assigne à G∗ un système intégrable sur PT(G∗), lequel est un produit du cône
des cordes prolongé et d’un tore compacte de dimension 1

2(dimG− rankG).

• Nous trouvons une relations entre deux constructions naturelles de dualié d’un groupe
algebraique semi-simple G: son dual d’un groupe de Langlands G∨ et son dual d’un
groupe de Lie-Poisson G∗. Ça veut dire: le cône intégrale défini par le potentiel de
Berenstein-Kazhdan sur un sous-groupe de Borel, B∨− ⊂ G∨ est isomorphique au cône
intégrale de Bohr-Sommerfeld défini par le structure de Poisson sur la tropicalisation
partielle PT(G∗).

• En utilisant la tropicalisation partielles et l’isomorphisme de Ginzburg-Weinstein, nous
construisons une saturation pour chaque orbite coadjointe d’un groupe compacte semi-
simple par des plongements symplectiques des domaines toriques.

I





Abstract

In this thesis, we study Poisson geometry and representation theory by using the approach
of geometrization and tropicalization. The goal is to find relations between some new achieve-
ments in these directions. This is motivated by

(1) the geometrization of canonical basis in [16];

(2) the relation between Gelfand-Zeitlin systems and the tropicalization of dual Poisson-Lie
group of unitary group in [4].

The main results are as follows:

• We introduce geometric multiplicities, which are positive varieties with potential fibered
over the Cartan subgroup H of a reductive group G. They form a monoidal category,
and we construct a monoidal functor from this category to the representations of the
Langlands dual groupG∨ ofG. Using this, we recover the computation of tensor product
multiplicities from [21] and generalize them in several directions.

• We introduce a notion of partial tropicalization of a positive Poisson variety with po-
tential. The dual Poisson-Lie group G∗ of a reductive complex Lie group G carries a
natural positive structure and potential. This procedure assigns G∗ an integrable system
on PT(G∗), which is the product of the extended string cone and the compact torus of
dimension 1

2(dimG− rankG).

• We find a relation between the two natural duality constructions of a semisimple algebraic
group G: its Langlands dual group G∨ and its Poisson-Lie dual group G∗. That is, the
integral cone defined by the Berenstein-Kazhdan potential on Borel subgroup B∨− ⊂ G∨

is isomorphic to the integral Bohr-Sommerfeld cone defined by the Poisson structure on
the partial tropicalization PT(G∗).

• For each regular coadjoint orbit of a semisimple compact group, we construct an ex-
haustion by symplectic embeddings of toric domains by using partial tropicalization and
Ginzburg-Weinstein isomorphisms.
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1 | Introduction

Overview

The main goal of my thesis is to search for new connections between Poisson geometry and
representation theory using the approach of tropicalization and geometrization respectively. The
approach of the “geometrization” of combinatorial data dates back to the work of Lusztig, who
constructed a birational isomorphism from an affine space to the unipotent radical of a Borel
subgroup of a reductive Lie group from the combinatorial data of the canonical basis. The
approach of “tropicalization” in our setting, which we use in this project, was first introduced
by Berenstein and Kazhdan. It consists of a set of formal rules to pass from birational to
piecewise-linear isomorphisms.

This project lies at the crossroads of many branches of mathematics and physics. The main
research object, positive varieties with potentials, has drawn the attention of many mathemati-
cians and physicists due to its surprisingly significant roles in many different areas. To list a
few of the most important related works: positive varieties with potentials find applications
in the study of cluster algebra, super-potential (Gross-Hacking-Keel-Kontsevich [40]), canon-
ical basis and mirror symmetry (Goncharov-Shen [44]) and moduli spaces of local systems
(Goncharov-Shen [45]).

Poisson geometry originates in solving the problems of classical mechanics, and later was
connected with a number of areas. The motivation and starting point for this project are the con-
nection involving Poisson geometry and cluster theory, which was studied by Kogan-Zelevinsky
[64], Gekhtman-Shapiro-Vainshtein [41, 42] and Alekseev-Davydenkova [4]. In particular, in
[4], the latter studied the mysterious relation between dual Poisson-Lie groups and Gelfand-
Zeitlin integrable system. This project also builds upon the work of the (global) linearization
of Poisson-Lie groups, which was originally studied by Ginzburg-Weinstein [43]. Other proofs
appeared in different perspective in Alekseev [1], Boalch [23], and Enriquez-Etingof-Marshall
[30]. This project therefore lies at the cross-section of many areas in mathematical physics.

What lies at the center of this project is the construction of global action-angle coordi-
nates on coadjoint orbits of a compact Lie group. Co-adjoint orbits play an important role in
symplectic and Poisson geometry. Action-angle coordinates yield a canonical model for Liou-
ville integrable systems in the neighborhood of a Liouville torus. The construction of global
action-angle coordinates, however, remains an open problem for many important spaces, such
as coadjoint orbits, multiplicity spaces, and moduli spaces of flat connections.
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2 CHAPTER 1. INTRODUCTION

On positivity theory and representation theory

Let us start from positivity theory and representation theory. A positive variety with poten-
tial is an irreducible algebraic variety X and a rational function Φ on X , together with an open
embedding of a split algebraic torus to X so as the potential pulls back to a subtraction-free ra-
tional function. Assume for simplicity that the potential can be written as a Laurent polynomial

Φ(x1, . . . , xn) =
∑

m∈Zn\{0}

cmx
m1
1 · · ·x

mn
n , cm > 0,

wherem = (m1, . . . ,mn) and cm 6= 0 holds for finite number ofm’s. To such a potential one
can assign a piece-wise linear function Φt : Zn → Z by

Φt(ξ1, . . . , ξn) = min
m;cm>0

n∑
k=1

mkξk

and a rational convex cone (X,Φ)t ⊂ Zm by

(X,Φ)t :=
{

(ξ1, . . . , ξn) ∈ Zn | Φt(ξ1, . . . , ξn) > 0
}
.

Examples of positive varieties with potentials are complete and partial flag varieties for semisim-
ple algebraic groups [16], especially the Borel subgroup B− ⊂ G. For G = SL2, B− is the set
of lower triangular matrices

θ : G2
m → B− : (a, b) 7→ x :=

[
a 0
b a−1

]
.

In this case, the so-called Berenstein-Kazhdan potential [16] on B− is given by

ΦBK(x) = ab−1 + a−1b−1.

For general semisimple algebraic group G, let w0 be the longest element in the Weyl group W
of G. Then each reduced word i of w0 determines an open embedding (cluster chart)

θi : Gm+r
m → B−, where r = rank(G),m = `(w0).

Together with the potential ΦBK , we get a polyhedral cone (B−,ΦBK , θi)
t, which we call a BK

cone of G. What is interesting and important is that the polyhedral cone (B−,ΦBK , θi)
t admits

a structure of Kashiwara crystal and parametrizes the canonical basis [16, 21]. Besides, the
cone (B−,ΦBK , θi)

t has another structure map hwt, the so-called highest weight map, to the
set of dominant integral weights X+

∗ (H) of Langlands dual group G∨. Denote by hw−t(λ∨)
the pre-image of hwt.

Theorem 1 (Theorem 3.5.9). [16, Main Theorem 6.15] There is a direct decomposition of
Kashiwara crystals:

(B−,ΦBK , θi)
t =

⊔
λ∨∈X+

∗ (H)

hw−t(λ∨).

Moreover, hw−t(λ∨) ∼= Bλ∨ as Kashiwara crystals, where Bλ∨ is the crystal associated with
the irreducible G∨-module with highest weight λ∨.
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Similar story goes along with G∨. Actually, one can compare the BK cones of G and G∨.
Let I := {1, . . . , r} be the indexes of the Dynkin digram of g, {α1, . . . , αr} ⊂ h∗ be the
set of simple roots and {α∨1 , . . . , α∨r } ⊂ h be the set of simple coroots. Fix a symmetrizer
{d1, . . . , dr} of the Cartan matrix of g, which in turn determine an isomorphism

ψ : h→ h∗ : α∨i → diαi.

Note that the group G and G∨ have the same Weyl group. There is a dual chart θ∨i (in the
context of dual cluster variety) for B∨− ⊂ G∨

θ∨i : Gm+r
m → B∨−,

and a (positive) rational map Ψi : B− → B∨−. The following theorem finds a relation between
the BK cones of G and G∨:

Theorem 2 (Theorem 8.3.1 and Theorem 8.3.3). The tropicalization ψi := Ψt
i , with respect to

charts θi and θ∨i , is injective

ψi : (B−,ΦBK , θi)
t → (B∨−,Φ

∨
BK , θ

∨
i )t,

and it extends to an isomorphism of real BK cones. Moreover, for any i ∈ I ,

ψi ◦ ẽi = ẽdii ◦ ψi, ψi ◦ f̃i = f̃dii ◦ ψi, (hw∨)t ◦ ψi = ψ ◦ hwt,

where we write ẽi, f̃i for the crystal operators on both (B−,ΦBK , θi)
t and (B∨−,Φ

∨
BK , θ

∨
i )t.

Our theorem provides a different interpretation and a new perspective on a result of Kashi-
wara [58] and Frenkel-Hernandez [39].

Following [57], Kashiwara crystals have natural tensor product Bλ∨ ⊗ Bν∨ . Since there is
geometric interpretation of Bλ∨ , one natural question to ask is that if there exists a “geometric
object” such that its tropicalization counts the tensor multiplicity ofG∨ modules. Following the
idea of “multiplicity geometrization” program, originated in [15, 16, 20, 18, 21], we introduce
the notion of geometric multiplicity to answer this question. A geometric multiplicity is a posi-
tive variety with potential (M,ΦM ) fibered over the Cartan subgroup H of a reductive group G
and additionally fibered over some split torus S. They form a category, which we denote it by
MultG (see Definition 6.3.1 for more details).

Theorem 3 (Theorem 6.3.5 and Theorem 6.4.1). The category MultG is a non-strict unitless
monoidal category with product M1 ? M2 given by M1 ? M2 := M1 ×M2 × U . Let M t

λ∨ be
the tropical fiber over λ∨ of (M,ΦM )t. Then the assignments M 7→ V(M)

V(M) :=
⊕

λ∨∈P∨+

C[M t
λ∨ ]⊗ Vλ∨ ,

define a monoidal functor from MultG to ModG∨ , the category of G∨-modules, where C[·] is
the linearization of the set.

The extra fibration over S as a part of the structure of geometric multiplicities is introduced
to resolve the problem of possibly having infinite multiplicities, which happens in the following
case. Note that the basic object in MultG isH with 0 potential. We define the multiplication in
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MultG such that H ?H = H2 × U has a non-trivial potential ∆2. This potential is originated
in the so-called central charge ∆2, which is defined on the space B− ×B− as

∆2 := ΦBK(g1) + ΦBK(g2)− ΦBK(g1g2).

By applying Theorem 3 to H ?H , one gets infinite multiplicities since

V(H) =
⊕

λ∨∈P∨+

Vλ∨ .

The product ? is defined so that if Mi is additionally fibered over Si for i = 1, 2, then M1 ?M2

is additionally fibered over S1 × S2 × H . Now for a geometric multiplicity M additionally
fibered over S, its tropicalization (M,ΦM )t is naturally fibered over the direct product of P∨+
and cocharacter lattice X∗(S) := Hom(Gm, S). Then for every cocharacter ξ ∈ X∗(S) we
define Vξ(M) by

Vξ(M) :=
⊕
λ∈P∨+

C[M t
λ∨,ξ]⊗ Vλ∨ .

Theorem 4 (Theorem 6.4.2). Given geometric multiplicities Mi additionally fibered over Si
for i = 1, 2, one has the following natural isomorphism of G∨-modules

Vξ1,ξ2,λ∨,ν∨(M1 ? M2) ∼= Iλ∨ (Vξ1(M1))⊗ Iν∨ (Vξ2(M2)) , (1.1)

where Iµ∨(V ) denotes the µ∨-th isotypic component of a G∨-module V .

This indeed fixes the “infinite multiplicity” issue for V(H ?H) since (1.1) boils down to an
isomorphism

Vλ∨,ν∨(H ?H) ∼= Vλ∨ ⊗ Vν∨ .

Thus the geometric multiplicityH?H (fibered overH3) computes tensor product multiplicities
dim HomG∨(Vµ∨ , Vλ∨ ⊗ Vν∨).

On Poisson geometry and integrable systems

Now let us dive into the world of Poisson geometry. Recall that the dual vector space
k∗ of the Lie algebra k of a compact Lie group K carries a natural linear Poisson structure
πk∗ (which is known in the literature as the Kirillov-Kostant-Souriau Poisson bracket, or Lie-
Poisson structure). The coadjoint orbits Oξ, which are parameterized by elements ξ of the
positive Weyl chamber, are the symplectic leaves of this Poisson manifold. For the unitary group
Un, Guillemin-Sternberg [50] gave a beautiful construction of global action-angle coordinates
on Lie(Un)∗, the so-called Gelfand-Zeitlin system. The natural inequalities of action variables
defines a polyhedral cone CGZ in Rm form = 1

2n(n+1). One approach to the generalization of
this construction is the method of toric degenerations. Toric degenerations were used by Harada-
Kaveh in [51] to construct dense embeddings for three families of projective Kähler manifolds:
generalized flag manifolds, spherical varieties, and weight varieties. If ξ is an integral weight,
then Oξ is projective Kähler. Toric degenerations of Oξ for ξ integral were first constructed by
Caldero [24]. It follows from [51] that for ξ integral, there is a global action-angle coordinates
on the integral coadjoint orbits.

We are suggesting a new approach to this problem, which involves Poisson-Lie groups,
positivity theory and cluster algebras. A Poisson-Lie group is a group object in the category of
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Poisson manifolds. Poisson-Lie groups were first introduced by Drinfel’d [29] and Semenov-
Tian-Shansky [80]. The results in [42, 64] show that the natural multiplicative Poisson structure
πG on G := KC is log-canonical with respect to cluster coordinates, i.e., the Poisson bracket
with respect to cluster coordinates {∆i} takes the form: {∆i,∆j} = πij∆i∆j for πij ∈ Q.
The Poisson structure πG induces a Poisson structure πK onK such that (K,πK) is Poisson-Lie
group. Poisson-Lie groups have natural duals, which are again Poisson-Lie groups. Note that
the Poisson space k∗ is an abelian Poisson-Lie group, which is the Poisson-Lie dual of (K, 0).
Denote by (K∗, πK∗) the Poisson-Lie dual of (K,πK). What is interesting is that these two
(dual) Poisson-Lie groups are isomorphic as Poisson manifolds. In [43], the authors show that
there exists a Poisson isomorphism, the so-called Ginzburg-Weinstein isomorphism:

GW : (k∗, πk∗)
∼−→ (K∗, πK∗).

In [4], the authors considered the dual Poisson-Lie group U∗n of Un and showed for the dual
Poisson-Lie group U∗n, the dual Poisson bracket has the form

{∆i,∆j} = ∆i∆j(πij + fij),

where πij ∈ Q and fij are functions on U∗n. They showed that the tropicalization f tij’s of fij’s
define a polyhedral cone which is isomorphic to the Gelfand-Zeitlin cone:⋂

Cfij
∼= CGZ .

We generalize this results to any semisimple compact Lie group K by using the techniques
from cluster theory and by the procedure of partial tropicalization that we introduced. In more
details, let G = KC be the complexification of K. Note that the group G admits an Iwasawa
decomposition G = U−AK and one can identify the dual Poisson Lie group K∗ of K with
U−A ⊂ B−. Denote by ∆k for k ∈ [−r,−1]∪[1,m] the natural coordinates of open embedding
θi. In other words, we have:

∆i : B− → (C×)m+r : b 7→ (∆−r(b), . . . ,∆m(b)).

Denote by Es, for s < 0, the following change of coordinates: ∆k = exp(sξk + iϕk). Note
that ∆k for k ∈ [−r,−1] is real-valued on K∗, the phases ϕk vanish for such k. In summary,
we have the following chain of birational isomorphisms

B− ⊃ K∗
∆i−−−→ Rr × (C×)m

Es−−−→ Rm+r × (S1)m.

The pushforward of the scaled Poisson bi-vector sπK∗ through Es◦∆i gives a Poisson bi-vector
πis on Rm+r × (S1)m. Denote by (t∗+)◦ the interior of the positive Weyl chamber and identify

η := −iψ : t∗
∼−→ X∗(H)⊗Z R.

Denote by Ci the topological interior of the real extension (B−,ΦBK , θi)⊗Z+R+ of a BK cone.

Theorem 5 (Theorem 7.6.2, Proposition 7.7.2 and Theorem 8.5.3). The following holds true:

• The limit πi∞ := lims→−∞ π
i
s

∣∣
Ci×(S1)m

exists, and defines a constant bi-vector.

• For ξ ∈ (t∗+)◦, the symplectic leaves of πi∞ are of form Pξ := ∆ξ × (S1)m, where
∆ξ := hw−t(η(ξ)) is a polytope. Denote by ωξ∞ the symplectic form on Pξ.
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• For ξ ∈ (t∗+)◦, the symplectic volume of Pξ is given by Vol(Pξ, ω
ξ
∞) = Vol(Oξ, ωξ).

Combining Theorem 5 with the scaled Ginzburg-Weinstein diffeomorphism for s < 0

GWs : (k∗, πk∗)
∼−→ (K∗, sπK∗),

we have the following

Conjecture 6 (Conjecture 9.2.3). There exists a scaled Ginzburg-Weinstein map such that

lim
s→−∞

Es ◦∆i ◦ GWs

exists on an open dense subset of k∗ and defines a Poisson diffeomorphism.

For K = Un, the conjecture was proven in [9], and it recovers the Gelfand-Zeitlin system.
Following the notation in Theorem 5, denote by ∆δ

ξ the δ-interior of polytope ∆ξ and Pδ
ξ :=

∆δ
ξ × (S1)m. The best result towards this conjecture we get so far is as follows:

Theorem 7 (Theorem 9.5.1). For any ε > 0, there exist δ > 0 and a symplectic embedding
Pδ
ξ ↪→ Oξ such that

Vol(Oξ, ωξ) > Vol(Pδ
ξ , ω

ξ
∞) > Vol(Oξ, ωξ)− ε.

In other words, we have proven that on an open chart of Oξ, which exhausts almost all of
the symplectic volume, there exist action-angle coordinates.

Organization of the thesis

• In Chapter 2, we recall the general terminology and notation for semisimple algebraic
groups: root datum, SL2-triples and generalized minors. Then we give a detailed discus-
sion on twist maps, evaluation of generalized minors and the factorization problem.

• In Chapter 3, we recall the notion of affine tropical varieties, positive varieties with po-
tentials and tropicalization functor. As an example of positive varieties with potential,
we focus on Borel subgroup B− of an reductive algebraic group G with the Berenstein-
Kazhdan potential ΦBK .

• In Chapter 4, we recall basic definitions on (homogeneous) cluster varieties and their dual
cluster varieties. Then we focus on the double Bruhat cell Gw0,e, which is homogeneous
and admits a natural dual.

• In Chapter 5, we recall the notion of Poisson-Lie groups and its real forms. Then we
recall the Ginzburg-Weinstein isomorphisms between the Poisson space k∗ and K∗.

• Chapter 6 is based on a joint work [17] with A. Berenstein. We introduce the notion of
geometric multiplicities of a reductive group G, which form a monoidal category. We
then construct a functor from this category to the representation of the Langlands dual
group G∨. Using this, we manage to compute various multiplicities of G∨ modules in
many ways.
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• Chapter 7 is based on a joint work [5] with A. Alekseev, A. Berenstein, and B. Hoffman.
We define a positive structure and potential on G∗ and show that the natural Poisson-
Lie structure on G∗ is weakly log-canonical with respect to this positive structure and
potential. Using this construction, we assign to the real form K∗ ⊂ G∗ an integrable
system on PT(G∗), which is a product of the decorated string cone and the compact
torus of dimension 1

2(dimG− rankG).

• Chapter 8 is based on a joint work [6] with A. Alekseev, A. Berenstein, and B. Hoffman.
For a semisimple algebraic group G, we explain a relation between its Langlands dual
group G∨ and its Poisson-Lie dual group G∗. That is, the integral cone defined by the
Berenstein-Kazhdan potential on Borel subgroup B∨− ⊂ G∨ is isomorphic to the integral
Bohr-Sommerfeld cone defined by the Poisson structure on the partial tropicalization
PT(G∗).

• Chapter 9 is based on a joint work [9] with A. Alekseev and J. Lane and joint works
[7, 8] with A. Alekseev, B. Hoffman and J. Lane. We first show that one can recover the
Gelfand-Zeitlin system of su∗n by Ginzburg-Weinstein isomorphism and partial tropical-
ization. Then we manage to construct big action-angle variables for coadjoint orbits on
the dual space of any semisimple compact Lie algebra k.





2 | Preliminaries on Lie Theory

In this chapter, we recall the general terminology and notation for semisimple algebraic
groups. We start by considering the root datum and SL2-triples. Then we introduce the notion
of generalized minors and discuss in more details about twist maps, evaluation of generalized
minors and the factorization problem. Most material are based on [21, 37].

2.1 Root datum of semisimple algebraic groups

Let A = [aij ]i,j∈I be a Cartan matrix for a index set I = {1, . . . , r}, i.e., aii = 2 and
aij ∈ Z60 for i 6= j, and there exists a sequence of positive integers d = {d1, . . . , dr} called a
symmetrizer so that aijdj = ajidi. Let D := diag(d1, . . . , dr), then the matrix AD is positive-
definite, and (AD)T = AD.

Let g = g(A) be the semisimple Lie algebra over Q corresponding to the Cartan matrix
A. Recall that g is generated by {Ei, Fi}ri=1 subject to the Serre relations [54]. Denote by
α∨i = [Ei, Fi] the i th simple coroot and by h the span of all simple coroots. Let h∗ be the linear
dual space and choose a basis of simple roots α1, . . . , αr ∈ h∗ such that

〈αj , α∨i 〉 = aij . (2.1)

Using this definition and a chosen symmetrizer d, define a symmetric bilinear form on h such
that (α∨i , α

∨
j ) := aijdj . This form uniquely extends to a g-invariant symmetric bilinear form on

g, and induces a symmetric bilinear form on h∗:

(αi, αj) = d−1
i aij ,

as well as an isomorphism ψ : h→ h∗ such that ψ(α∨i ) = diαi. The formulas above imply the
following standard identities:

di =
aii

(αi, αi)
=

2

(αi, αi)
, aij = di(αi, αj) = 2

(αi, αj)

(αi, αi)
, ψ(α∨i ) =

2αi
(αi, αi)

.

Fix a positive integer d such that each di divides d (we can choose d = lcm{d1, . . . , di}
for instance). Note that d∨ := {d∨i := d/di} defines a symmetrizer for the transposed Cartan
matrix A∨ = AT = [aji]. Indeed,

A∨D∨ = dATD−1 = d(D−1AD)D−1 = dD−1A = (A∨D∨)T .

Define the dual Lie algebra g∨ = g(A∨) with generators E∨i , F
∨
i , and choose the standard

identification h∨ = h∗ via
[E∨i , F

∨
i ] = αi.

9
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The symmetrizer d∨ defines new symmetric bilinear forms (·, ·)∨ on h = (h∨)∗ and h∗ = h∨

as well as a map ψ∨ : h∗ → h. It is easy to check that

(·, ·)∨h = d−1(·, ·)h, (·, ·)∨h∗ = d(·, ·)h∗ , ψ∨ = dψ−1.

The fundamental weights ωi ∈ h∗ associated to the given simple coroots are defined by

〈ωi, α∨j 〉 = δij . (2.2)

The lattice generated by {ωi} is the weight lattice of g, which we denote by P . By (2.1) and
(2.2), one has

(α1, . . . , αr) = (ω1, . . . , ωr)A, i.e., αi =

r∑
j=1

ajiωj . (2.3)

Let Q be the root lattice and P∨ = Hom(Q,Z) ⊂ h be the dual lattice of Q with dual basis
{ω∨i }. Thus

(α∨i , ω
∨
j ) = 〈α∨i , ψ(ω∨j )〉 = djδij , (α∨1 , . . . , α

∨
r ) = (ω∨1 , . . . , ω

∨
r )AT .

Let Q∨ = Hom(P,Z) ⊂ h be the dual lattice of P , which is just the coroot lattice.

Now let us recall the notion of character and cocharacter lattice. Let Gm be the multi-
plicative group defined over Q. Let G be a semisimple algebraic group defined over Q with
Lie algebra g. Let H be the maximal torus of G and X∗(H) = Hom(H,Gm) the character
lattice of H . For any γ ∈ X∗(H), denote the multiplicative character by γ : h 7→ hγ . Let
X∗(H) = Hom(Gm, H) be the cocharacter lattice of H . Define the subset

X∗+ = {λ ∈ h∗ | 〈λ, α∨i 〉 ∈ Z>0 for all i ∈ I} ⊂ X∗(H),

which is the set of dominant weights of G.

In summary, we have the following lattices:

Q ⊂ X∗(H) ⊂ P ; Q∨ ⊂ X∗(H) ⊂ P∨.

Example 2.1.1. Let G = SL2 and H be the subgroup of diagonal matrices. The roots of sl2
give the following characters of H

α :

[
a 0
0 a−1

]
7→ a2, −α :

[
a 0
0 a−1

]
7→ a−2.

Therefore X∗(H) = 1
2Zα = Zω, where ω = 1

2α is the only fundamental weight. The cochar-
acter lattice is X∗(H) = Zα∨, where α∨ is the simple coroot of the root α. The dual of the
weight lattice is Zα∨. Thus we know:

Q(sl2) ⊂ X∗(H) = P (sl2); Q∨(sl2) = X∗(H) ⊂ P∨(sl2).

Definition 2.1.2. The quadruple of (X∗, Q;X∗, Q
∨) is called root datum of G, and the dual

root datum (X∗, Q
∨;X∗, Q) is defined by switching characters with cocharacters, and roots

with coroots.
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The Langlands dual group G∨ is the connected semisimple group whose root datum is dual
to that of G. Let H∨ be the maximal torus of G∨. If G is semisimple, the map ψ restricts to
cocharacter lattice:

Proposition 2.1.3. There exists a symmetrizer d such that the isomorphism ψ restricts to a
lattice (abelian group) homomorphism

ψ : X∗(H)→ X∗(H) = X∗(H
∨),

which induces a group homomorphism ΨH : H → H∨.

Proof. Since X∗(H) ⊂ P∨ and Q ⊂ X∗(H), it suffices to show that d can be chosen so that
ψ(P∨) ⊂ Q. Considering (2.3) for the Lie algebra g∨ gives

(ω∨1 , . . . , ω
∨
r ) = (α∨1 , . . . , α

∨
r )A−T , (2.4)

where we write A−T = (AT )−1. Applying ψ : h→ h∗ to both sides of (2.4), one finds

(ψ(ω∨1 ), . . . , ψ(ω∨r )) = (ψ(α∨1 ), . . . , ψ(α∨r ))A−T = (α1, . . . , αr)DA
−T .

It is enough then to choose d so that DA−T is an integer matrix; since A is invertible over Q,
this is always possible. ♦

Note that if G is simply connected, any symmetrizer d satisfies Proposition 2.1.3. In the
remainder of the paper, we fix a symmetrizer d as in Proposition 2.1.3.

Example 2.1.4. Here we list some examples of Langlands dual groups:

SL∨n = PSLn, SO∨2n+1 = Sp2n, Spin∨2n = SO2n /{±1}, SO∨2n = SO2n .

2.2 SL2-Triples

Let G be a semisimple algebraic group as before. Fix a pair of opposite Borel subgroups
B,B− of G containing H . Denote by U and U− the corresponding unipotent radicals of B and
B−. Each triple α∨i , Ei, Fi determines a group homomorphism φi : SL2 → G given by

φi

[
1 0
a 1

]
= exp(aFi) ⊂ U−, φi

[
1 a
0 1

]
= exp(aEi) ⊂ U, φi

[
c 0
0 c−1

]
= α∨i (c) ⊂ H

for a ∈ Ga and c ∈ Gm. Let W = N(H)/H be the Weyl group of G and si ∈ W be the
simple reflection generated by simple root αi. Let w0 be the longest element in W with length

m = `(w0).

The action of W on H gives rise to the action of W on the character lattice X∗(H), i.e.,

hw(γ) = (w−1hw)γ , γ ∈ X∗(H), h ∈ H.

Using the SL2 homomorphisms {φi}, define for i ∈ I ,

si := φi

[
0 −1
1 0

]
, xi(t) := φi

[
1 t
0 1

]
, yi(t) := φi

[
1 0
t 1

]
, x−i(t) := φi

[
t−1 0
1 t

]
. (2.5)
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Since si’s satisfy the Coxeter relations of W , any reduced expression of w ∈W gives the same
lift w ∈ G. For i ∈ I , define the elementary (additive) character χi of U by

χi(xj(t)) = δij · t, for t ∈ Ga.

Denote by χst =
∑
χi the standard character of U .

Let x 7→ xι be the group antiautomorphism of G given by

α∨i (c)ι = α∨i (−c), xi(t)
ι = xi(t), yi(t)

ι = yi(t), i ∈ I.

Thus we know x−i(t)
ι = x−i(t

−1) for i ∈ I . Similarly, let x 7→ xT be the group antiautomor-
phism of G given by

α∨i (c)T = α∨i (c), xi(t)
T = yi(t), yi(t)

T = xi(t), i ∈ I.

2.3 Generalized minors

Let G0 = U−HU ⊂ G be the Gaussian decomposable elements of G. Thus x ∈ G0 has
a unique decomposition x = [x]−[x]0[x]+ for [x]− ∈ U−, [x]0 ∈ H , and [x]+ ∈ U . We
abbreviate

[x]60 := [x]−[x]0, [x]>0 := [x]0[x]+.

For a dominant weight µ ∈ X∗+(H), the principal minor ∆µ ∈ Q[G] is uniquely determined by

∆µ(u−au) := µ(a), for any u− ∈ U−, a ∈ H,u ∈ U.

For two weights γ and δ in W orbit of µ, i.e., γ = wµ and δ = vµ for w, v ∈ W , the
generalized minor ∆wµ,vµ ∈ Q[G] is given by

∆γ,δ(g) = ∆wµ,vµ(g) := ∆µ(w−1gv), for all g ∈ G.

Proposition 2.3.1. [37, (2.25) and Lemma 2.25] For any generalized minor ∆γ,δ and x ∈ G:

∆γ,δ(x) = ∆−δ,−γ(xι) = ∆δ,γ(xT ); ∆γ,δ(a1xa2) = aγ1a
δ
2∆γ,δ(x), for a1, a2 ∈ H. (2.6)

We conclude this section by recalling how generalized minors appear in representations of
G. Recall that the coordinate algebra Q[G] can be realized as certain subalgebra of U(g)∗ :=
HomQ(U(g),Q) such that the evaluation pairing (f, x)→ f(x) for f ∈ Q[G] and x ∈ U(g) is
non-degenerate. This turns Q[G] into a U(g)⊗ U(g)-module as left actions in the natural way.
In particular, for x ∈ n⊕ n−,

(x · f)(g) :=
d

dt

∣∣∣
t=0

f (exp(−tx)g) , (f · x)(g) :=
d

dt

∣∣∣
t=0

f (g exp(tx)) .

Denote by UL(g) (resp. UR(g)) for the action of U(g) ⊗ 1 (resp. 1 ⊗ U(g)). By algebraic
Peter-Weyl Theorem, we have the following U(g)⊗ U(g)-modules isomorphism

Q[G] ∼=
⊕

λ∈X∗+(H)

Vλ ⊗ V ′λ,

where Vλ (resp. V ′λ) is the irreducible UL(g) (resp. UR(g)) module with highest weight λ.
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An element v ⊗ v′ ∈ Vλ ⊗ V ′λ, as a function on G, evaluates at g ∈ G by

v ⊗ v′(g) = 〈v, g.v′〉,

where g.v′ is the action of g on v′, and 〈·, ·〉 is the unique paring such that 〈vw0λ, vλ〉 = 1 and
〈v, g.v′〉 = 〈(g−1).v, v′〉.

Then as functions, we have vw0λ ⊗ vλ = ∆w0λ,λ. Extend vλ, vw0λ to a weight basis
v1, . . . , vn of Vλ such that v1 = vλ and vn = w0λ.

Moreover, the function vj ⊗ vk is a linear combination of terms of the form Fj · ∆µ · Fk,
which satisfy the condition

h · (Fj ·∆µ · Fk) · h′ = h−wt(vj)(h′)wt(vk)(Fj ·∆w0µ,µ · Fk), for h, h′ ∈ H. (2.7)

where Fj = Fj1Fj2 · · ·Fjn ∈ U(g) for a sequence of indices j = (j1, . . . , jn) in I .

2.4 Double Bruhat cells and their factorization parameters

In this section, we introduce the notion of (reduced) double Bruhat cells and discuss their
basic properties. For a pair of Weyl group elements (u, v), a double Bruhat cell is defined by:

Gu,v := BuB ∩B−vB−.

Meanwhile, we introduce the so-called reduced double Bruhat cell associated to (u, v):

Lu,v := UuU ∩B−vB−.

Note that multiplication in G induces a biregular isomorphism H × Lu,v ∼= Gu,v.

Let L̂u,v be the reduced double Bruhat cell of the universal cover Ĝ of G and let

p : Ĝ→ G

be the covering map. The cell L̂u,v can be characterized by the following

Proposition 2.4.1. [21, Proposition 4.3] An element x ∈ Ĝu,v belongs to L̂u,v if and only if

∆uωi,ωi(x) = 1, ∀i ∈ I.

Corollary 2.4.2. The restriction of p to L̂u,v is a biregular isomorphism L̂u,v → Lu,v.

Proof. For h ∈ Ĥ , we know h = Id if and only if hωi = 1 for all i ∈ I . Let x ∈ Lu,v and
consider some x̂, x̂′ ∈ p−1(x) ⊂ L̂u,v. Then x̂′ = x̂h for some h ∈ Ĥ . By Proposition 2.4.1
and (2.3.1) we have hωi = 1 for all i, which implies there is a unique lift of x. ♦

Therefore the generalized minors ∆uωi,vωi can be viewed as well defined functions on Lu,v

under the isomorphism p. By abuse of notation, we write ∆uωi,vωi(z) for z ∈ Lu,v instead of
∆uωi,vωi(p

−1z).

Next, we introduce the factorization parameter of (reduced) double Bruhat cells.

A double reduced word i = (i1, . . . , in) for (u, v) is a shuffle of a reduced word for u, writ-
ten in the alphabet {−r, . . . ,−1}, and a reduced word for v, written in the alphabet {1, . . . , r},
where n = `(u) + `(v). Denote by R(u, v) the set of double reduced word for (u, v). Given
i = (i1, . . . , in) ∈ R(u, v), denote by

iop := (−in,−in−1 . . . ,−i1) ∈ R(v−1, u−1), −i := (−i1,−i2 . . . ,−in) ∈ R(v, u).
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Remark 2.4.3. The minus signs on the letters of the reduced word for u are occasionally trou-
blesome, we make the following abbreviations. For i, j ∈ [−r,−1] ∪ [1, r], let

di = d|i|, ai,j = a|i|,|j|, ωi = ω|i|, si = s|i|

extending the notation for the skew-symmetrizer, Cartan matrix, and fundamental weights, and
simple reflection respectively. Our notation is set up in this way to agree with that of [14].

Proposition 2.4.4. [21, Proposition 4.5] Given a double reduced word i = (i1, . . . , in) of
(u, v) ∈W ×W , the following map

xi : Gn
m

∼−−→ L̂u,v
p−→ Lu,v : (t1, . . . , tn) 7→ xi1(t1) · · ·xin(tn), (2.8)

is an open embedding of Lu,v.

Thus factoring Gu,v as H × Lu,v gives open embedding of Gu,v:

xi : H ×Gn
m

∼−−→ Gu,v = H × Lu,v : (h, t1, . . . , tn) 7→ hxi1(t1) · · ·xin(tn). (2.9)

We have overloaded the notation xi here but the meaning will be clear from context.

By the definition of xi for i < 0, we have the following

Proposition 2.4.5. [21, Lemma 6.1] For any double word (j1, . . . , jn), we have:

xj1(t1) · · ·xjn(tn) = zj1(t′1) · · · zjn(t′n) ·
∏
jl<0

t
−α∨jl
l , where t′l = tl

∏
k<l,jk<0

t
sgn(−il)ajk,jl
i ,

where zi := xi if i > 0 and zi := yi if i < 0.

Proof. First of all, write x−i(t) = yi(t)α
∨
i (t−1) for i > 0. Then use the fact that hxi(t) =

xi(h
αit)h and hyi(t) = yi(h

−αit)h for any h ∈ H and i > 0. ♦

2.5 Transition maps for d-moves

In this section, we describe the transition maps for d-moves, which were computed in[21,
Theorem 3.1]. For the convenience of the reader, we list these results here. The tuples t1, . . . , td
and p1, . . . , pd are related by

xi(t1)xj(t2)xi(t3) · · · = xj(p1)xi(p2)xj(p3) · · · . (2.10)

Proposition 2.5.1. For i, j ∈ [1, r], denote by d the order of sisj in W . Then the transition
map in (2.10) is given as follows:

(1) Type A1 ×A1: if aij = aji = 0 then d = 2, and

p1 = t2, p2 = t1.

(2) Type A2: if aij = aji = −1 then d = 3, and

p1 =
t2t3
t1 + t3

, p2 = t1 + t3, p3 =
t1t2
t1 + t3

.
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(3) Type B2: if aij = −2, aji = −1 then d = 4, and

p1 = t2t
2
3t4π

−1
2 , , p2 = π2π

−1
1 , p3 = π2

1π
−1
2 , p4 = t1t2t3π

−1
1 ,

where π1 = t1t2 + (t1 + t3)t4 and π2 = t21t2 + (t1 + t3)2t4.

(4) Type G2: if aij = −3, aji = −1 then d = 6, and

p1 = t2t
3
3t

2
4t

3
5t6π

−1
3 , p2 = π3π

−1
2 , p3 = π3

2π
−1
3 π−1

4 ,

p4 = π4π
−1
1 π−1

2 , p5 = π3
1π
−1
4 , p6 = t1t2t

2
3t4t5π

−1
1 ,

where

π1 = t1t2t
2
3t4 + t1t2(t3 + t5)2t6 + (t1 + t3)t4t

2
5t6 ,

π2 = t21t
2
2t

3
3t4 + t21t

2
2(t3 + t5)3t6 + (t1 + t3)2t24t

3
5t6 + t1t2t4t

2
5t6(3t1t3 + 2t23 + 2t3t5 + 2t1t5)

π3 = t31t
2
2t

3
3t4 + t31t

2
2(t3 + t5)3t6 + (t1 + t3)3t24t

3
5t6 + t21t2t4t

2
5t6(3t1t3 + 3t23 + 3t3t5 + 2t1t5)

π4 = t21t
2
2t

3
3t4
(
t1t2t

3
3t4 + 2t1t2(t3 + t5)3t6 + (3t1t3 + 3t23 + 3t3t5 + 2t1t5)t4t

2
5t6
)

+ t26
(
t1t2(t3 + t5)2 + (t1 + t3)t4t

2
5

)3
.

(5) In each of the cases (1)–(4) above, interchanging aij with aji, the corresponding transi-
tion map in (2.10) is obtained from the given one by sending pk → pd+1−k, tk → td+1−k.

Following [37, (2.5), (2.11)], the transition maps for mixed 2-moves are given by:

Proposition 2.5.2. For any i, j ∈ [1, r], we have xj(t1)x−i(t2) = x−i(p1)xj(p2), where
p1 = t2, p2 = t1t

aij
2 , for i 6= j,

p−1
1 = t1 +

1

t2
, p−1

2 =
1

t2

(
1 +

1

t1t2

)
, for i = j.

Finally, the transition maps for negative d-moves are given as follows.

Proposition 2.5.3. For i, j ∈ [−1,−r], denote by d be the order of sisj in W . Then the
transition map in (2.10) is given as follows:

(1) Type A1 ×A1: if ai,j = aj,i = 0 then d = 2, and

p1 = t2, p2 = t1.

(2) Type A2: if ai,j = aj,i = −1 then d = 3, and

p−1
1 =

1

t3
+
t1
t2
, p2 = t1t3, p3 = t1 +

t2
t3
.

(3) Type B2: if ai,j = −1, aj,i = −2 then d = 4, and

1

p1
=
t1
t2

+
t2
t3

+
1

t4
,

1

p2
=

1

t1

(
t2
t3

+
1

t4

)2

+
1

t3
,

p3 = t2 + t1t4 +
t22t4
t3
, p4 = t1 + t3

(
t2
t3

+
1

t4

)2

.
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(4) Type G2: if ai,j = −1, aj,i = −3 then d = 6, and

1

p1
=
t1
t2

+ t3

(
t2
t3

+
1

t4

)2

+
t4
t5

+
1

t6
,

1

p2
=
t1
t3

+ 2t3

(
t2
t3

+
1

t4

)3

+
1

t1

(
t3

(
t2
t3

+
1

t4

)2

+
t4
t5

+
1

t6

)3

+
3t2t4
t3t5

+
3t2
t3t6

+
3

t4t6
+

2

t5
,

p5 = t1t6 + t23t6

(
t2
t3

+
1

t4

)3

+ t4t6

(
t4
t5

+
1

t6

)2

+ 2t2 +
2t3
t4

+
3t2t4t6
t5

+
2t3t6
t5

,

p6 = t1 + t23

(
t2
t3

+
1

t4

)3

+ t5

(
t4
t5

+
1

t6

)3

+
3t2t4
t5

+
3t2
t6

+
3t3
t4t6

+
2t3
t5

;

the two middle components p3 and p4 are determined from two additional relations

p1p3p5 = t2t4t6 , p2p4p6 = t1t3t5.

(5) In each of the cases (1)–(4) above, interchanging ai,j with aj,i, the corresponding map
in (2.10) is obtained from the given one by transformation pk → 1/pd+1−k, tk → 1/td+1−k.

2.6 Twist maps and their decompositions

In this section we introduce the so-called “twist maps” in [21, 37].

Definition 2.6.1. For any u, v ∈W , we have the following twist maps:

ζu,v : Gu,v → Gu
−1,v−1

: x 7→
(

[u−1x]>0x
−1[xv−1]60

)ι◦T
;

ψu,v : Lu,v → Lv,u : x 7→ [(vxι)−1]+v([u−1x]+)ι.

Remark 2.6.2. Note that the map ζu,v does not send Lu,v to Lu
−1,v−1

. However, the maps ζu,v

and ψu,v are related by the following formula:

ψu,v(x) = (ζu,v(x))T , ∀x ∈ Lu,v.

Theorem 2.6.3. [37, Theorem 1.6] [21, Theorem 4.6] The map ζu,v is a biregular isomorphism
between Gu,v and Gu

−1,v−1
, whose inverse is ζu

−1,v−1
. The ψu,v is a biregular isomorphism

between Lu,v and Lv,u, whose inverse is ψv,u.

Using the twist maps, we have the following embeddings of reduced double Bruhat cells:

Theorem 2.6.4. Let u, v ∈W such that `(u) + `(v) = `(u−1v), the following map

ξu,v : Lu,v ↪→ Le,u
−1v : x→ [u−1x]+

is an open embedding. For u, v ∈W such that `(u) + `(v) = `(uv−1), the following map

ξu,v : Lu,v ↪→ Luv
−1,e : x→ [xv−1]60

is an open embedding.
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Proof. We only show the statement for ξu,v. First of all, we show that the map ξu,v is well-
defined. Since x ∈ UuU , we have

u−1x ∈ u−1UuU ⊂ B−U, (2.11)

which shows that [u−1x]+ is well-defined. Since x ∈ B−vB−,

u−1x ∈ u−1B−vB− ⊂ B−u−1B−vB− = B−u
−1vB− = B−u

−1vB−.

Here we use that `(u) + `(v) = `(u−1v). Thus [u−1x]+ ∈ B−u−1vB−. The unique factoriza-
tion (2.11) implies injectivity of ξu,v. What remains is to show that ξu,v maps an open subset
Lu,e · Le,v ⊂ Lu,v onto an open subset Le,u

−1 · Le,v of Le,u
−1v. Denote by x = x− · x+ ∈

Lu,e · Le,v, then we have

ξu,v(x) = [u−1x−x+]+ = [u−1x−]+x+ = ι ◦ ψu,e(x−)x+,

where ψu,e : Lu,e → Le,u is the twist map. Thus ξu,v is an open embedding. ♦

Next, we decompose some of the twist maps as a sequence of “elementary moves” at least
on some open dense chart. Let us introduce:

Definition 2.6.5. Given a pair of Weyl group elements (u, v) with `(u) = p and `(v) = q, a
double reduced word i = (i1, . . . , ip, j1, . . . , jq) for (u, v) is separated if i1, . . . , ip ∈ [−r,−1]
and j1, . . . , jq ∈ [1, r].

For a separated double reduced word i for (u, v), define

i− := (−i1, i2, . . . , ip, j1, . . . , jq), i+ := (i1, . . . , ip, jq, . . . , j2,−j1).

Here we use − (resp. +) to indicate the decreasing (resp. increasing) of negative indexes in the
new words. Note that

i− ∈ R(si1u, si1v), if `(si1v) = `(v) + 1; i+ ∈ R(usj1 , vsj1), if `(usi1) = `(u) + 1.

We then define the following birational map in terms of open embedding xi, xi+ and xi− :

Pi : L
u,v → Lsi1u,si1v : xi(t1, . . . , tn) 7→ xi−(t1, . . . , tn), if `(si1v) = `(v) + 1;

Qi : L
u,v → Lusj1 ,vsj1 : xi(t1, . . . , tn) 7→ xi+(t1, . . . , t

−1
n ), if `(usj1) = `(u) + 1.

Lemma 2.6.6. For a separated double reduced word (i1, . . . , ip, jq, . . . , j1) for (u, v), denote

ik := (ik+1, . . . , ip,−ik, . . . ,−i1, jq, . . . , j1),

jk := (i1, . . . , ip,−j1, . . . ,−jk, jq, . . . , jk+1).

We have ξu,v = Pip ◦Pip−1 ◦· · ·◦Pi1 if `(u)+`(v) = `(u−1v) , and ξu,v = Qjq ◦Qjq−1 ◦· · ·◦Qj1

if `(u) + `(v) = `(uv−1). .

Proof. We only show it for ξu,v. Just need to show on the chart xj0 . For k ∈ [0, q], write
vk = sjk+1

· · · sjq . Note that v0 = v−1. For i > 0, we have xi(t)si = x−i(t
−1)xi(−t−1), then

xj0(t′1, . . . , t
′
p; tq, . . . , t1)v0 = xi1(t′1) · · ·xip(t′p)xjq(tq) · · ·xj1(t1)sj1 · v1

= xi1(t′1) · · ·xip(t′p)xjq(tq) · · ·xj2(t2) · x−j1(t−1
1 )xj1(−t−1

1 ) · v1

=
(
Qj1(xj0(t′1, . . . , t

′
p; t1, . . . , tq))v1

)
·
(
v−1

1 xj1(−t−1
1 )v1

)
.
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In the last line, note that v−1
1 xi1(−t−1

1 )v1 ∈ U ; this follows from well-known results on the
Weyl group, as in Section 10.2 of [53]. Using the mixed d-moves, write

Qj1(xj0(t′1, . . . , t
′
p; t1, . . . , tq)) = xj1(t′1, . . . , t

′
p; t
′′
1, . . . , t

′′
q ),

then we can repeat the argument from above q times. Then by taking [·]60 on both sides, we get
the desired formula. ♦

Note that ι restrict to a biregular isomorphism Lu,v → Lu
−1,v−1

. Then one can check that
ξu,e = ι ◦ ψu,e and ξe,v = ι ◦ ψe,v. Now we are ready to decompose some twist maps. In more
details, we have

Proposition 2.6.7. For u, v ∈ W such that `(u) + `(v) = `(v−1u), the following diagram
commutes.

Lu,v Le,u
−1v

Lv
−1,u−1

Lv
−1u,e

ξu,v

ι◦ψu,v ξe,u−1v

ξv−1,u−1

Proof. Note that both composition maps from Lu,v to Lv
−1u,e are open embeddings. We only

need to show the statement on an open chart of Lu,v. Denote by x = x− · x+ ∈ Lu,e · Le,v ⊂
Lu,v. First, the composition of the top and right arrows sends x to[

[u−1x−]+x+v−1u
]
60

and the composition of left and bottom arrows sends x to[
[u−1x−]+x+

[
(vxι)−1

]ι
+
u
]
60
.

Note [x]−1
+ = [x−ι]ι+ and vι = v−1 implies[

[u−1x−]+x+

[
(vxι)−1

]ι
+
u
]
60

=
[
[u−1x−]+[x+v−1]60u

]
60

Next, we need to show
u−1 · [x+v−1]+ · u ∈ U.

Given double reduced word (i1, . . . , in) of (e, v), the statement for x+ = xi1(t1) · · ·xin(tn)
follows from the same argument as in previous proof. ♦

2.7 Evaluation of generalized minors, factorization problem

The evaluation of generalized minors can be described using the following

Definition 2.7.1. Let V be a finite-dimensional g-module, γ and δ two weights in P (V ), and
i = (i1, . . . , in) a sequence of indices in I . An i-trail from γ to δ in V is a sequence of weights
π = (γ = γ0, γ1, . . . , γn = δ) such that γk−1 − γk = ckαik for ck ∈ Z>0 and ec1i1 · · · e

cn
in

is a
non-zero linear map from V (δ) to V (γ).
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For every i-trail π = (γ0, . . . , γn) in V , denote by

dk = dk(π) =
γk−1 + γk

2
(α∨ik) . (2.12)

Theorem 2.7.2. [21, Theorem 5.8] Let γ and δ be two weights in the W -orbit of the same
fundamental weight ωi of g, and let i = (i1, . . . , in) be any sequence of indices in I . Then

(1) the evaluation of ∆γ,δ at xi(t1, . . . , tn) is a positive integral linear combination of mono-
mials tc1(π)

1 · · · tcn(π)
n for all i-trails π from γ to δ in Vωi .

(2) the evaluation of ∆γ,δ at x−i(t1, . . . , tn) is a positive integer linear combination of mono-
mials td1(π)

1 · · · tdn(π)
n for all i-trails π from −γ to −δ in Vωi∗ .

Next, we recall the following factorization problem for Lu,v, which is to find explicit for-
mulas for the inverse birational isomorphism x−1

i between Lu,v and Gn
m.

For i ∈ R(u, v) and k ∈ [1, n], let

k− = max{l | l < k, |il| = |ik|} k+ = min{l | l > k, |il| = |ik|}, (2.13)

so that k− (resp. k+) is the previous (resp. next) occurrence of an index ±ik in i; if k is the
first (resp. last) occurrence of ±ik in i then we set k− = 0 (resp. k+ = m+ 1). An index k is
i-exchangeable if k+ ∈ [1,m]. Let e(i) denote the set of all i-exchangeable indices. Note that
for k ∈ [−r,−1] ∪ e(i), we have k+ ∈ [1, n].

For k ∈ [−r,−1], denote by uk = e and vk = v−1. For k ∈ [1,m], denote by

uk =
∏

l=1,...,k
il<0

sil , vk =
∏

l=n,...,k+1
il>0

sil ,

where the index is increasing in the product on the left, and decreasing in the product on the
right. For k ∈ [−r,−1], denote by

uk = u−1uk; vk = vvk.

Extend the word i to (i−r, . . . , i−1; i1, . . . , in), where i−r = −r. For k ∈ [−r,−1] ∪ [1, n],
define a regular function Mk = Mk,i on Lu,v by

Mk := ∆vkωik ,u
kωik

(ψu,v(x)).

Note that Mk = 1 for k ∈ [1, n] \ e(i). Then the solution to the factorization problem is

Theorem 2.7.3. [21, Theorem 4.8] For i = (i1, . . . , in) ∈ R(u, v), and an elements x in Lu,v

which can be factored x = xi1(t1) · · ·xin(tn) with all tk ∈ Gm, for k ∈ [−r,−1] ∪ e(i), the
factorization parameters tk+ are determined by the following formulas:

tk+ =


Mk(x)/Mk+(x), ik+ < 0

1

Mk(x)Mk+(x)

∏
l: l−<k+<l

Ml(x)−ail,ik , ik+ > 0

Remark 2.7.4. Note that the notation we use here is different from the one in [21]. The one
we use here aligns the notation for twisted minors and the one for cluster variables. See more
details in Section 4.4.
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Moreover, we have the following special cases:

Proposition 2.7.5. [21, Proposition 4.11.(i)] For i = (i1, . . . , im) ∈ R(w0, e) and x ∈ H ×
Lw0,e admitting factorization x = xi(h; t1, . . . , tm), we have

Fi1 ·∆w0ωi∗1
,ωi∗1

∆w0ωi∗1
,ωi∗1

(x) =
hαi

t1
;

∆w0ωim ,ωim · Fim
∆w0ωim ,ωim

(x) = tm.



3 | Preliminaries on Positivity Theory

In this chapter, we recall the notion of affine tropical variety, positive varieties with potential
and tropicalization functor. As an example of positive varieties with potential, we focus on
Borel subgroupB− of an reductive algebraic groupG. The Berenstein-Kazhdan potential ΦBK

on B− is introduced in the context of unipotent bicrystals. At the end, we briefly discribe the
relation between the tropicalization of (B−,ΦBK) and the parametrization of canonical basis.
More detailed discussion can be found in [16, 21].

3.1 Affine tropical varieties

In this section, we introduce the notion of affine tropical variety, which is an analog of affine
variety in the “tropical word”.

For any subring R of R, denote by R+ := R ∩ R+ the semi-subring. Given subsets C and
D of free R-modus V and V ′ respectively, a map φ : C → D is piecewise R-linear if there
is a piecewise R-linear R-module homomorphism φ̃ : V → V ′ such that φ̃

∣∣
C

= φ. For a free
R-module V and a subring R ⊂ R, denote by R[V ] the set of piecewise R-linear functions on
V . Note that R[V ] is an algebra with multiplication and addition given by

(f � g)(v) := f(v) + g(v), (f ⊕ g)(v) := min{f(v), g(v)}.

Note that the multiplication unit is 0 and the addition unit is +∞.

Definition 3.1.1. Fix a subring R of R. A m-dimensional affine tropical variety C over R is a
family of pairs {(Cθ, jθ) | θ ∈ Θ} together with a m-dimensional free R-module V , where Cθ
is a set with an R+-action and jθ : Cθ → V is an injective map, called a tropical chart, s.t.

(i) The map jθ commutes with the R+-action;

(ii) There exists a piecewise R-linear bijection from jθ(Cθ) to jθ′(Cθ′), denote by j−1
θ′ ◦

jθ : Cθ → Cθ′ the induced map for simplicity.

An affine tropical variety C is convex if there exists a θ ∈ Θ such that the subset jθ(Cθ) of V is a
R+-submodule of the free module V . The coordinate algebra R[C] of C is the pull-back of the
algebra R[V ] along the injective map jθ. Since j−1

θ ◦ jθ′ is piecewise R-linear, the coordinate
algebra R[C] is independent of charts.

Similarly to algebraic varieties, for an affine tropical variety C over R, tensoring with R′ ⊃
R, one obtains its R′-points

C(R′) := {(Cθ ⊗
R+

R′+, jθ) | θ ∈ Θ}.

21
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A morphism f of affine tropical varieties C = {(Cθ, jθ) | θ ∈ Θ} and D = {(Dϑ, kϑ) | ϑ ∈
Θ′} over R is a family of piecewise R+-equivariant maps fθ,ϑ, such that the following diagram
is commutative.

Cθ Cθ′

Dϑ Dϑ′

j−1
θ ◦jθ′

fθ,ϑ fθ′,ϑ′

k−1
ϑ ◦kϑ′

(3.1)

Affine tropical varieties over R form a category AffTropVar(R).

Definition 3.1.2. Let f be a morphism of affine tropical varieties C and D over Z. For ξ ∈ Dϑ,
define the multiplicity of ξ over f as

dimC[f−1
θ,ϑ(ξ)],

where C[X] is the linearization of the set X . Note that the multiplicity of ξ over f doesn’t
depend on the charts since by (3.1), we have:

dimC[f−1
θ,ϑ(ξ)] = dimC[f−1

θ′,ϑ′(k
−1
ϑ ◦ kϑ′(ξ))].

The morphism f is finite if every ξ ∈ Dϑ has finite multiplicity.

Example 3.1.3. Define an affine tropical variety over R as IR := {(R+, j : R+ ↪→ R)}, which
we refer to as the trivial affine tropical variety over R. Given affine tropical varieties C and D

over R, the product

C ×D :=
{

(Cθ ×Dϑ, jθ × kϑ)
∣∣ (θ, ϑ) ∈ Θ×Θ′

}
is an affine tropical variety overR. For a morphism f of C and D, one can show that both f(C)
and f−1(D) are affine tropical varieties.

3.2 Positive varieties and tropicalization

In this section, we first briefly recall basic definitions in positivity theory and then realize
tropicalization as a functor from the category of positive varieties with potential to the category
of affine tropical varieties.

Consider a split algebraic torus S ∼= Gn
m. Denote the character lattice of S by St =

Hom(S,Gm) and the cocharacter lattice by St = Hom(Gm, S). The lattices St and St are
naturally in duality and denote by 〈·, ·〉 : St × St → Z this canonical pairing. The coordinate
algebra Q[S] is the group algebra (over Q) of the lattice St, that is, each f ∈ Q[S] can be
written as

f =
∑
χ∈St

cχχ, (3.2)

where only a finite number of coefficients cχ are non-zero. Following [16], to each positive
rational map φ : S → S′, we associate a tropicalized map Φt : St → (S′)t as follows:

Case 1. If φ is positive regular on S, i.e., φ =
∑

χ∈St cχχ with all cχ > 0, define φt by

φt : St → Gt
m = Z : ξ 7→ min

χ; cχ>0
〈χ, ξ〉.

Case 2. If φ is positive rational on S, i.e., φ = f/g with f, g positive regular functions, then

φt := f t − gt.
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Example 3.2.1. a) Consider S = Gm. Take φ = x2 − x + 1 = (x3 + 1)/(x + 1). Note
that φ is positive rational but not positive regular. Then φt(ξ) = min(3ξ, 0) − min(ξ, 0) =
2 min(ξ, 0). Note that for any a, b, c, d ∈ Q>0 the function φ′ = (ax3 + b)/(cx + d) has the
same tropicalization (φ′)t = φt.

b) Consider S = G2
m. Take φ1 = (x1 +x2)2 and φ2 = x2

1 +x2
2. Then we know φt1 = φt2 =

2 min{ξ1, ξ2}

Case 3. For φ : S → S′ a positive rational map, define φt : St → (S′)t as the unique map
such that for every character χ ∈ S′t and for every cocharacter ξ ∈ St we have

〈χ, φt(ξ)〉 = (χ ◦ φ)t(ξ).

A more concrete description is as follows. Let φ1, . . . , φn be the components of φ given by the
splitting S′ ∼= Gn

m. Then, in the induced coordinates on (S′)t, we have

φt = (φt1, . . . , φ
t
n).

Example 3.2.2. Consider the following positive rational map:

φ : G3
m → G3

m : (x1, x2, x3) 7→
(

x2x3

x1 + x3
, x1 + x3,

x1x2

x1 + x3

)
which has tropicalization

φt : (G3
m)t ∼= Z3 → (G3

m)t ∼= Z3;

(ξ1, ξ2, ξ3) 7→ (ξ2 + ξ3 −min{ξ1, ξ3},min{ξ1, ξ3}, ξ1 + ξ2 −min{ξ1, ξ3}) .

Definition 3.2.3. Let (X,Φ) be an irreducible variety over Q with a rational function Φ on X .
A rational chart of X is a birational isomorphism θ : S → X from a split algebraic torus S
to X . A rational chart θ is toric if θ is an open embedding. A chart θ : S → X is positive
with respect to Φ if Φ ◦ θ is a positive rational function on S. Two charts θ1 : S1 → X and
θ2 : S2 → X are called positively equivalent if θ−1

1 ◦ θ2 : S2 → S1 and θ−1
2 ◦ θ1 : S1 → S2 are

positive rational maps. A positive variety with potential is a triple (X,Φ,ΘX), where ΘX is a
set of positive equivalent charts who are positive with respect to Φ. A positive variety (X,ΘX)
is a positive variety with potential Φ = 0. Given a positive chart θ : S → X of (X,Φ,ΘX),
denote by

(X,Φ, θ)t :=
{
ξ ∈ Hom(Gm, S) | Φt(ξ) > 0

}
,

the tropicalization of (X,Φ, θ). For convenience, we define 0t := +∞. If θ is toric and Φ is
regular, the set (X,Φ, θ)t is a convex cone in Hom(Gm, S).

Example 3.2.4. Here we give an example arising from Lie theory. Let X = U be the unipotent
radical of a semisimple algebraic group over Q, and let Φ = χst on U . Given a double reduced
word i = (i1, . . . , im) of (e, w0), where w0 is the longest element in Weyl group W , the
following is an open embedding by Proposition 2.4.4

xi : Gm
m → U : (t1, . . . , tm)→ xi1(t1) · · ·xim(tm) ∈ Le,w0 ⊂ U,

and it is positive with respect to χst since

χst(xi(t1, . . . , tm)) = t1 + · · ·+ tm.

By Proposition 2.5.1, we conclude that xi and xi′ are positive equivalent toric chart for (U, χst),
where both i and i′ are double reduced word for (e, w0).
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A morphism f : (X,Φ,ΘX)→ (Y,Φ′,ΘY ) of positive varieties with potential is a rational
map f : X → Y such that the rational function Φ−f∗Φ′ is positive, and for some (equivalently
any) θX ∈ ΘX and θY ∈ ΘY , the rational map θ−1

Y ◦ f ◦ θX : S → S′ is positive.

Denote by PosVarPot(Q) the category of the positive varieties with potential over Q.

Proposition 3.2.5. Let (X,Φ,Θ) be a positive variety with potential. Fix a splitting of S.
Define

Xt
Φ :=

{
Xθ := (X, θ,Φ)t, jθ : Xθ ↪→ Hom(Gm, S)

∼−→ Zm
∣∣ θ ∈ Θ

}
.

Then Xt
Φ is an affine tropical variety over Z. If X has a positive toric chart with Φ regular,

the affine tropical variety Xt
Φ is convex. In summary, tropicalization defines a functor from

PosVarPot(Q) to AffTropVar(Z).

Note that (Q, Id, θ : Qm → Q) is a positive variety with potential and Qt
Id = IZ. Thus

potential ΦX on (X,Θ) can be viewed as a morphism of positive varieties with potential:

ΦX : (X,ΦX ,Θ)→ (Q, Id, , j : Qm → Q).

Let f be a morphism of two positive varieties with potential (X,ΦX ,ΘX) and (Y,ΦY ,ΘY ).
Denote by

f−tθX ,θY (ξ) := (f tθX ,θY )−1(ξ) ⊂ (X,ΦX , θX)t

the pre-image of ξ ∈ (Y,ΦY , θY )t of the tropical function f tθX ,θY . We sometimes write f−t(ξ)
instead if the positive chart we choose is clear from the context. Note that f−t(ξ) is not an
affine tropical variety in general.

We are also interested in the real points of the tropicalization of (X,Φ, θ)t. Denote by

Φt
R : Hom(Gm, S)⊗Z R→ R

the real extension of Φt. Then let us introduce the following notation

(X,Φ, θ)tR = {x ∈ Hom(Gm, S)⊗Z R | Φt
R(x) > 0}. (3.3)

For any δ > 0, define the δ-interior of the tropicalization as

(X,Φ, θ)tR(δ) = {x ∈ Hom(Gm, S)⊗Z R | Φt
R(x) > δ}. (3.4)

Besides, the morphism f t : (A,ΦA, θA)t → (B,ΦB, θB)t has a piecewise linear real exten-
sion f tR : (A,ΦA, θA)tR → (B,ΦB, θB)tR.

At the end of this section, we would like to describe the tropicalization as a limiting pro-
cedure. First of all, for Gm = R×, tropicalization of a positive function f over (R×)n can be
interpreted as follows. By substituting xi = esξi , one finds

f t(ξ1, . . . , ξn) = lim
s→−∞

1

s
ln
(
f(esξ1 , . . . , esξn)

)
.

For Gm = C×, we have the following
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Proposition 3.2.6. Let f : (C×)n → C× be a positive rational function, and C ⊂ ((C×)n)t be
an open linearity chamber of f t. Then by substituting zi = esξi+iϕi , the following equalities
hold on C× (S1)n:

lim
s→−∞

1

s
ln
∣∣∣f(esξ1+iϕ1 , . . . , esξn+iϕn)

∣∣∣ = f tR(ξ1, . . . , ξn);

lim
s→−∞

arg f(esξ1+iϕ1 , . . . , esξn+iϕn) = f tR(ϕ1, . . . , ϕn).

Proof. First of all, the statement is clearly true for a Laurent monomial f .

Now suppose f is a positive Laurent polynomial in z1, . . . , zn and write f =
∑
fi, where

fi’s are Laurent monomials. Write ξ := (ξ1, . . . , ξn). Without loss of generality, let us assume
that (f t0)R(ξ) < (f ti )R(ξ) on C for i 6= 0. Write f as

f = f0

1 +
∑
i 6=0

fi/f0

 .

Note that 1/s ln |fi/f0| tends to 0 as s→ −∞. Thus by triangle inequality, we get the claim.

At the last, let f = A/B for A and B are positive Laurent polynomials in z1, . . . , zn. Note
that ln |A/B| = ln |A| − ln |B| and arg f = argA− argB. ♦

Remark 3.2.7. Consider the function f = z1 +z2 on (C×)2. So f = 0 on the subset |z1| = |z2|
and arg(z1) = π+ arg(z2). This is one example that one can not extend the result to the whole
space ((C×)n)t.

3.3 Domination by potentials

Definition 3.3.1. Let (A,ΦA,ΘA) be a positive variety with potential. A rational function f on
A is dominated by ΦA, which we denote by f ≺ ΦA, if there exists positive (with respect to ΘA)
rational functions f+ and f− and polynomial p with coefficients in R+ such that: f = f+−f−
and both

p (ΦA)− f+, and p (ΦA)− f−

are positive with respect to Θ.

What follows is immediate and we omit the proof here.

Lemma 3.3.2. Let (A,ΦA,ΘA) be a positive variety with potential. The set of rational func-
tions on A that are dominated by ΦA forms a subring of the coordinate ring of A.

Let G be a reductive algebraic group and g its Lie algebra. Recall that U− is the unipotent
radical of the Borel B−. A U− × U−-variety is an affine variety A equipped with an action of
the algebraic group U− × U−, where the first factor acts on the left and the second factor acts
on the right.

Since U− is unipotent, the exponential map exp: n− → U− is algebraic. Thus for a fixed
(F, F ′) ∈ n− × n−, the map

Gm ×A→ A, : (t, a) 7→ exp(−tF ) · a · exp(tF ′) (3.5)
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is algebraic. The action (F, F ′) ∈ n− × n− on f ∈ Q[A] given by

(F · f · F ′)(a) =
d

dt

∣∣∣∣
t=0

f
(
exp(−tF ) · a · exp(tF ′)

)
is algebraic since the map (3.5) is algebraic.

Proposition 3.3.3. Let A be a U−×U−-variety and (A,Φ,Θ) be a positive variety with poten-
tial. Let {ai}n1 be a set of positive functions on (A,Θ), and let (F, F ′) ∈ n− × n−. If

F · ai · F ′

ai
≺ Φ, ∀i ∈ [1, n],

then (F · f · F ′)/f ≺ Φ for any subtraction free Laurent polynomial f := f(a1, . . . , an) in
functions ai.

Proof. First of all, since the Lie algebra n− × n− acts by derivations, for a Laurent monomial
am1

1 · · · amnn and any c ∈ R+, we have:

F · (cam1
1 · · · amnn ) · F ′

cam1
1 · · · a

mn
n

=
∑
i

mi
F · ai · F ′

ai
≺ Φ.

Next, denote by f = f1 + · · · + fm a R+-linear combination of Laurent monomials in the
functions ai. By the first step, we know (F · fi · F ′)/fi ≺ Φ. In other words, one can write

F · fi · F ′

fi
= f+

i − f
−
i

where p(Φ)− f+
i and p(Φ)− f−i are positive with respect to Θ. Then we have:

F · f · F ′

f
=
∑
i

fi
f
· F · fi · F

′

fi
=
∑
i

fi
f
· f+
i −

∑
i

fi
f
· f−i .

Then one can choose p such that

p(Φ)−
∑ fi

f
· f+
i =

∑ fi
f

(
p(Φ)− f+

i

)
, p(Φ)−

∑ fi
f
· f−i =

∑ fi
f

(
p(Φ)− f−i

)
are positive with respect to Θ. Thus (F · f · F ′)/f ≺ Φ. ♦

3.4 Unipotent χ-linear bicrystals

Let G be a reductive algebraic group. In this section, we briefly recall the basic definitions
about U × U varieties, unipotent χ-linear bicrystals in [16] and then introduce the notion of
trivializable unipotent bicrystals. Note that χ-linear functions for unipotent bicrystals play the
role of potential for positive varieties.

Definition 3.4.1. A U × U -varietyX is a pair (X,α), where X is an irreducible affine variety
over Q and α : U ×X ×U → X is a U ×U -action on X , such that group U acts (both action)
freely on X . The convolution product ∗ of U × U -varieties X = (X,α) and Y = (Y, α′) is
X ∗ Y := (X ∗ Y, β), where the variety X ∗ Y is the quotient of X × Y by the following left
action of U on X × Y :

u(x, y) = (xu−1, uy).

And the action β : U ×X ∗ Y × U → X ∗ Y is defined by u(x ∗ y)u′ = (ux) ∗ (yu′).
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Example 3.4.2. It is clear that the group G itself is a U × U -variety with left and right multi-
plication as U × U action. Denote by

G(n) := G ∗ · · · ∗G, for n > 2

the convolution product of n-copies of G’s.

Definition 3.4.3. For a U × U -variety X and χ : U → A1 a character, a function Φ on X is
χ-linear if

Φ(u · x · u′) = χ(u) + Φ(x) + χ(u′), ∀x ∈ X,u, u′ ∈ U. (3.6)

A (U × U, χ)-bicrystal is a triple (X,p,Φ), where X is a U × U -variety, and p : X → G
is a U × U -equivariant morphism, and Φ is χ- linear function. We refer to the pair (X,p) as
unipotent bicrystal. The convolution product is defined by

(X,p,ΦX) ∗ (Y ,p′,ΦY ) := (X ∗ Y ,p′′,ΦX∗Y ),

where p′′ : X∗Y → G is defined by p′′(x∗y) = p(x)p′(y) and ΦX∗Y (x∗y) = ΦX(x)+ΦY (y).

On Bw0B, we have the following regular function (Berenstein-Kazhdan potential):

Definition 3.4.4. On the Bruhat cell Gw0 = Bw0B, the BK potential ΦBK is

ΦBK(uhw0u
′) := χst(u) + χst(u′), for uhw0u

′ ∈ Gw0 .

Since Bw0B ∩ B− ↪→ B−, so the potential restrict to open dense subset of B−. The highest
weight map hw of G is the following U × U -invariant rational morphism

hw: Bw0B → H : uhw0u
′ 7→ h. (3.7)

Example 3.4.5. By Definition 3.4.4, the BK potential ΦBK is a χst-linear function on theU×U
variety G. Therefore, the U ×U variety G(n) is a (U ×U, χst)-bicrystal with p : G(n) → G by
sending g1 ∗ · · · ∗ gn to g1 · · · gn, and the χst-linear function, or potential, is given by

ΦG(n)(g1 ∗ · · · ∗ gn) :=
∑

ΦBK(gi).

To a (U×U, χst)-bicrystal (X,p,Φ), the central charge of (X,p,Φ) is theU×U -invariant
function:

∆X(x) := Φ(x)− ΦBK(p(x)), ∀x ∈ X.

Assume that U \X/U is an affine variety in what follows. Since both ∆X and hwX := hw ◦p
are U × U -invariant, they descents to functions ∆X and hwX on U \X/U respectively. Now
consider the affine variety:

X̃ := U \X/U ×H G,

where the fiber product is over hwX and hw. The variety X̃ gets an U × U action on G by:

u · (x, g) · u′ 7→ (x, ugu′).

Define a χst-linear function Φ̃ on X̃ by

Φ̃(x, g) := ∆X(x) + ΦBK(g), for (x, g) ∈ U \X/U ×H G.

Denote by p2 is the projection X̃ to the second factorG. All these make the triple (U \X/U×H
G, Φ̃, p2) into a unipotent bicrystal.
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Definition 3.4.6. A (U × U, χst)-bicrystal (X,p,Φ) is trivializable if the following map is a
birational isomorphism of (U × U, χst)-bicrystals

ϕ : X
∼−→ U \X/U ×H G : x 7→ (x,p(x)). (3.8)

Denote by TriUBG the category of trivializable (U × U, χst)-bicrystals over G.

The following proposition shows that U \X/U can be realized a subvariety of X:

Proposition 3.4.7. For a trivializable (U × U, χst)-bicrystal (X,p,Φ), the following natural
map is a birational isomorphism of varieties

Y := p−1 (φ(H))→ U \X/U,

where φ : H → G is the natural rational lift of hw: G→ H given by φ(h) = hw0 ∈ Bw0B ⊂
G. Moreover, we have X ∼= Y ×H G ∼= U \X/U ×H G.

Proof. Note that each U × U -orbit in X intersects Y at exactly one point. Thus we have the
following commuting diagram

Y X

H G

,

which implies Y ∼−→ U \X/U . Then X ∼= Y ×H G ∼= U \X/U ×H G. ♦

Following the spirit of [16], we say (U×U, χst)-bicrystal (X,p,Φ) is positive trivializable
if there exist positive structures for X− := p−1(B−) and U \X/U respectively, such that the
map ϕ in (3.8) and its inverse ϕ−1 restrict to positive birational isomorphisms of unipotent
bicrystals:

ϕ− : X−
∼←→ U \X/U ×H B− : (ϕ−1)−. (3.9)

In [16], the authors constructed a functor

B : UB+
G →ModG∨

from the category UB+
G of positive unipotent bicrystals [16, Definition 3.29] to the category

ModG∨ of G∨ module by passing through the geometric crystals and Kashiwara crystals [16,
Claim 6.9, 6.10, 6.12, Theorem 6.15]. Here we briefly recall some properties of the functor B.

Let (X,p,Φ) be a positive unipotent bicrystals. Denote by hwX := hw ◦p : X → H the
highest weight map of X . In what follows, we writeX for (X,p,Φ) for simplicity. Then

(1) B(X ∗X ′) ∼= B(X)⊗ B(X ′) and B is monoidal.

Denote by πX : X → S an U × U -invariant positive map to a torus S. Then the G∨-module
B(X) can be parametrized over ξ ∈ X∗(S) as direct sums of G∨-submodules, i.e.,

(2) B(X) =
⊕

ξ∈X∗(S) Bξ(X).

Moreover, the typical components respect the convolution product ∗:
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(1′) Bξ1,ξ2(X1 ∗X2) ∼= Bξ1(X1)⊗ Bξ2(X2).

The unipotent bicrystalG := (G, IdG,ΦBK) is positive and we have:

(3) For λ∨ ∈ X+
∗ (H), one has Bλ∨(G) ∼= Vλ∨ , where Vλ∨ is the irreducible G∨ module

with highest weight λ∨; for λ∨ /∈ X+
∗ (H), one has Bλ∨(G) = ∅.

Let (M,ΦM ) be positive variety with potential (positive) fibered over torusH×S. For unipotent
bicrystal (X = (X,α),p,Φ), denote by XM := (M ×H X,α′), where α′(u, (m,x), u) =
(m,α(u, x, u′)). Thus (XM ,p,ΦM + Φ) is a positive unipotent bicrystal (positive) fibered
over H × S, then we have for (λ∨, ξ) ∈ X∗(H)×X∗(S)

(4) Bλ∨,ξ(XM ) ∼= C[M t
λ∨,ξ]⊗Bλ∨(X), whereM t

λ∨,ξ is the tropical fiber ofM over (λ∨, ξ).

3.5 Double Bruhat cells as positive varieties with potential

In this section, we introduce a positive structure for (B−,ΦBK), which are various factor-
ization charts. We start by

Definition 3.5.1. Given an element w ∈W , write u ≺ w if `(uw) = `(w)− `(u).

By Theorem 2.6.4, for u ≺ w, we have a open embedding Lu,uw → Le,w. Pre-compose it
with the toric chart for Lu,uw, we have

Proposition 3.5.2. For any u ≺ w, denote by i(u) = (i1, . . . , in) a double reduced word for
(u, uw), the following maps

ξi(u) : Gn
m → Le,w : (t1, . . . , tn) 7→ [u−1xi1(t1) · · ·xin(tn))]+;

ξi(u) : Gn
m → Lw

−1,e : (t1, . . . , tn) 7→ [x−in(t1) · · ·x−i1(tn))u−1]60.

are open embeddings. Moreover, for u, u′ ≺ w, and any i(u) and i′(u′), , ξi(u) (resp. ξi(u)) and
ξi′(u′) (resp. ξi

′(u′)) are positively equivalent.

Proof. All we need to show hare is that ξi(u) and ξi′(u′) are positively equivalent. Using the
commutating relation of Proposition 2.5.2, any associated double reduced word i(u) is positive
equivalent to a separated word of (u, uw) by commutating all xji for ji < 0 to the left one by
one. For a separated word i(u) for (u, uw), the map ξi(u) is actually the composition:

G`(u)
m ×G`(uw)

m → Lu,e × Le,uw ξu,e×Id−−−−−→ Le,u
−1 × Le,uw → Le,w.

By Proposition 2.5.2 and Lemma 2.6.6, this is positive equivalent to xi for some double reduced
word i for (e, w). ♦

Example 3.5.3. Let w = w0 = s1s2s3s1s2s1. Then we know u = s3s2s2 ≺ w = w0. Choose
the double reduced word for (u, uw0) as (−3,−2, 1, 2,−1, 1). The map ξi(u) is:

(t1, . . . , t6) 7→ [s3s2s1
−1x−3(t1)x−2(t2)x1(t3)x2(t4)x−1(t5)x1(t6)]+,

and the matrix on the right hand side is:
1 2t6 t2 + t4 t1
0 1 t2t3 + t2t

−1
6 + t4t

−1
6 t1t3 + t1t

−1
6

0 0 1 t1t
−1
2

0 0 0 1

 .
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Recall thatH×Lw0,e → B− andH× (Le,w0)T → B− are all open. Now Proposition 3.5.2
gives various toric charts on Lw0,e, B− and U , which we refer to them as factorization charts.
We denote the sets of these toric charts by

ΘL, ΘB− , ΘU (3.10)

for Lw0,e, B− and U respectively.

Theorem 3.5.4. The triple (B−,ΦBK ,ΘB−) is a positive variety with potential.

To show that ΦBK is positive with respect to ΘB− , we first write the potential ΦBK using
generalized minors. To begin with, let F =

∑
Fi be the sum of the negative root vectors

associated with the simple roots. Let i∗ be the index of the simple root αi∗ := −w0αi, then Fi∗
is the negative root vector corresponding to the root αi∗ := −w0αi. Let ρ = 1

2

∑
α>0 α =

∑
ωi

be the Weyl vector. Then:

Proposition 3.5.5. [16, Corollary 1.25] The BK potential ΦBK is a regular function on Gw0,e

and it has the following expressions:

ΦBK =
∑
i∈I

∆w0ωi,siωi + ∆w0siωi,ωi

∆w0ωi,ωi

(3.11)

=
∑
i∈I

Fi∗ ·∆w0ωi,ωi + ∆w0ωi,ωi · Fi
∆w0ωi,ωi

=
F ·∆w0ρ,ρ + ∆w0ρ,ρ · F

∆w0ρ,ρ
. (3.12)

Proof. The expression (3.11) is just [16, Corollary 1.25]. We need to show the rest here. Since
∆w0ωi,ωi · Fi = ∆w0ωi,siωi for the right action, and Fi∗ · ∆w0ωi,ωi = ∆w0siωi,ωi for the left
action, we get the second equality. To show the last equality, one uses:

∆w0ρ,ρ(g) = ∆ρ(w0
−1g) = ([w0

−1g]0)ρ =
∏
i∈I

([w0
−1g]0)ωi =

∏
i∈I

∆w0ωi,ωi(g),

as well as ∆w0ωi,ωi · Fj = 0 (j 6= i) for the right action, and Fj∗ ·∆w0ωi,ωi = 0 (j∗ 6= i∗) for
the left action. ♦

Proof of Theorem 3.5.4. Combine Theorem 2.7.2 and Proposition 3.5.5. ♦

Remark 3.5.6. If G is not simply connected, generalized minors of the form ∆uωi,vωi are not
in general functions on G. However, ΦBK is: Suppose Ĝ is the universal cover of G with
p : Ĝ → G the covering map. Then the right-hand side of (3.11) is well defined on Ĝ and is
invariant under the action of any element belonging to ker p. Thus ΦBK descends to a function
on G.

Proposition 3.5.7. For (h, z) ∈ H × Lw0,e, the BK potential has the form:

ΦBK(hz) =
∑
i∈I

(
∆w0ωi,siωi(z) + h−w0αi∆w0siωi,ωi(z)

)
. (3.13)

Proof. We only need to consider the case when G is simply connected. By (2.6), we have

∆w0ωi,siωi(hz) = hw0ωi∆w0ωi,siωi(z), ∆w0siωi,ωi(hz) = hw0siωi∆w0siωi,ωi(z),

∆w0ωi,ωi(hz) = hw0ωi∆w0ωi,ωi(z).

Since hsiωi−ωi = h−αi and ∆w0ωi,ωi(z) = 1 for z ∈ Lw0,e, we get the desired form. ♦
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Example 3.5.8. LetG = SL2 andH be the subgroup of diagonal matrices as in Example 2.1.1.
We have the following factorization and potential:

x =

[
a 0
0 a−1

] [
t−1 0
1 t

]
=

[
at−1 0
a−1 a−1t

]
; ΦBK = t+

a2

t
.

Recall X∗(H) = Zα∨. Then the BK cone is cut out by the following inequalities:

min{〈e∗1, ξ1e1〉, 〈e∗1,−ξ1e1〉+ 〈xα∨, α〉} > 0,

where e∗1 is the dual of e1. In other words,

(B−,ΦBK , xi)
t = {(xα∨, ξ1e1) ∈ X∗(H)× Z | 2x > ξ1 > 0}.

Note X∗(H) = Zω. Now, for G∨ = PSL2, the BK cone is given by the inequalities:

min{〈e∗1, ξ1e1〉, 〈e∗1,−ξ1e1〉+ 〈xω, α∨〉} > 0.

Therefore,
(B∨−,Φ

∨
BK , x

∨
i )t = {(xω, ξ1e1) ∈ X∗(H)× Z | x > ξ1 > 0}.

The lattice cones (B−,ΦBK , xi)
t and (B∨−,Φ

∨
BK , x

∨
i )t are depicted in Figure 3.1.

α∨

e1

7→

ω

e1

Figure 3.1: Comparison of the lattice cones for G = SL2 and G∨ = PSL2.

For our purpose, we would like to state the construction B(G) in the following form, where
recallG := (G, IdG,ΦBK) is a positive unipotent crystal.

Theorem 3.5.9. [16, Main Theorem 6.15] Consider the positive variety (B−,ΦBK ,ΘB−).
Given a toric chart θ ∈ ΘB− , then (B−,ΦBK , θ)

t carries a structure of Kashiwara crystal,
the image of hwt lies in set of the dominant weights X+

∗ (H), and there is a direct decomposi-
tion as Kashiwara crystals:

(B−,ΦBK , θ)
t =

⊔
λ∨∈X+

∗ (H)

hw−t(λ∨).

Moreover, hw−t(λ∨) ∼= Bλ∨ as Kashiwara crystals, where Bλ∨ is the crystal associated with
the irreducible G∨-module with highest weight λ∨.

Definition 3.5.10. For any θ ∈ ΘB− , we refer to (B−,ΦBK , θ)
t as a BK cone.

From [78, Lemma 3.10], the operators ẽi and f̃i on the crystal (B−,ΦBK , xi)
t, where xi

is the factorization chart as in (2.9), can be written explicitly as follows. Let v1, . . . , vm be the
standard basis of Zm. Let

x :=
(
λ∨,

∑
ξjvj

)
∈ (B−,ΦBK , xi)

t ⊂ X∗(H)× Zm.
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Then the crystal operators on (B−,ΦBK , xi)
t are given by

f̃i

(
λ∨,

∑
ξjvj

)
=

{(
λ∨,

∑
ξjvj + vnf

)
if
(
λ∨,

∑
ξjvj + vnf

)
∈ (B−,ΦBK , xi)

t,

� else;

ẽi

(
λ∨,

∑
ξjvj

)
=

{(
λ∨,

∑
ξjvj − vne

)
if
(
λ∨,

∑
ξjvj − vne

)
∈ (B−,ΦBK , xi)

t,

� else.

The indices nf = nf (x, i) and ne = ne(x, i) are given by:

nf := min

{
l
∣∣∣ 1 6 l 6 m, il = i,Xl = min

l′
{Xl′ | il′ = i}

}
; (3.14)

ne := max

{
l
∣∣∣ 1 6 l 6 m, il = i,Xl = min

l′
{Xl′ | il′ = i}

}
,

where, for an index l,

Xl(x, i) =
l∑

k=1

aik,iξk.

Observe that, if x, ẽix ∈ (B−,ΦBK , xi)
t, then

ne(x, i) = ne(ẽix, i). (3.15)

3.6 Polyhedral parametrizations of canonical bases

Let i be a double reduced word for (w0, e). In [21], the authors introduce the so-called string
cone Ci, which is a polyhedral cone and its integral points parametrize the (dual) canonical bases
of the quantized universal enveloping algebra Uq(n).

The name “string cone” comes from the interpretation of points of the cone as strings of
operators on Uq(n). The cone Ci is equal to (Lw0,e,ΦL, θ)

t, for a specific θ ∈ ΘL. Extending
this terminology slightly, in Definition 3.6.2 we introduce the name string cone for any cone of
the form (Lw0,e,ΦL, θ)

t. In this section, we recall this construction and describe the relation
with the BK cone we constructed in the previous section.

Proposition 3.6.1. The triple (Lw0,e,ΦL,ΘL) is a positive variety with potential, where

ΦL =
∑
i∈I

∆w0ωi,siωi , (3.16)

is a regular function on Lw0,e and ΘL is the factorization charts as in (3.10). Moreover, the
projection pr: B− ⊃ H × Lw0,e → Lw0,e is a morphism of positive varieties with potential
from (B−,ΦL,ΘB−) to (Lw0,e,ΦL,ΘL). For any θ ∈ ΘL, it induces a surjective map

prt : (B−,ΦL, IdH ×θ)t � (Lw0,e,ΦL, θ)
t.

Proof. Choose a double reduced word i for (w0, e). Consider charts xi : Gm
m → Lw0,e and

x̃i : H ×Gm
m → B− : (h, t1, . . . , tm) 7→ hxi(t1, . . . , tm).
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By Theorem 2.7.2, the evaluation of generalized minor ∆γ,δ at xi is

∆γ,δ(xi(t1, . . . , tm)) =
∑
π

Nπt
d1(π)
1 · · · tdm(π)

m , (3.17)

where π’s are certain i-trails and Nπ ∈ R>0, and dk(π) ∈ Z. Thus the first statement follows
immediately. To show that pr is a morphism of positive varieties with potential, it is enough to
show that

ΦBK − ΦL ◦ pr

is positive with respect to x̃i and xi. By Proposition 3.5.7, for any (h, x) ∈ H ×Lw0,e, one has

(ΦBK − ΦL ◦ pr) (hx) = ΦBK(hx)− ΦL(x) =
∑
i∈I

h−w0αi∆w0siωi,ωi(x), (3.18)

and so ΦBK − ΦBZ ◦ pr is positive.

It remains to show that prt : (B−,ΦL,ΘB−)t → (Lw0,e,ΦL,ΘL)t is surjective. In other
words, for (ξ1, . . . , ξm) ∈ (Lw0,e,ΦL, xi)

t, we must find λ∨ ∈ X∗(H) such that

(λ∨, ξ1, . . . , ξm) ∈ (B−,ΦBK , x̃i)
t.

By (3.18), one has (λ∨, ξ1, . . . , ξm) ∈ (B−,ΦBK , x̃i)
t if and only if

m∑
k=1

dk(π)ξk − 〈w0αi, λ
∨〉+ Φt

L(ξ1, . . . , ξm) > 0, (3.19)

for all i ∈ I and the corresponding i-trails. Let λ∨ =
∑
niω

∨
i ; by picking the ni sufficiently

large one ensures the inequalities (3.19) all hold. ♦

Definition 3.6.2. For any θ ∈ ΘL, we refer to (Lw0,e,ΦL, θ)
t as a string cone and 4λ :=

hw−t(λ∨) a string polytope.

Remark 3.6.3. The string cone (Lw0,e,ΦL, θ)
t naturally carries a Kashiwara crystal structure

and we have (Lw0,e,ΦL, θ)
t ∼= B∞ as crystals, where B∞ is the e Kashiwara crystal for a G∨

Verma module of highest weight 0.





4 | Preliminaries on Cluster Varieties

In this chapter, we recall some basic definitions of (homogeneous) cluster varieties. Fol-
lowing [35], we introduce the notion of dual cluster algebra and a family of comparison maps.
Then we focus on the double Bruhat cell Gw0,e, which is homogeneous and admits a natural
dual. Most of the material of this chapter follows from [14, 36, 42].

4.1 Cluster varieties

Definition 4.1.1. A seed σ = (I, J,M) consists of a finite set I , a subset J ⊂ I and an integer
matrix M = [Mij ]i,j∈I which is skew-symmetrizable, i.e., there exists a sequence of positive
integers d = {di}i∈I called a skew-symmetrizer such that Mijdj = −Mjidi. The principal
part of M is given by M0 = [Mij ]i,j∈J .

Remark 4.1.2. As with the symmetrizable matrix A in Section 2.1, the existence of a skew-
symmetrizer for M easily implies that M is skew-symmetrizable in the usual sense. Note that
the submatrix B̃ = [Mij ]i∈I, j∈J is called an exchange matrix and usually mutations of seeds
are defined in terms of B̃, however the seed matrix M is more convenient for our purposes.

We associate a split algebraic torus to a given seed σ:

Aσ := G|I|m ,

and write {ai}i∈I , which refer to as cluster variables, for the natural coordinates on Aσ. Recall
that the matrix mutation of any matrix M in direction k is defined as:

µk(M)ij =

 −Mij , if k ∈ {i, j};

Mij +
1

2

(
|Mik|Mkj +Mik|Mkj |

)
, otherwise .

If M is skew-symmetrizable, one can easily show that µk(M) is skew-symmetrizable with
the same skew-symmetrizer. A mutation of a seed σ in direction k ∈ J is the seed σk =
(Ik, Jk, µk(M)), where Ik = I, Jk = J , together with a birational map of tori µk : Aσ →Aσk

given in terms of their coordinate algebras by:

µ∗k(ai) =


ai, if i 6= k;

a−1
k

 ∏
Mjk>0

a
Mjk

j +
∏

Mjk<0

a
−Mjk

j

 , if i = k.
(4.1)

Two seeds are mutation equivalent if they are related by a sequence of mutations. The equiva-
lence class of a seed σ is denoted by |σ|.

35
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Definition 4.1.3. Given a seed σ, the cluster variety A ≡A|σ| is the scheme obtained by gluing
the Aσ for all σ ∈ |σ| using the birational mutation maps. The seed σ is called the initial seed
of A. Each natural coordinate of Aσ′ for any σ′ ∈ |σ| is called a cluster variable, and the set
of natural coordinates of Aσ′ is called a cluster for A.

Abusing notation, each seed σ gives a toric chart σ : Aσ ↪→ A, which will be called a
cluster chart. Mutation equivalent seeds σ and σ′ give positively equivalent charts for A.
Denote [σ] the class of positively equivalent charts given by the equivalence class |σ| of the
seed σ.

Remark 4.1.4. Note that a new scheme can be obtained by gluing existing schemes through
gluing maps. Even through the scheme A we get is not an affine variety in general, we still call it
a cluster variety. Denote by Q[A] the algebra of regular functions on A. Then Q[A] coincides
with the upper cluster algebra generated by the seed σ; see [14]. The algebra homomorphism
σ∗ : Q[A]→ Q[Aσ] is an injection, for any cluster chart σ.

Example 4.1.5. (Stasheff pentagon) To the very top pentagon in Figure 4.1, we associate a seed
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Figure 4.1: Stasheff pentagon

(I, J,M), where I = {1, . . . , 7}, J = {1, 2} and M is given by

M =

[
M11 M12

MT
12 0

]
, where M11 =

[
0 −1
1 0

]
,M12 =

[
1 −1 1 0 0
0 0 −1 1 −1

]
.

To each edge (m,n) in the top pentagon we associate a variable bmn, which will be a coordinate
on the seed torus A(I,J,M). By ordering the variables bmn in the following way, we index them
by I:

b13, b14, b12, b23, b34, b45, b15.

By the definition of mutation in direction 2, we get

µ2(b14) =
b13b45 + b15b34

b14
.
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This mutation can be presented by the Whitehead move from edge (1, 4) to edge (3, 5) and the
Plücker relation: Let b35 := µ2(b14) be the variable corresponding to edge (3, 5), then

b14b35 = b13b45 + b15b34.

In fact, each dashed line in Figure 4.1 is a Whitehead move and gives a cluster mutation. The
algebra generated by {bij} with all Plücker relations is the homogeneous coordinate ring of
the Grassmannian G2(5) of 2-dimensional planes in the 5-dimensional space. Note that the
principal part of M is M11. More details can be found in [42].

At the end of this section, we state the famous

Theorem 4.1.6. (Laurent phenomenon) For a cluster variety A|σ| with initial seed σ, each clus-
ter variable can be expressed as a Laurent polynomial with integer coefficients in the elements
of the initial (or any other) cluster variables.

4.2 Homogeneous cluster varieties

In this section, we introduce the notion of homogeneous cluster varieties.

Definition 4.2.1. A cluster variety A with initial seed σ is graded by an abelian group G if the
algebra Q[Aσ] is graded by G and the initial cluster variables ai are homogeneous for i ∈ I .

Denote by | · | the degree of homogeneous elements in Q[Aσ]. By Laurent phenomenon
[42, Theorem 3.14], we know any cluster variable can be written as a Laurent polynomial in
initial cluster variables. Thus we give

Definition 4.2.2. A graded cluster variety A is homogeneous if all cluster variables are homo-
geneous with respect to the grading.

Proposition 4.2.3. A G-graded cluster variety A|σ| with initial seed σ = (I, J,M) is homoge-
neous if and only if ∑

i∈I
|ai|Mij = 0, ∀j ∈ J. (4.2)

Proof. If A|σ| is homogeneous, the equation (4.2) follows from the fact that the cluster variable
a′k of seed σ′ = µk(σ) is homogeneous. To be more precise, the variable a′k is homogeneous if
and only if the monomials in (4.1) have the same degree. Then we have:∑

Mjk>0

|aj |Mjk = −
∑

Mjk<0

|aj |Mjk,

which is equivalent to (4.2).

For the other direction, by induction, all we need to show is∑
i∈I
|µ∗k(ai)|µk(M)ij = 0, ∀k, j ∈ J. (4.3)

First all, note that µ∗k(ak) has degree:

|µ∗k(ak)| = −|ak|+
1

2

∑
i∈I
|ai||Mik|.
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Then, for j 6= k, we have: (note that Mkk = 0)

2
∑
i∈I
|µ∗k(ai)|µk(M)ij = 2

∑
i 6=k
|ai|µk(M)ij + 2|µ∗k(ak)|µk(M)kj

=
∑
i 6=k
|ai| (2Mij + |Mik|Mkj +Mik|Mkj |)−

(∑
i∈I
|ai||Mik| − 2|ak|

)
Mkj

=
∑
i 6=k
|ai|Mik|Mkj | = |Mkj |

∑
i∈I
|ai|Mik = 0.

For j = k, we have ∑
i∈I
|µ∗k(ai)|µk(M)ik = −

∑
i 6=k
|ai|Mik = 0.

Thus we get the (4.3). ♦

4.3 Dual cluster varieties

Definition 4.3.1. [35] The (Langlands) dual seed of a seed σ is σ∨ := (I, J,−MT ). For the
skew-symmetrizer d of M , fix an integer d such that each di divides d for all i ∈ I . Then
d∨ := {d∨i := d/di} is a skew-symmetrizer of −MT . For a seed σ, denote the torus associated
to the dual seed σ∨ by A∨σ ≡Aσ∨ .

It is not hard to check that

µk(−MT ) = −µk(M)T .

In other words, we have µk(σ)∨ = µk(σ
∨). Therefore, the tori A∨σ assemble to a dual cluster

variety A∨. That is, A∨ = A|σ∨| = A|(σ′)∨| for any σ, σ′ ∈ |σ|.
Definition 4.3.2. The quadruple (A,A∨;d, d) is called a double cluster variety. We write
(A,A∨) for short if is the choice of d and d is clear from context.

Given a seed σ, there is a natural morphism of tori associated to the skew-symmetrizer d:

Ψσ : Aσ →A∨σ : (xi1 , . . . , xi|I|) 7→ (x
di1
i1
, . . . , x

di|I|
i|I|

). (4.4)

On the coordinate algebra, we have the algebra homomorphism

Ψ∗σ : Q[A∨σ ]→ Q[Aσ] : a∨i 7→ adii , i ∈ I.

Since µk(M) is skew-symmetrized by d as well, for any σ′ ∈ |σ|, there is another map of tori:

Ψσ′ : Aσ′ →A∨σ′ : (x′i1 , . . . , x
′
i|I|

) 7→ (x′
di1
i1
, . . . , x′

di|I|
i|I|

).

So for each seed σ′ ∈ |σ|, there is a rational comparison map Ψσ′ : A|σ| →A|σ|.

Note that (A∨,A;d∨, d) is also double cluster variety. Therefore, similar to (4.4), we have
map Ψσ∨ : A∨σ → Aσ. Direct computation shows Ψσ∨ ◦ Ψσ : Aσ → Aσ is the map which
simply raises each coordinate ai to the same power d. The cluster variety A and its dual A∨

therefore play symmetric roles in the double cluster variety (A,A∨;d, d).

In what follows, write ψσ := Ψ tσ, where tropicalization is taken with respect to toric charts
that are positively equivalent to σ and σ∨. We shall discuss the comparison map ψσ = Ψ tσ in
more detail. Let us look at an example first.
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Example 4.3.3. We follow the notation in Example 4.1.5. Since the matrixM is skew-symmetric,
the dual of G2(5) is itself by identifying b∨ij and bij . The skew-symmetrizer d can be chosen as
diag(d, . . . , d) for d ∈ Z+. Then on each seed σ, we have:

Ψσ : Aσ →A∨σ
∼= Aσ s.t. Ψ∗σ(b∨ij) = bdij .

So on the seed σ containing edges (1, 3) and (1, 4), one computes:

Ψ∗σ(b∨35) =
bd13b

d
45 + bd15b

d
34

bd14

(4.5)

On the seed σ′ containing edges (3, 1) and (3, 5), one has:

Ψ∗σ′(b
∨
35) = bd35 =

(
b13b45 + b15b34

b14

)d
. (4.6)

Note that right hand sides of (4.5) and (4.6) are equal after tropicalization:

(
bd13b

d
45 + bd15b

d
34

bd14

)t
= min{dξ13 + dξ45, dξ15 + dξ34} − dξ14 =

(
(b13b45 + b15b34)d

bd14

)t
,

where ξmn = btmn is the tropicalization of bmn.

Next we want to generalize what happened in the previous example. Recall that for posi-
tively equivalent charts θ, θ′ : Gn

m → X onX , the tropical changing of coordinates Idt : (X, θ)t →
(X, θ′)t is defined as (θ′ ◦ θ−1)t : Gn

m → Gn
m.

Proposition 4.3.4. The tropical maps ψσ agree for all σ. More precisely, let σ be a seed, and
µ be a sequence of mutations of σ. Then the following diagram commutes.

(A, σ)t (A, µ(σ))t

(A∨, σ∨)t (A∨, µ(σ∨))t

Idt

ψσ ψµ(σ)

(Id∨)t

Here we abbreviate Id = IdA and Id∨ = IdA∨ .

Proof. In fact, we only need to show the proposition for µ = µk a single mutation. Let σk :=
µk(σ). Let {ai | i ∈ I} be the coordinates on Aσ, and {ai′ | i′ ∈ I ′} be the coordinates on
Aσk . And let {a∨i | i ∈ I} be the coordinates on A∨σ , and {a∨i′ | i′ ∈ I ′} be the coordinates on
A∨σk . On one hand, by definition:

Ψ∗σk(a∨k′) = adkk′ = µ∗k(ak)
dk = a−dkk

 ∏
Mik>0

aMik
i +

∏
Mik<0

a−Mik
i

dk

.
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On the other hand, using the formula for mutation, we get:

Ψ∗σ(a∨k′) = Ψ∗σ(µ∗k(a
∨
k )) = a−dkk Ψ∗σ

 ∏
Mki>0

(a∨i )Mki +
∏

Mki<0

(a∨i )−Mki


= a−dkk

 ∏
Mki>0

adiMki
i +

∏
Mki<0

a−diMki
i


= a−dkk

 ∏
Mik<0

(a−Mik
i )dk +

∏
Mik>0

(aMik
i )dk

 .

Then the tropicalization gives

(Ψσk ◦ µk)
t :


ξ∨k 7→ dk min

{ ∑
Mik<0

−Mikξ
∨
i ,
∑
Mik>0

Mikξ
∨
i

}
− dkξ∨k′ ;

ξ∨i 7→ diξi′ , for i 6= k,

and,

(µk ◦ Ψσ)t :


ξ∨k 7→ min

{ ∑
Mik<0

−dkMikξ
∨
i ,
∑
Mik>0

dkMikξ
∨
i

}
− dkξ∨k′ ;

ξ∨i 7→ diξi′ , for i 6= k.

where {ξi}i∈I is the natural basis of At
σ = Hom(Gm,Aσ), and similarly for A∨σ

t, At
σ′ , and

A∨σ′
t. Thus

(µ ◦ Ψσ)t = (Ψµ(σ) ◦ µ)t. ♦

Note that our tropical map ψσ is in general an injection (but not a bijection) of the lattice
At
σ into the lattice A∨σ

t.

At the end of this section, we would like to extend the cluster variety A with initial seed
σ = (I, J,M) by a split torus H of rank r. Denote Ã = H ×A the extension of A by H .
Any choice of isomorphism of toriH ∼= Gr

m gives an isomorphism of Ã and the cluster variety
A|σ̃| generated by the seed

σ̃ := (I ∪ {1, . . . , r}, J,diag(M, 0)) .

The variety Ã is called a decorated cluster variety, or cluster variety if the decorationH is clear
from the context.

Note that H = X∗(H) ⊗Z Gm and consider the group H∨ = X∗(H) ⊗Z Gm. Then H∨

is the Langlands dual group of H (in a slightly more general sense than was recalled in Section
2.1). Define the (Langlands) dual of Ã as Ã∨ := H∨ ×A∨. Given a double cluster variety
(A,A∨,d, d), choose homomorphisms of tori ΨH : H → H∨ and ΨH

∨
: H∨ → H such that

ΨH
∨◦ΨH simply raises each coordinate to the d power. Then the tuple (Ã, Ã∨,d, d, ΨH , ΨH

∨
)

is a decorated double cluster variety. We often write (Ã, Ã∨) for short.

On each seed of a decorated double cluster variety (Ã, Ã∨), the comparison maps extends:

ΨH × Ψσ : Ãσ → Ã∨σ and ΨH
∨ × Ψσ∨ : Ã∨σ → Ãσ.

Let ψH = (ΨH)t : (H)t → (H∨)t. By Proposition 4.3.4, the maps ψH ×ψσ agree for all seeds
σ in the sense of Proposition 4.3.4.
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4.4 Double Bruhat cells as homogeneous cluster varieties

Let G be a semisimple algebraic group. In this section, we recall how to make Gu,v into a
cluster variety, for any pair (u, v) ∈W ×W . We begin by working with Lu,v. By decomposing
Gu,v = H ×Lu,v, we then get a decorated cluster variety Gu,v by extending Lu,v to H ×Lu,v.

Recall that for i = (i1, . . . , in) ∈ R(u, v) and k ∈ [1, n], we denote

k+ = min{j | j > k, |ij | = |ik|}, k− = max{j | j < k, |ij | = |ik|}, (4.7)

so that k− (resp. k+) is the previous (resp. next) occurrence of an index ±ik in i; for k the
first (resp. last) occurrence of ±ik in i, we set k− = 0 (resp. k+ = n + 1). An index k is
i-exchangeable if k+ ∈ [1,m]. Let e(i) denote the set of all i-exchangeable indices.

Extend the word i ∈ R(u, v) to (i−r, . . . , i−1; i1, . . . , in), where i−r = −r. Let

I = [−r,−1] ∪ [1, n], J = e(i), L := [−r,−1] ∪ e(i).

Construct a I × I matrix M̃ as in [14, Remark 2.4]: For k, l ∈ I , set p = max{k, l} and
q = min{k+, l+}, and let ε(k) be the sign of k. Let

M̃(i)kl =


− ε(k − l)ε(ip) ·A|ik|,|il|, if p < q and ε(ip)ε(iq)(k − l)(k+ − l+) > 0;

− ε(k − l)ε(ip), if p = q;

0, otherwise .

(4.8)

where we recall that A is the Cartan matrix of g. Denote by M(i) := [M̃(i)kl]k,l∈L the L × L
submatrix of M̃(i). Let

di = {d−ir , . . . , d−ir , di1 , . . . , dim}, (4.9)

where the sequence d = {d1, . . . , dr} is the fixed symmetrizer of A. It is easy to see that di is
a skew-symmetrizer of M̃(i). Define the following seeds:

σ̃(i) := (I, J, M̃(i)); σ(i) := (L, J,M(i)),

As before, we fix a positive integer d such that each di divides d.

Recall that for i ∈ R(u, v) and k ∈ [1, n], we denote by

uk =
∏

l=1,...,k
il<0

sil , vk =
∏

l=n,...,k+1
il>0

sil ,

and for k ∈ [−r,−1], denote by uk = e and vk = v−1. Define the generalized minors

∆k(i) := ∆k := ∆ukωik ,vkωik
for k ∈ [−r,−1] ∪ [1, n]. (4.10)

Theorem 4.4.1. [14, Theorem 2.10] For every i ∈ R(u, v), let A|σ(i)| be the cluster variety
generated by the seed σ(i). Then the map given by

ϕ∗i : Q[A|σ(i)|]→ Q[Lu,v] : ak 7→ ∆k, for k ∈ L = [−r,−1] ∪ e(i)

is an isomorphism of algebras. If G is simply connected, the map

ϕ̃∗i : Q[A|σ̃(i)|]→ C[Gu,v], ak 7→ ∆k, for k ∈ I = [−r,−1] ∪ [1, n]

is an isomorphism of algebras.
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Proof. By [14, Eq (2.11)], the set of cluster variables on the chart σ(i) of the double Bruhat cell
Ĝu,v for simply connected Ĝ is {∆k | k ∈ [−r,−1] ∪ [1, n]}. Recall that for x ∈ L̂u,v ⊂ Ĝu,v,
we have ∆uωi,ωi(x) = 1. Thus Theorem 4.4.1 follows from [14, Theorem 2.10] by applying
∆uωi,ωi = 1 and identifying Q[Lu,v] and Q[L̂u,v]. ♦

Remark 4.4.2. Given i ∈ R(u, v), the set of functions {∆k(i) | k ∈ L} is called (initial)
cluster variables for cluster variety Lu,v with initial seed σ(i).

Remark 4.4.3. Note that the twisted minors on Lu,v for i ∈ R(u, v) we introduced in Section
2.7 are exactly the composition of twist map ψu,v with the labeled cluster variables for Lv,u for
the double reduced word iop ∈ R(v, u), where iop = (−im,−im−1, . . . ,−i1).

Since the Weyl groups of G and G∨ are isomorphic, the reduced word i also gives the
reduced double Bruhat cell L∨;u,v for G∨ the structure of a cluster variety. Moreover, we have:

Corollary 4.4.4. Fix (u, v) ∈ W ×W . Let di be as in (4.9) and let d be the integer fixed in
Section 2.1. Then the quadruple (Lu,v, L∨;u,v;di, d) is a double cluster variety.

Proof. What we need to show actually is (Lu,v)∨ ∼= L∨;u,v, where (Lu,v)∨ is the dual cluster
variety of Lu,v. Let (I, J,M∨(i)) be the initial seed of L∨;w0,e. Following the definitions, one
obtains

(L, J,M(i))∨ =
(
L, J,−M(i)T

)
=
(
I, J,M∨(i)

)
. ♦

For a seed σ ∈ |σ(i)|, denote by ΨL
σ : Lu,v → L∨;u,v the comparison map for the double

cluster variety (Lu,v, L∨;u,v). Extending the cluster variety Lu,v by H , we get the decorated
cluster variety Gu,v ∼= H × Lu,v. For any seed σ on Lu,v, the following map gives a positive
chart on Gu,v:

Id×σ : H ×Gn
m → H × Lu,v = Gu,v, (4.11)

which is denoted by σ as well if there is no ambiguity. Combining with ΨH : H → H∨ as in
Proposition 2.1.3, we have the following comparison map on the decorated cluster variety:

Ψσ := ΨH × ΨLσ : Gu,v = H × Lw0,e → G∨;u,v = H∨ × L∨;u,v. (4.12)

The tuple (Gu,v, G∨;u,v,di, d, Ψ
H , ΨH

∨
) is then a decorated double cluster variety.

Next, we would like to give a grading to the the cluster variety Lu,v.

First of all, note that H ×H acts on Q[G] in the natural way: (a1, a2) · f(x) = f(a−1
1 xa2)

for f ∈ Q[G] and (a1, a2) ∈ H×H . Then Q[Gu,v] has a natural P ×P -grading and the P ×P -
homogeneous elements are H ×H-eigenvectors in Q[Gu,v]. Then any generalized minor ∆γ,δ

on G has degree (−γ, δ) by Proposition 2.3.1.

Secondly, split double Bruhat cell Gu,v ∼= H × Lu,v and denote the natural projections by:

pr1 : Gu,v ∼= H × Lu,v → H; pr2 : Gu,v ∼= H × Lu,v → Lu,v.

Proposition 4.4.5. For i ∈ R(u, v), the function ∆k ◦ pr2 for k ∈ [−r,−1] ∪ e(i) on G is
homogeneous of degree (0,−u−1ukωik + vkωik). The function ∆wωi ◦ pr1 is homogeneous of
degree (−wωi, u−1wωi). Thus the cluster variety Lu,v with initial seed σ(i) is P × P -graded.



4.4. DOUBLE BRUHAT CELLS AS HOMOGENEOUS CLUSTER VARIETIES 43

Proof. For y ∈ Gu,v, denote by h = pr1(y) and x = pr2(y). In other words, y = hx. For a ∈
H , it is clear that pr2(a · y) = x. Since B−uB− ·a = B−uB− and UuU ·a = (uau−1) ·UuU ,
for x ∈ Lu,v, we have

x′ := (ua−1u−1) · x · a ∈ Lu,v.

Thus we have pr2(y · a) = x′ since the factorization Gu,v ∼= H × Lu,v is unique. Then we
know:

∆k ◦ pr2(a1 · y · a2) = a
−u−1ukωik+vkωik
2 ∆k ◦ pr2(y).

Thus we conclude that ∆k ◦ pr2 is of degree (0,−u−1ukωik + vkωik). ♦

Remark 4.4.6. Note that on Gu,v, we have for k ∈ [−r,−1] ∪ [1, n]

∆ukωk,vkωik
= ∆ukωik

◦ pr1 ·∆ukωik ,vkωik
◦ pr2,

which also justifies that ∆ukωk,vkωik
has degree (−ukωk, vkωik).

To show that the cluster algebra on Lu,v is homogeneous, we need

Proposition 4.4.7. [42, Lemma 4.22] For any k ∈ J = e(i), we have:∑
ukωikM̃(i)kl = 0,

∑
vkωikM̃(i)kl = 0.

Then what follows is immediate:

Proposition 4.4.8. For i ∈ R(u, v), the P × P -graded cluster variety Lu,v with initial seed
σ(i) is homogeneous. If G is simply connected, the P × P -graded cluster variety Gu,v with
initial seed σ̃(i) is homogeneous.

Proof. By Proposition 4.4.7, we have∑
u−1ukωikM̃(i)kl = 0,

∑
vkωikM̃(i)kl = 0.

Thus
∑

(−u−1ukωik + vkωik)M̃(i)kl = 0. Note −u−1ukωik + vkωik = 0 for k ∈ I \L, since
uk = u and vk = e in this case. Thus we get

∑
(−u−1ukωik + vkωik)M(i)kl = 0. ♦

Next, we show that the twist map is homogeneous:

Proposition 4.4.9. Given a double reduced word i for (u, v), the function Mk ◦ pr2 is homoge-
neous of degree (0,−v−1vkωik + ukωik) for k ∈ [−r,−1] ∪ e(i).

Proof. By the uniqueness of the Gauss decomposition, we have for all g ∈ G0 and h ∈ H:

[hg]+ = [g]+, since hg = [hg]60[hg]+ = h[g]60 · [g]+;

[gh]+ = h−1[g]+h, since gh = [gh]60[gh]+ = [g]60h · h−1[g]+h.

Thus one computes for x ∈ Lu,v and h ∈ H ,

ψu,v(hx) = ψu,v(x); ψu,v(xh) = (vh−1v−1) · ψu,v(x) · h

Thus the twisted minors Mk has degree (0,−v−1vkωik + ukωik). ♦
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4.5 Double Bruhat cells as positive varieties revisited

Recall that we have introduced the positive varieties (B−,ΘB−) and (Lw0,e,ΘL). In this
section, we would like to expand the set ΘB− and ΘL.

For i ∈ R(u, v) and for k ∈ [−r,−1]∪e(i), the factorization parameters tk+’s of xi : Gn
m →

Lu,v are Laurent monomials of twisted minors by Theorem 2.7.3, thus they are homogeneous.
Actually by the H ×H action on G, one can show the degree of tk is

|tk| =


(0,−ukαik), if ik < 0;0,−αik +

∑
l : l>k,il<0

ail,ikαil

 , if ik > 0
(4.13)

by using xi(t)h = hxi(th
−αi) and x−i(t)h = hα∨i (h−αi)x−i(th

−αi) for i ∈ I .

Definition 4.5.1. A toric chart θ : S → X for a irreducible variety X is graded by an ablian
group G if the Q[S] is a G-graded algebra and the natural coordinates on S are homogeneous.
Two toric charts θ1, θ2 : S → X are homogeneous equivalent if both (θ−1

1 ◦θ2)∗ and (θ−1
2 ◦θ1)∗

send natural coordinates to homogeneous elements. Write θ1
h∼ θ2 if θ1 and θ2 are positive and

homogeneous equivalent to each other.

Proposition 4.5.2. Given a positive variety (X,ΘX) with graded toric charts θi : Gn
m → X for

i = 1, 2. Denote by {ai}ni=1 (resp. {bi}ni=1) the natural coordinates for θ1 (resp. θ2). Suppose

θ1
h∼ θ2, then then there exists a unimodular matrix M such that

(|a1|, . . . , |an|) = (|b1|, . . . , |bn|)M,

where |f | is the degree of f .

Proof. Without loss of generality, let assume ai’s are homogeneous positive rational functions
in bi’s. Write ai = fi(b1, . . . , bn). Let C be a linearity chamber for all f ti ’s, which is a chamber
C such that f ti |C’s are all liner. Thus on C, we have

(at1, . . . , a
t
n) = (bt1, . . . , b

t
n)M, (4.14)

where M is the coefficient matrix of f ti |C’s. Since θ1
h∼ θ2, the matrix M is unimodular since it

is an isomorphism of lattice X∗(Gn
m). Note that (4.14) implies the claim we need to show. ♦

For i ∈ R(u, v), we have a toric chart xi : Gn
m → Lu,v. Let Θ(u,v) be set of all charts that

are positive equivalent and homogeneous equivalent as well to xi. Denote by

Θ̃u,v := {σ | σ ∈ |σ(i)| for all i ∈ R(u, v)} ∪ {ψu,v ◦ σ | σ ∈ |σ(i)| for all i ∈ R(v, u)}
∪ {xi, ψu,v ◦ xiop | i(u) ∈ R(u, v)} .

Proposition 4.5.3. For u, v ∈ W , the pair (Lu,v,Θu,v) is a positive variety. Moreover, the set
Θ̃u,v is a subset of Θu,v.

Proof. The positivity of θ ∈ Θ̃L is clear. The homogeneity of θ follows from that the cluster
variety Lw0,e is homogeneous and all the transition maps in Section 2.5 are homogeneous. ♦
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Remark 4.5.4. Recall for any u ≺ w ∈ W , we have open embeddings ξi(u) : Gn
m → Le,w and

ξi(u) : Gm
m → Lw

−1,e by Proposition 3.5.2. For w = w0, the following set is a subset of Θw0,e

as well: {
ξi(u), ψe,w0 ◦ ξi(u) | u ∈W, i(u) ∈ R(u, uw0)

}
.

Definition 4.5.5. (Notation) In the rest of the paper, denote by ΘU := Θe,w0 and ΘB− :=
ΘH ×Θw0,e.

To achieve different properties, we normally have different preferred charts. Then the posi-
tivity and homogeneity will help us to transfer the properties in charts that are more accessible
to the problem to the preferred charts.





5 | Preliminaries on Poisson-Lie
Groups

First introduced by Drinfel’d [29] as semi-classical limits of quantum groups, a Poisson-
Lie group is a group object in the category of Poisson varieties. A another motivation for the
introduction of Poisson-Lie groups was the study of integrable systems associated to infinite-
dimensional Lie algebras, see Semenov-Tian-Shansky[80]. Most of the material in this chapter
is based on [31, 75].

5.1 Poisson-Lie groups

Definition 5.1.1. A Poisson-Lie group is a Lie group G endowed with a multiplicative Poisson
structure πG, i.e., the group multiplication G×G→ G is a Poisson map, where G×G has the
product Poisson structures.

Example 5.1.2. [64, Example 2.1] For G = SL2, we can define a family of Poisson structure
on G parametrized by d ∈ C

{x12, x11} =
d

2
x11x12, {x21, x11} =

d

2
x11x21, {x22, x11} = dx12x21,

{x12, x21} = 0, {x22, x12} =
d

2
x12x22, {x22, x21} =

d

2
x21x22,

where xij is the (i, j) entry of a matrix x ∈ SL2. Denote by SL
(d)
2 the Poisson-Lie group with

the Poisson structure defined above.

Example 5.1.3. Recall that a bivector r ∈ g ⊗ g is called classical r-matrix for g if r + r21 ∈
S2(g)g and r satisfies the classical Yang-Baxter equation:

[r12, r13] + [r12, r23] + [r13, r23] = 0.

For any r-matrix r ∈ g⊗ g, the following bivector field πG on G defined by

πG := rλ − rρ

is Poisson and (G, πG) is a Poisson-Lie group, where rλ (resp. rρ) is the left (resp. right)
invariant 2-tensor fields on G.

Note that the bivector field πG necessarily vanishes at the group identity e and therefore
leading to a linear Poisson structure on TeG = g, hence a Lie bracket [·, ·]g∗ on the dual vector

47
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space g∗. Moreover, the tuple (g, [·, ·]g, [·, ·]g∗) is a Lie bialgebra, i.e., the transpose δ : g→ ∧2g
of [·, ·]g∗ : ∧2 g∗ → g∗ is a Lie algebra 1-cocycle. Then the tuple (g∗, [·, ·]g∗ , [·, ·]g) is a Lie
bialgebra as well, which is called the dual Lie bialgebra of (g, [·, ·]g, [·, ·]g∗).

Denote by G∗ the simply connected Lie group with the Lie algebra (g∗, [·, ·]g∗). Then by
the theory of Poisson-Lie groups, there exists a unique Poisson structure πG∗ on G∗ such that
(G∗, πG∗) is a Poisson-Lie group with Lie bialgebra (g∗, [·, ·]g∗ , [·, ·]g). In the rest, we say two
Poisson-Lie groups are dual to each other if their Lie bialgebras are dual to each other.

As an application of the previous example, letG be a semisimple Lie group over C with Lie
algebra g with a fixed bilinear form (·, ·) as in Section 2.1. For positive roots α ∈ R+, choose
root vectors Eα ∈ gα and Fα ∈ g−α so that (Eα, Fα) = 1. Let Xi be an orthonormal basis for
h under the fixed bilinear form. Then the following 2-tensor is called the classical r-matrix

rG :=
1

2

∑
i∈I

Xi ⊗Xi +
∑
α∈R+

Eα ⊗ Fα.

Note that the Borel subgroups B and B− are Poisson-Lie subgroups of G. Recall that we have
the symmetrizer d for the Cartan matrix A for g and the canonical homomorphism φi : SL2 →
G. Then the Poisson structure πG is the unique the Poisson structure such that φi : SL

(di)
2 → G

is Poisson.

In this case, the simply connected dual Poisson-Lie group ofG is the Lie subgroup ofG×G

G∗ = {(b, b−) ∈ B ×B− | [b]0[b−]0 = 1} ⊂ G×G (5.1)

with the Poisson bracket described by

Proposition 5.1.4. , For f ∈ C[B] and g ∈ C[B−], denote f1 := f ◦ pr1 ∈ C[G∗] and
g2 := g ◦ pr2 ∈ C[G∗], where pr1 : G∗ → B and pr2 : G∗ → B− are the natural projections.
Then the projections pr1 and pr2 are anti-Poisson and the mixed bracket is given by

{f1, g2}G∗ =
1

2

∑
i∈I

(Xi · f)1(Xi · g)2 − (f ·Xi)1(g ·Xi)2

+
∑
α∈R+

(Eα · f)1(Fα · g)2 − (f · Eα)1(g · Fα)2.

5.2 Log-canonical coordinates and twist maps

In this section, we recall the symplectic leaves of the Poisson-Lie group (G, πG) for semisim-
ple Lie group G and describe the log-canonical coordinates for it. Most of the material is based
on [42, 64].

For w ∈ W and h ∈ H , denote by hw := w−1hw. For u, v ∈ W , let Hu,v be the subtorus
of H formed by (hu)−1hv for h ∈ H .

On double Bruhat cell Gu,v, we introduce the following maps

pu : BuB → H : g → h, if g has form n1uhn2 for ni ∈ U ;

qv : B−vB− → H : g → h, if g has form n1vhn2 for ni ∈ U−.

Note that in the factorization g = n1uhn2, h is unique even through that ni is not.
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Proposition 5.2.1. The symplectic leaves of πG in G are the connected components of the set:{
g ∈ Gu,v

∣∣ pu(g) · qv(g) ∈ hHu,v
}

for some u, v ∈W and h ∈ H , which has dimension `(u) + `(v) + dimHu,v.

Assume that G is simply connected, denote by I(u, v) the set of all indices i such that
uωi = vωi = ωi, where ωi is the fundamental weight of G. Then

Theorem 5.2.2. [64, Theorem 2.3] For G simply connected, the following set:

Su,v :=
{
x ∈ Gu,v

∣∣ [u−1x]0 · ([xv−1]0)v ∈ Hu,v, [u−1x]ωi0 = 1∀i ∈ I(u, v)
}
.

is a symplectic leaf in G. Every symplectic leaf in G is of the form Su,v · h for some u, v ∈ W
and h ∈ H .

Next we would like to describe a log-canonical coordinates on G. First of all, we have

Theorem 5.2.3. [42, Theorem 3.1] The double Bruhat cell Gu,v is a Poisson submanifold of
(G, πG). The twist map ξu,v : Gu,v → Gu

−1,v−1
defined in 2.6.1 is an anti-Poisson map.

Assume that G is simply connected. Recall that on the Gu,v, for each i ∈ R(u, v), we have
a collection of cluster variables ∆k := ∆k(i) for k ∈ [−r,−1] ∪ [1, n]. Together with the [64,
Theorem 2.6], we have

Theorem 5.2.4. [42, Corollary 4.12] On the double Bruhat cell Gu,v, the standard Poisson
bracket between generalized minors is given by

{∆k,∆l} =
1

2
((ukωik , ulωil)− (vkωik , vlωil)) ∆k∆l

for k < l ∈ [−r,−1] ∪ [1, n].

Recall that by assuming thatG is simply connected, we knowGu,v is a homogeneous cluster
variety. Define a skew-symmetric paring 〈·, ·〉 by requiring

2〈|∆k|, |∆l|〉 := ((ukωik , ulωil)− (vkωik , vlωil)) , if k < l.

Then we have the following corollary:

Corollary 5.2.5. For i ∈ R(u, v), denote by zi’s the cluster variables for seed σ ∈ |σ(i)|, the
standard Poisson bracket {zk, zl} is given by

{zk, zl} = 〈|zk|, |zl|〉zkzl.

Proof. Let f and g be monomials in {∆i}, thus direct computation shows:

{f, g} = 〈|f |, |g|〉fg.

Now suppose that f =
∑
fi and g =

∑
gi are homogeneous Laurent polynomials in {∆i},

which means that |f | = |f1| = · · · = |fm| and |g| = |g1| = · · · = |gn|. Thus by the previous
computation, we have:

{f, g} =
∑
i,j

{fi, gi} =
∑
i,j

〈|fi|, |gj |〉figj

=
∑
i,j

〈|f |, |g|〉figj = 〈|f |, |g|〉
∑
i,j

figj

= 〈|f |, |g|〉fg.

Then by Laurent phenomenon and homogeneity of zi, we get the conclusion. ♦
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5.3 Poisson involutions

In this section, we shall talk about Poisson involutions on a Poisson variety and its fix
locus. As an application, we discuss holomorphic Poisson structures and their real forms. Most
material can be fond in [86].

Definition 5.3.1. A Poisson involution on a Poisson variety (X,π) is a Poisson diffeomorphism
τ : X → X such that τ2 = Id.

Proposition 5.3.2. [86, Proposition 4.2] Let Xτ be the stable locus of a Poisson involution
τ : X → X . Assume that the Poisson tensor π on P is π =

∑
iAi ∧ Bi, where Ai and Bi are

vector fields on X . Then the tensor πτ :=
∑
A+
i ∧B

+
i

∣∣∣
Xτ

is a Poisson tensor on Xτ , where

A+ =
1

2
(A+ τ∗A)

for any vector field A on X .

Without using local coordinates, the Poisson tensor πτ can be defined as follows. For any
p ∈ Xτ , decompose TpX as TpX = (TpX)τ + (TpX)−τ , where

(TpX)τ = {v ∈ TpX | τ(v) = v}, (TpX)−τ = {v ∈ TpX | τ(v) = −v}.

Then we know π can be write as π(p) = π+(p) + π±(p) + π−(p), where

π+(p) ∈ ∧2(TpX)τ , π±(p) ∈ (TpX)τ ⊗ (TpX)−τ , π−(p) ∈ ∧2(TpX)−τ .

Then πτ (p) := π+(p).

Example 5.3.3. Let G = SLn with the standard r-matrix rG. Let (b, b−) ∈ G∗ ⊂ B × B− be
an element in its Poisson-Lie dual. Let τ be the following involution on G∗:

T : G∗ → G∗ : (b, b−) 7→ (bT−, b
T ).

Thus the fix locus of T is U , i.e., upper triangular matrices with all diagonal entries equal to 1.
For n = 3, the Poisson structure induced as in Proposition 5.3.2 can be described as

{x, y} = xy − 2z; {y, z} = yz − 2x; {z, x} = zx− 2y, where u =

1 x y
0 1 z
0 0 1

 ∈ U+.

This Poisson structure was also obtained independently by [27] and by [82] in the general case
in connection with the study of Frobenius manifolds. In [23], Boalch also realized that this
Poisson structure on U coincides with the induced Poisson structure on G∗.

Next we would like to talk about the real forms of holomorphic Poisson structures. Let
(X,π) be a complex manifold with holomorphic Poisson structure π ∈ ∧2(T 1,0X). Denote by

i :=
√
−1.

Let π = πR + iπI be the decomposition of π into real and imaginary parts; it is well-known
that πR, πI ∈ Γ(∧2(TX)) are (real) Poisson bivectors.



5.3. POISSON INVOLUTIONS 51

Definition 5.3.4. Let X be a complex manifold with holomorphic Poisson structure π. A real
form of (X,π) is an anti-holomorphic involution τ : X → X ofX , which satisfies τ(πR) = πR.

Remark 5.3.5. Equivalently, τ(πR) = πR if and only if τ(πI) = −πI . Extending τ conjugate-
linearly to TX ⊗ C, this is equivalent to the condition τ(π) = π.

Let Y be a (real) open submanifold of the fixed locus of τ . For any p ∈ Y , decompose TpX
as TpX = (TpX)τ + (TpX)−τ , where

(TpX)τ = {v ∈ TpX | τ(v) = v}, (TpX)−τ = {v ∈ TpX | τ(v) = −v}.

As shown in [86], πR can be decomposed as πR(p) = πτR(p) + π−τR (p), where

πτR(p) ∈ Λ2(TpX)τ , π−τR (p) ∈ Λ2(TpX)−τ .

Lemma 5.3.6 ([86]). Using the notation above, πτR is a Poisson bivector on Y ⊂ Xτ .

Example 5.3.7. Consider any holomorphic Poisson structure π =
∑

i,j πij(z)∂zi ∧ ∂zj on Cn,
where πij(z) are holomorphic functions. Let τ be the anti-holomorphic involution of Cn given
by τ(z) = z. Then the set of fixed points of τ is Y = Rn ⊂ Cn. Thus τ(πR) = πR if and only
if πij(z) = πij(z). Write ∂zi = 1/2(∂xi − i∂yi), and direct calculation shows

πτR =
1

4

∑
i,j

πij(x)∂xi ∧ ∂xj . (5.2)

Lemma 5.3.8. Let X be a complex manifold with holomorphic Poisson structure π. Let τ be
real form of (X,π) and Y be a (real) open submanifold of Xτ . Then we have

{f1|Y , f2|Y }πτR =
1

4
{f1, f2}π|Y ,

where the fi are holomorphic functions on an open subset U ⊂ X satisfying fi(τ(z)) = fi(z).

Proof. We only need to show the lemma in a neighborhood of each fixed point of τ . Choose
holomorphic local coordinates z1, . . . , zn such that τ is given by τ(z) = z. Then in these
coordinates, the fi satisfy fi(z) = fi(z). Set zj = xj + iyj and let x = (x1, . . . , xn) and
y = (y1, . . . , yn). Write fi(z) = ui(x, y) + ivi(x, y), where ui, vi ∈ C∞(X) are smooth real-
valued functions on X . Since fi(z) = fi(z), we know ui(x, y) = ui(x,−y) and vi(x, y) =
−vi(x,−y). Thus ∂yjui|y=0 = 0. Then by the Cauchy-Riemann equations, we have(

∂zjfi(z)
)∣∣∣
Y

=
1

2

(
∂xjui + ∂yjvi − i∂yjui + i∂xjvi

)∣∣∣
y=0

=
1

2

(
∂xjui + ∂yjvi

)∣∣∣∣
y=0

= ∂xjfi(x)

By Equation (5.2), we get the conclusion. ♦

Proposition 5.3.9. Let X = (C×)n with holomorphic Poisson bivector π and τ be a real form
of X . Let f1, f2 be holomorphic functions on an open subset U ⊂ X . Then

{f1|Y , f2|Y }πτR =
1

4
{f1, f2}π|Y .
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Proof. Let τ = τ ◦ (·) and gi := fi + fi ◦ τ and hi := fi − fi ◦ τ . Note that fi(z) = fi(z).
Then gi and ihi satisfy the condition from Lemma 5.3.8:

gi(τ(z)) = gi(z), ihi(τ(z)) = ihi(z).

We then compute 4{f1|Y , f2|Y }πτR by

{g1|Y + h1|Y , g2|Y + h2|Y }πτR
=
(
{g1|Y , g2|Y }πτR − i{g1|Y , ih2|Y }πτR − i{ih1|Y , g2|Y }πτR − {ih1|Y , ih2|Y }πτR

)
=

1

4

(
{g1, g2}π|Y − i{g1, ih2}π|Y − i{ih1, g2}π|Y − {ih1, ih2}π|Y

)
=

1

4
{g1 + h1, g2 + h2}π|Y = {f1, f2}π|Y . ♦

At the end, let us discuss when we have two involutions:

Proposition 5.3.10. Let (X,π) be a complex Poisson variety with a holomorphic Poisson invo-
lution τ1 and a real form τ2. Suppose that τ1 ◦ τ2 = τ2 ◦ τ1, then τ2 is a real from of (Xτ1 , πτ1).

Proof. Since τ1 ◦ τ2 = τ2 ◦ τ1, τ2 restrict to an anti-holomorphic involution on Xτ1 . We
need to show τ2 is a Poisson map on Xτ1 . For any p ∈ Xτ1 , decompose TpX as TpX =
(TpX)τ1 + (TpX)−τ1 , where

(TpX)τ1 = {v ∈ TpX | τ1(v) = v}, (TpX)−τ1 = {v ∈ TpX | τ1(v) = −v}.

Since τ1 ◦ τ2 = τ2 ◦ τ1, we know τ2(TpX)τ1 ⊂ (TpX)τ1 and τ2(TpX)−τ1 ⊂ (TpX)−τ1 . Recall
π can be write as π(p) = π+(p) + π±(p) + π−(p), where

π+(p) ∈ ∧2(TpX)τ1 , π±(p) ∈ (TpX)τ1 ⊗ (TpX)−τ1 , π−(p) ∈ ∧2(TpX)−τ1 .

Then πτ (p) = π+(p). Thus we know that τ2(πτ1) = πτ1 . ♦

5.4 Ginzburg-Weinstein isomorphisms

In this section, we discuss a special Poisson isomorphism, which is the so-called Ginzburg-
Weinstein (GW) isomorphism arising from Poisson-Lie theory.

First of all, we recall what is real forms of complex Poisson-Lie groups.

Definition 5.4.1. Let (G, πG) be a connected complex Poisson Lie group, i.e., a complex Lie
group G together with a multiplicative holomorphic Poisson structure πG. A real form of
(G, πG) is an anti-holomorphic involution τ on G such that τ is a group automorphism of
G and τ(πG) = πG.

Proposition 5.4.2. For any real form τ of a connected complex Poisson Lie group (G, πG), the
pair (Gτ , 4(πG)τR) is a real Poisson-Lie group.

Let G be a semisimple complex Lie group with the standard Poisson-Lie structure πG. Let
(G∗, πG∗) be the Poisson-Lie dual. Denote by K the compact real form of G and G ∼= AU−K
its Iwasawa decomposition. Then:
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Theorem 5.4.3. The involution τ := τ ◦ (·) : G∗ → G∗ is a real form of (G∗, iπG∗), where

τ : (b, b−) 7→
(
b−T− , b−T

)
.

The map pr2 : (G∗)τ → B− is an isomorphism to its image, and Im(pr2 |(G∗)τ ) = K∗ := AU−.

In the rest, write πK∗ := (pr2)∗(4(iπG∗)
τ
R). Thus we have a Poisson-Lie group (K∗, πK∗).

Next we recall the natural K actions on k∗ and K∗. Denote by T = K ∩H . We make the
standard identifications

X∗(H)⊗Z R = it∗, X∗(H)⊗Z C = h∗, X∗(H)⊗Z C = h.

The positive Weyl chamber t∗+ ⊂ k∗ is

t∗+ = {ξ ∈ t∗ | 〈iξ, α∨i 〉 > 0, ∀i = 1, . . . , r}.

Recall that the coadjoint action of K on k∗ is defined in terms of the adjoint action by the
equation

〈Ad∗k ξ, x〉 = 〈ξ,Adk−1 x〉, k ∈ K, ξ ∈ k∗, and x ∈ k.

The Lie-Poisson structure πk∗ is preserved by coadjoint action, and the symplectic leaves of
πk∗ are the coadjoint orbits. The action of K on K∗ is the so-called dressing action, which is
defined by re-factorizing kb ∈ G according to the Iwasawa decomposition G = AU−K for
k ∈ K and b ∈ K∗. If

kb = b′k′ ∈ AU−K, k, k′ ∈ K, b, b′ ∈ K∗ = AU−,

then the dressing action of k on b is defined as kb = b′. The symplectic leaves of πK∗ are the
dressing orbits, which are the joint level sets of the Casimir functions [75],

Ci(b)
2 := Tr (ρi (bb∗)) , b ∈ K∗, (5.3)

where ρi is the fundamental representation ofGwith highest weight ωi ∈ P+. The map ϕ : b 7→
bb∗ is a diffeomorphism of K∗ onto the set S = {g ∈ G | g∗ = g}.

There is a family of diffeomorphisms Fs : k∗ → K∗ parameterized by s 6= 0 [34]. Let
ψ : k∗ → k be the K-equivariant isomorphism given by the fixed bilinear form on g. Then,

Fs : k∗
ψ−−−→ k

exp(2s
√
−1·)

−−−−−−−−→ S
ϕ−1

−−→ K∗ = AU−. (5.4)

The map Fs is equivariant with respect to the coadjoint and dressing actions of K. Let
Oξ be the coadjoint orbit through ξ ∈ t∗+. Denote by Dsξ the dressing orbit through Fs(ξ) =
exp

(
−s
√
−1ψ(ξ)

)
. Since Fs is K-equivariant, Fs(Oξ) = Dsξ.

However, F1 is not a Poisson map. But the following theorem address

Theorem 5.4.4. [43] There exists a Poisson diffeomorphism from Poisson manifold (k∗, πk∗) to
(K∗, πK∗).
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Such Poisson isomorphisms are called Ginzburg-Weinstein isomorphisms/diffeomorphisms.
Such maps is denoted by GWs through out the paper. Note that k∗ is abelian, whereas K∗ is
not, so Ginzburg-Weinstein diffeomorphisms can not be group homomorphisms, and k∗ andK∗

can not be isomorphic as Poisson-Lie groups.

In particular, for each s 6= 0 the map GWs restricts to a symplectomorphism between the
coadjoint orbit Oξ ⊂ k∗ and the dressing orbit Dsξ ⊂ K∗. Therefore, we may study Dsξ for
arbitrary s ∈ R× instead of Oξ.

There are several proofs of the Ginzburg-Weinstein Theorem in the literature: the orig-
inal proof [43] is an existence proof using a cohomology calculation, the proof in [1] gives
Ginzburg-Weinstein diffeomorphisms as flows of certain Moser vector fields, the proof in [30]
is by integration of a non-linear PDE of a classical dynamical r-matrix, and the proof in [23]
uses the Stokes data of an ODE on a disc with an irregular singular point in the center.

Example 5.4.5. For G = SL2, by identifing su(2)∗ with Hermitian 2× 2 matrices

A =

[
x z
z −x

]
, where x ∈ R, z ∈ C.

The following map is a Ginzburg-Weinstein diffeomorphism

GW(A) =

[
ex/2 eiθ

√
er + e−r − ex − e−x

0 e−x/2

]
,

where r =
√
x2 + |z|2, z = ρeiθ.

5.5 More involutions on SLn(C)∗

In this section, we would like to consider more involutions on G∗ = SLn(C)∗. Not like the
real form of G∗, the fix locus we get is a Poisson variety, rather than a Poisson-Lie group. At
the end of this section, we explain why we want to consider these involutions.

Recall on SLn(C)∗ in Example 5.3.3, we have the following Poisson involution

T : (b−, b) 7→ (bT , bT−).

Denote by

Pn =

 1

. .
.

1

 , P =

[
0 Pn
−Pn 0

]
; J =

[
0 In
−In 0

]

And we introduce the following Poisson involution on SL2n(C)∗:

τ1 : P : (b−, b)→ (Pb−T− P, Pb−TP ).

Recall that we have a real form τ on G∗, it easy to check that τ commutes with T and P.
By Proposition 5.3.10, τ give rise to real forms on (G∗)T and (G∗)P respectively. The identity
component of fix locus of T can be identified with U via pr1. and the real form on U is

U → U : u 7→ u−1.
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Let us explain why we care about these involutions. From the Stokes phenomenon in [23],
there is a local GW isomorphism for G = SLn(C):

S : g ∼= g∗ → G∗,

which intertwines the involution ρ1 on g and T on G∗, involution ρ2 on g and P on G∗, and the
involution ρ3 on g and τ on G∗, where

ρ1 : g→ g : a→ −aT ; ρ2 : g→ g : a→ −J−1aTJ.

ρ3 : g→ g : a→ −aT .

Note that ρ3 commutes ρ1 and ρ2. Thus taking the intersection of fix points of involutions ρ1

and ρ3 (resp. ρ2 and ρ3) on g and the intersection of fix points of involutions T and τ (resp. P
and τ ) of SL∗n and restricting the map S, we get a (globe) Poisson isomorphism:

son(R)→ U τ1 ; spn(R)→ (B−)P

Note that U τ1 and (B−)P are just Poisson spaces, rather than a Poisson-Lie group. These give
us a different view of GW isomorphism in the classical type.





6 | Tensor Multiplicities via Potential

6.1 Overview

The goal of this chapter is to continue and, to some extent, complete the “multiplicity ge-
ometrization” program, originated in [15, 16, 20, 18, 21]. Then by using our geometric mul-
tiplicities, one can recover all known and obtain many new formulas for such classical multi-
plicities as tensor product multiplicities, weight multiplicities, etc emerging in representation of
complex reductive groups.

In our approach, a geometric multiplicity is a positive variety with potential fibered over the
Cartan subgroup H of a reductive group G and additionally fibered over some extra split torus
S. They form a category, which we denote it by MultG (see Definition 6.3.1 for more details).

Theorem 6.1.1 (Theorem 6.3.5). The category MultG is a non-strict unitless monoidal cate-
gory with product M1 ? M2 given by

M1 ? M2 := M1 ×M2 × U.

(Here U is the maximal unipotent subgroup of G normalized by H .)

The associator for MultG is extremely non-trivial. We construct it via embedding MultG
into the monoidal category of decorated U ×U -bicrystals, see Section 6.3. In fact, even though
the category MultG has no unit, it has a natural tropicalization functor T (see Proposition
3.2.5) to what we call affine tropical varieties (see Definition 3.1.1). The latter category is an
“honest” monoidal category with the natural unit 0 (thus, in what follows, we will ignore this
minor deficiency of MultG).

Using this tropicalization functor T, we can recover many interesting representation of the
Langlands dual groupG∨ ofG and various multiplicities in them out of geometric multiplicities
over G as follows.

First, to any M ∈ MultG we assign an affine tropical variety M t := T(M) fibered over
the dominant coweight monoid P∨+ of G. Then assign a G∨-module V(M) to M via

V(M) =
⊕

λ∨∈P∨+

C[M t
λ∨ ]⊗ Vλ∨ ,

where M t
λ∨ is the tropical fiber over λ∨, C[·] is the linearization of the set, and Vλ∨ is the

irreducible representation of G∨ with highest weight λ∨ (thus we passed from the geometric
multiplicities to the algebraic ones).

This chapter is based on a joint work [17] with A. Berenstein.

57
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Theorem 6.1.2 (Theorem 6.4.1). The assignmentsM 7→ V(M) define a monoidal functor from
MultG to ModG∨ , the category of locally finite G∨-modules.

Note that a geometric multiplicity is a additionally fiber over a split torus. This structure is
introduced to resolve the problem of possibly having infinite multiplicities, which, in particular,
happens for the module V(H ?H) = V(H)⊗ V(H) because

V(H) =
⊕

λ∨∈P∨+

Vλ∨ . (6.1)

We define the multiplication in MultG in such a way that if Mi is additionally fibered over Si
for i = 1, 2, then M1 ? M2 is additionally fibered over S1 × S2 ×H . This fixes the issue with
H ? H because now it is fibered over H3. And the finiteness of the multiplicities is restored as
follows. Given a geometric multiplicity M additionally fibered over S, its tropicalization M t is
naturally fibered over the direct product of P∨+ and cocharacter lattice X∗(S) := Hom(Gm, S)
so that for every cocharacter ξ ∈ X∗(S) we define Vξ(M) by

Vξ(M) :=
⊕
λ∈P∨+

C[M t
λ∨,ξ]⊗ Vλ∨ .

Theorem 6.1.3 (Theorem 6.4.2). Given geometric multiplicities Mi additionally fibered over
Si for i = 1, 2, one has the following natural isomorphism of G∨-modules

Vξ1,ξ2,λ∨,ν∨(M1 ? M2) ∼= Iλ∨ (Vξ1(M1))⊗ Iν∨ (Vξ2(M2)) , (6.2)

where Iµ∨(V ) denotes the µ∨-th isotypic component of a G∨-module V .

This indeed fixes the “infinite multiplicity” issue for V(H ?H) since (6.2) boils down to an
isomorphism

Vλ∨,ν∨(H ?H) ∼= Vλ∨ ⊗ Vν∨ .

In turn, by applying this argument repeatedly to the geometric multiplicities:

H?n := H ? · · · ? H︸ ︷︷ ︸
n

,

we get an isomorphism of G∨-modules

Vλ∨1 ,...,λ∨n (H?n) ∼= Vλ∨1 ⊗ · · · ⊗ Vλ∨n , ∀λ∨1 , . . . , λ∨n ∈ P∨+ , n > 2.

Thus the geometric multiplicities H?n (fibered over Hn+1) compute all tensor product multi-
plicities cµ

∨

λ∨1 ,...,λ
∨
n

:= dim HomG∨(Vµ∨ , Vλ∨1 ⊗ · · · ⊗ Vλ∨n ).

Remark 6.1.4. Our construction of H?n bears resemblance with the approach by Goncharov-
Shen in [44, 45]. In particular, they related their configuration space Conf(An+1,B) to geo-
metric crystals in [44, Appendix B] and [45, Section 7.1].
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6.2 The model space M (2)

In this section, we describe a “trivialization” of G(2) and extend it to G(n), where we recall
that the group G itself is a (U × U, χst)-bicrystal and G(n) := G ∗ · · · ∗ G is the convolution
product of n-copies of G’s. Also denote by M (n) := Un−1 ×Hn for n > 2.

Recall to any (U×U, χst)-bicrystal (X,p,Φ), the central charge of (X,p,Φ) is the U×U -
invariant function:

∆X(x) := Φ(x)− ΦBK(p(x)),∀x ∈ X.

Thus on G(n), we have the central charge

∆n(g1, . . . , gn) :=
∑

ΦBK(gi)− ΦBK(g1 · · · gn).

Define a rational map π on G(2) as

π : G(2) → U : (g1, g2) 7→ v1u2, where g1 = u1h1w0v1, g2 = u2h2w0v2. (6.3)

Proposition 6.2.1. [16, Proposition 2.42] The map F defined as follows is a birational isomor-
phism of varieties:

F : G(2) →M (2) ×H G : (g1, g2) 7→ (π(g1, g2), hw(g1), hw(g2); g1g2) , (6.4)

where the fiber product M (2) ×H G = (U ×H2)×H G is over

hw2 : (u, h1, h2) 7→ hw(w0uw0)h1h2, and hw: g 7→ hw(g).

Since F is an U × U -invariant isomorphism, we get an isomorphism of affine varieties

F : U \G(2)/U →M (2). (6.5)

Thus the central charge ∆2 on G(2) descends to a function on M (2):

∆2 := ∆2 ◦ F
−1
. (6.6)

The following corollary is clear:

Corollary 6.2.2. The map F defined by (6.4) is an isomorphism of varieties with potential:

F :
(
G(2),ΦG(2)

)
→
(
M (2) ×H G,∆2 + ΦBK

)
.

From now on, we refer to (6.4) as a trivialization of G(2).

Note that by the usage of (6.4), for each vertex a of associahedron Kn for any n > 3, one
can get a trivialization Fa : G(n) →M (n) ×H G. For example, in case of n = 3, we have

F12,3 : (G∗G)∗G F×Id−−−→
(
M (2) ×H G

)
∗G Id×F−−−→M (2)×H

(
M (2) ×H G

)
∼−→M (3)×HG,

and

F1,23 : G∗ (G∗G)
Id×F−−−→ G∗

(
G×H M (2)

)
F×Id−−−→

(
G×H M (2)

)
×HM (2) ∼−→M (3)×HG,
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where the fiber product M (3) ×H G = (U2 ×H3)×H G is over

hw3 : (u1, u2, h1, h2, h3) 7→ hw(w0u1w0) hw(w0u2w0)h1h2h3, and hw: g 7→ hw(g).

Hence we get the a non-trivial automorphism of U × U -varieties

F1,23 ◦ F−1
12,3 : M (3) ×H G

∼−→M (3) ×H G.

Denote by prM(3) and prG the natural projection of M (3) ×H G to M (3) and G respectively.
Then we see immediately that prG ◦F1,23◦F−1

12,3(m, g) = g. Note thatF12,3 andF1,23 areU×U -
equivariant, thus they descents to maps F 1,23 and F 12,3 on the quotient space respectively. By
Proposition 3.4.7, we have the following birational isomorphism:

ιM(3) : M (3) →M (3) ×H U \G/U : m 7→ (m,U hw3(m)w0U) .

Assembling all these components, we get:

Ψ: M (3)
ι
M(3)−−−→M (3)×HU \G/U

F
−1
12,3−−−→ U \G(3)/U

F 1,23−−−→M (3)×HU \G/U
pr
M(3)−−−−→M (3).

Proposition 6.2.3. The map Ψ defined above is an automorphism of variety U2 ×H3:

Ψ = prM(3) ◦F 1,23 ◦ F
−1
12,3 ◦ ιM(3) : U2 ×H3 → U2 ×H3.

Example 6.2.4. Here we work out the example of the map Ψ for G = GL2. Write

xi :=

[
ai 0
bi ci

]
as coordinates for B−. Suppose that bi ∈ Gm, then we have[

ai 0
bi ci

]
=

[
1

ai
bi

0 1

][aici
bi

0

0 bi

] [
0 −1
1 0

][
1

ci
bi

0 1

]
.

Note the map F12,3 restrict to (B− ×B−)×B−
∼−→M (3) ×H B−, which sends (x1, x2, x3) to1

1

X12b1b2
0 1

 ,
1

X12

b3Y
0 1

 ,[a1c1

b1
0

0 b1

]
,

[a2c2

b2
0

0 b2

]
,

[a3c3

b3
0

0 b3

]
, x1x2x3

 ,

where X−1
ij = biaj + cibj and Y −1 = b1a2a3 + c1b2a3 + c1c2b3.

For elements in M (3) ×H B−, we use coordinates as follows([
1 u1

0 1

]
,

[
1 u2

0 1

]
,

[
e1 0
0 f1

]
,

[
e2 0
0 f2

]
,

[
e3 0
0 f3

]
,

[
p 0

u1u2
∏
fi p−1

∏
ei
∏
fi

])
as coordinates. Thus the inverse map of F12,3 is given by

c3 =
u1e3 + p−1f3

∏
ei

u1u2
; a3 = e3f3c

−1
3 ; b3 = f3;

c2 =
e2

u1
(1 + p−1e1f2a3); a2 = e2f2c

−1
2 ; b2 = f2;

a1 =
e1

u1
(1 + pe−1

1 f−1
2 a−1

3 ); c1 = e1f1a
−1
1 ; b1 = f1.
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Then applying F1,23, we get[1
e2

u1f2
+ u2

0 1

]
,

1
u1u2f2

u−1
1 e2 + f2u2

0 1

 , [e1 0
0 f1

]
,

[
e2 0
0 f2

]
,

[
e3 0
0 f3

]
, x1x2x3

 .

Thus the map Ψ is the map sending

(u1, u2, ei, fi) 7→
(

e2

u1f2
+ u2,

u1u2f2

u−1
1 e2 + f2u2

, ei, fi

)
.

6.3 Geometric multiplicities

Now let us define the category MultH of geometric multiplicities for any abelian reductive
group H .

Definition 6.3.1. For any abelian reductive group H , the category MultH of geometric multi-
plicities is:

• The object in MultH is a quadruple M = (M,ΦM ,hwM , πM ), which consists of an
irreducible affine variety M with potential ΦM , a rational map hwM : M → H and a
rational map πM : M → SM from M to a split torus SM ;

• A morphism f : M →N is a triple of rational maps f1 : M → N , and f2 : H → H and
f3 : SM → SN s.t. hwN ◦f1 = f2 ◦ hwM and πN ◦ f1 = f3 ◦ πM .

If moreover that the abelian reductive group H is the Cartan subgroup of certain reductive
group G, we can equip the category MultH with a binary operator as follows

Definition 6.3.2. For a reductive group G with the Cartan subgroup H , denote by

MultH,G := (MultH , ?G)

the category of geometric multiplicities MultH with a binary operation ?G as follows:

M ?GN := (M ?G N,ΦM?GN ,hwM?GN , πM?GN ),

where each component is defined as follows:

• M ?G N := (M × N) ×H2 M (2), where M (2) := U × H2, the fiber product is over
hwM ×hwN and the natural projection prH2 : M (2) → H2;

• ΦM?GN (m,n;u, h1, h2) = ΦM (m) + ΦN (n) + ∆2(u, h1, h2);

• hwM?GN : M ?G N → H : (m,n, u) 7→ hwM (m) hwN (n) hw(w0uw0);

• SM?GN = SM × SN ×H2 and

πM?GN : M?GN → SM×SN×H2 : (m,n, u) 7→ (πM (m), πN (n), hwM (m), hwN (n)).

Here the category MultH plays certain universal role in this game. This category MultH
has different product ?G when group H is considered as the Cartan for different groups. One
important example is that for H ⊂ L ⊂ G, where L is a Levi subgroup of G.
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Example 6.3.3. The first example of objects in MultG,H is just H := (H, 0, Id, 0). Then
H ?GH is

(M (2),∆2, hw2, π2),

where hw2(u, h1, h2) = h1h2 hw(w0uw0) and π2(u, h1, h2) = (h1, h2).

Remark 6.3.4. For simplicities, we write ? rather than ?G if the group G is clear from the
context.

From the definition, one natural question to ask is whether the binary operation ? is associa-
tive. First, by defintion, the triple product (M1 ?M2)?M3 isomorphic to (M1×M2×M3)×H3

M (3) in the natural way, so is M1 ? (M2 ? M3). By Proposition 6.2.3, we have the following
non-trivial isomorphism Ψ̃M1,M2,M3 : (M1 ? M2) ? M3 →M1 ? (M2 ? M3):

(M1 ? M2) ? M3 (M1 ×M2 ×M3)×H3 M (3)

(M1 ×M2 ×M3)×H3 M (3) M1 ? (M2 ? M3)

∼

Id×Ψ

∼

(6.7)

Theorem 6.3.5. For a reductive group G, the category MultG,H is monoidal with product
M1 ?GM2 given by Definition 6.3.1, and associator given by the formula (6.7).

Proof. We first show that the equivalence of category TriUBG and MultG,H , where TriUBG

is the category of trivializable (U × U, χst)-bicrystals over G, which is defined in Definition
3.4.6. Define the following functors:

F : TriUBG →MultG,H : (X ∼= U \X/U ×H G,ΦX)→ (U \X/U,∆X);

G : MultG,H → TriUBG : (M,ΦM )→ (M ×H G,ΦM + ΦBK).

One can check that FG (resp. GF) is natural isomorphic to the identity functor for MultG,H
(resp. TriUBG). Moreover, by definition we have G(M ? N) ∼= G(M) ∗ G(N) and the
following commuting diagram:

G((M1 ? M2) ? M3) G(M1 ? (M2 ? M3))

(G(M1) ∗G(M2)) ∗G(M3) G(M1) ∗ (G(M2) ∗G(M3))

G(Ψ̃M1,M2,M3
)

∼ ∼

∼

, (6.8)

where all the ∼’s are natural isomorphisms. Since TriUBG is a monoidal category with trivial
associator, MultG,H is a monoidal category with associator given by the formula (6.7). ♦

Next, we add positive structure to the category MultH .

Definition 6.3.6. A geometric multiplicity M ∈ MultH is positive if there exists a positive
structure ΘM on M s.t. (M,ΦM ,ΘM ) is a positive variety with potential, and hwM (resp.
πM ) is a (ΘM ,ΘH) (resp. (ΘM ,ΘS)) positive map. For simplicity, we denote byM the quin-
tuple (M,ΦM ,ΘM ,hwM , πM ) as well. A morphism f = (f1, f2, f3) of positive geometric
multiplicities M and N is morphism of geometric multiplicities s.t. f1 : (M,ΦM ,ΘM ) →
(N,ΦNΘM ) is morphism of positive varieties, f2 and f3 are positive maps of tori. Denote by
Mult+

H the subcategory of MultH consists of positive geometric multiplicities.
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Proposition 6.3.7. For any reductive group G with Cartan subgroup H , denote by ΘM(2) :=
ΘU ×ΘH ×ΘH the positive structure on M (2) := U ×H2. Then

H ?GH =
(
M (2),∆2,hw2, π2

)
∈Mult+

H

is a positive geometric multiplicity.

Proof. Let us consider the toric chart ΘM(2) := ΘU × ΘH × ΘH for M (2). What we need to
show actually is that (M (2),∆2,ΘM(2)) is a positive variety with potential. Denote by g1 =
u1h1w0v1, g2 = u2h2w0v2.

For (u, h1, h2) ∈ U ×H2, choose a lift in G×G as (h1w0u, h2w0). Then one has:

∆2(u, h1, h2) = ∆2 ◦ F
−1

(u, h1, h2)

= ΦBK(h1w0u) + ΦBK(h2w0)− ΦBK(h1w0uh2w0)

= χst(u)− ΦBK(h1w0uh2w0)

= χst(u) + ΦBK(h2u
Thw0

1 ),

where hw0
1 is short for w0

−1h1w0 and the last equality is true because that for g = uw0hv

ΦBK(g) = χst(u) + χst(v) = −χst
((
uT
)w0
)
− χst

((
vT
)w0
)

= −ΦBK

((
gT
)w0
)
.

Thus the function ∆2 is positive with respect to the positive structure ΘM(2) . ♦

Example 6.3.8. Denote by

(M (n),∆n,hwn, πn) := (· · · ((H ?H) ?H) ? · · · ?H),

where the ? products of n copies of H is in the canonical order. Write an element in M (n) as
u := (u1, . . . , un−1, h1, . . . , hn). Then the potential ∆n is given by

∆n(u) =

n−1∑
i=1

χst(ui) +
∑

ΦBK(hi+1uip
w0
i (u)),

where pi(u) = hi
∏i
j=1 hw(w0uiw0)hj ∈ H and hw0 is short for w0

−1hw0 for h ∈ H . Note
that this potential can be interpreted as the decent of the central charge ∆n of G(n) under the
canonical trivialization G(n) ∼= M (n) ×H G. We leave it as an excise for the readers to write
down explicit formulas for hwn and πn. Then we know (M (n),∆n,hwn, πn) is a positive
geometric multiplicity.

Example 6.3.9. Here we work out the potential of geometric multiplicitiesN := H ?(H ?H)
as a comparison to the previous example. By definition

H ? (H ?H) = (H ×M (2))×H2 M (2) = M (2) ×H M (2),

where the last fibration is given by h3 = h1h2 hw(w0u1w0). Then the potential is

χst(u1) + χst(u2) + ΦBK(h2u
T
1 h

w0
1 ) + ΦBK(h4u

T
2 h

w0
3 ).

As a corollary of this proposition, the binary product ? is well defined in the category
Mult+

G,H := (Mult+
H , ?G). Moreover:
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Theorem 6.3.10. For any reductive group G, the category Mult+
G,H is monoidal with product

M1 ?GM2 given by Definition 6.3.1, and associator given by the formula (6.7).

Remark 6.3.11. Because of Theorem 6.3.5 and Proposition 6.3.7, what Theorem 6.3.10 says
is that the associator Ψ̃M1,M2,M3 in (6.7) is a positive isomorphism of positive varieties.

Proof of Theorem 6.3.10. Because of Theorem 6.3.5 and Remark 6.3.11, what we need to show
is that the following map F and its inverse F−1 are isomorphisms of positive varieties with
potential:

F : B− ×B− → (U ×H2)×H B− : (g1, g2) 7→ (π(g1, g2), hw(g1),hw(g2), g1g2) . (6.9)

By [16, Claim 3.41], we know that F is positive. What left is to show F−1 is a positive
isomorphism.

In what follows, we first give explicit formulas (6.10)-(6.12) for the inverse of F . Then show
that (6.10)-(6.12) are positive with respect to the positive structures given by Lemma 3.5.2.

Note that Le,w0 is open dense in U and Gw0,e is open dense in B−. Let (u, h1, h2, y) ∈
(Le,w0 ×H2)×H Gw0,e. We need to find the expression of gi in terms of u, y and hi. Since

hwM(2)(u, h1, h2) = hw(y),

there exists a unique pair (u1, v2) ∈ U × U such that y = u1w0h
w0
1 uh2w0v2, where hw0 is

short for w0
−1hw0. Denote by x = hw0

1 uh2 for simplicity. Then by taking [·]+ part of w0
−1y,

we have
[w0
−1y]+ = [w0

−1u1w0xw0v2]+ = [xw0]+v2

since w0
−1u1w0 ∈ B− and v2 ∈ U . Therefore we have

v2 = [w0
−1y]+[xw0]−1

+ . (6.10)

Now let’s applying ι to y, we have yι = vι2w0x
ιw0u

ι
1. Then using (6.10), we get

uι1 = [w0
−1yι]+[xιw0]−1

+ . (6.11)

In order to write gi as uihiw0vi, we just need to define

v1 = [u1h1w0]−1
+ , and uι2 = [vι2w0h

−1
2 ]−1

+ . (6.12)

Now one can easily check that (6.12) does give the inverse of F .

What’s next is to show the positivity. Note that the restriction of ι on Gw0,e is positive with
respect to the positive structure. Thus the positivity of (6.10) implies the positivity of (6.11).
What we actually show is that the two factors of (6.10)

η : Gw0,e → U : g 7→ [w0
−1g]+ and ζ : Ge,w0 → U : g 7→ [gw0]−1

+

are positive. Then the positivity of (6.12) follows from the positivity of the map ζ.

First, by [16, Claim 3.25,(3.6)] and the fact that ι is positive, one knows η is positive.

Second, write b := [gw0]−[gw0]0, then one has ζ(g) = w0
−1g−1b. Applying (·)ι to both

side of equation ζ(g) = w0
−1g−1b, we get

ζ(g)ι = bιw0
−1σ(g), (6.13)

where σ(g) = w0g
−ιw0

−1. Thus we get ζ(g)ι = [w0
−1σ(g)T ]+. Since σ(g)T is positive by

[21, Eq (4.6)], the map ζ is positive. ♦
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6.4 From geometric multiplicities to tensor product multiplicities

In this section, we explain how to pass from the geometric multiplicities to tensor multiplic-
ities by the usage of tropicalization.

For M = (M,ΦM ,ΘM , hwM , πM ) ∈ Mult+
H , the tropicalization of the positive map

πM × hwM gives a morphism of affine tropical varieties:

(πM × hwM )t : (M,ΦM )t → St ×Ht = X∗(S)×X∗(H),

whereX∗(S) (resp. X∗(H)) is the cocharacter lattice of the torus S (resp. H). Note thatX∗(H)
is isomorphic naturally to the character lattice X∗(H∨) of G∨. For (ξ, λ∨) ∈ X∗(S)×X∗(H),
denote by

M t
ξ,λ∨ := (πM × hwM )−t(ξ, λ∨)

the tropical fiber of (M,ΦM )t. We say the positive geometric multiplicity M is finite if the
morphism (πM × hwM )t is finite as in Definition 3.1.2.

Given a reductive group G∨ contains H∨ as its Cartan subgroup, to each positive geometric
multiplicityM , we assign a G∨-module VH,G∨(M) toM via

VH,G∨(M) =
⊕

(ξ,λ∨)∈X∗(S)×X+
∗ (H;G∨)

C[M t
ξ,λ∨ ]⊗ Vλ∨ ,

where X+
∗ (H) is the set of dominant integral weights of G∨ and Vλ∨ is the irreducible repre-

sentation of G∨ with highest weight λ∨. Denote by ModG∨ the category of G∨-modules.

Theorem 6.4.1. For a reductive groupG∨ containsH∨ as its Cartan subgroup, the assignments
M 7→ VH,G∨(M) is a well-defined functor from Mult+

H to ModG∨ . Moreover, if G contains
H as its Cartan subgroup, the assignments M 7→ VH,G∨(M) is a monoidal functor from
Mult+

G,H to ModG∨ .

For ξ ∈ X∗(S), define the typical ξ-component VξH,G∨(M) by

V
ξ
H,G∨(M) :=

⊕
λ∨∈X+

∗ (H;G∨)

C[M t
ξ,λ∨ ]⊗ Vλ∨ . (6.14)

Then we have a similar statement as Theorem 6.4.1 for the typical components:

Theorem 6.4.2. Let G be a reductive group containing H as its Cartan subgroup, given pos-
itive geometric multiplicities Mi ∈ Mult+

H,G for i = 1, 2, the following G∨-modules are
isomorphic:

V
ξ1,ξ2,λ∨,ν∨

H,G∨ (M1 ?GM2) ∼= Iλ∨
(
V
ξ1
H,G∨(M1)

)
⊗ Iν∨

(
V
ξ2
H,G∨(M2)

)
, (6.15)

where Iλ∨(V ) denotes the λ∨-th isotypic component of a G∨-module V .

One of the fundamental problems of the representation of G is to determine the tensor
product multiplicity cµλ,ν of Vµ in Vλ⊗Vν . Now we can find a solution to this problem by using
Theorem 6.4.2:
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Theorem 6.4.3. Let G be a reductive group containing H as its Cartan subgroup. The positive
geometric multiplicity (M (2),∆2,hw2, π2) ∈Mult+

H is finite and the tensor multiplicity cµ
∨

λ∨,ν∨

is the multiplicity of (λ∨, ν∨, µ∨) over (π2 × hw2)t, i.e.,

cµ
∨

λ∨,ν∨ = dimC
[(
M (2)

)t
λ∨,ν∨,µ∨

]
.

Proof. Let us fix G. Note that H := (H, 0, Id, 0) is an object in the category Mult+
H . By

definition,
VH,G∨(H) =

⊕
λ∨∈X+

∗ (H;G∨)

Vλ∨ .

By Proposition 6.3.7, the geometric multiplicity H ?G H = (M (2),∆2,hw2, π2) is positive.
Applying Theorem 6.4.2 toH ?GH:

V
λ∨,ν∨

H,G∨ (H ?H) ∼= Vλ
∨

H,G∨(H)⊗ Vν
∨

H,G∨(H) = Vλ∨ ⊗ Vν∨ .

Together with the definition (6.14) of Vλ
∨,ν∨

H,G∨ (H ?GH), one gets:

Vλ∨ ⊗ Vν∨ ∼= V
λ∨,ν∨

H,G∨ (H ?GH) =
⊕

λ∈X+
∗ (H;G∨)

C
[(
M (2)

)t
λ∨,ν∨,µ∨

]
⊗ Vµ∨ ,

which gives the statement we need. ♦

Similarly, for n > 2, denote by cµλ1,...,λn the higher tensor multiplicities:

n⊗
i=1

Vλi =
⊕
µ

cµλ1,...,λnVµ.

Theorem 6.4.4. Let G be a reductive group containing H as its Cartan subgroup. For n >
2, the positive geometric multiplicity (M (n),∆n, hwn, πn) is finite and the tensor multiplicity
cµ
∨

λ∨1 ,...,λ
∨
n

the multiplicity of (λ∨1 , . . . , λ
∨
n , µ

∨) over (πn × hwn)t, i.e.,

cµ
∨

λ∨1 ,...,λ
∨
n

= dimC
[(
M (n)

)t
λ∨1 ,...,λ

∨
n ,µ
∨

]
.

6.5 Isomorphism of geometric multiplicities: one example

In this section, we show one example of isomorphism of geometric multiplicities arising
from Howe duality without giving all details. We show that our geometric multiplicity M (n)

is naturally isomorphic to a subvariety of C2n
m , which carries a geometric multiplicity structure

arising from geometric crystals. This section is motivated by Howe (GL2,GLn)-duality [52].

Let us recall the result from Howe (GL2,GLn)-duality. Let λ be a Young diagram of depth
6 n and V n

λ be the polynomial representation of GLn parametrized by λ. The following is
clear: ⊕

(p1,...,pn)

Sp1(C2)⊗ · · · ⊗ Spl(C2) ∼= C
[
xn xn−1 . . . x1

yn yn−1 . . . y1

]
∼=

⊕
depth(λ)62

V 2
λ ⊗ V n

λ ,
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where Sl(Cm) is the symmetric polynomial of degree l. Moreover we have

Sp1(C2)⊗ · · · ⊗ Spn(C2) ∼=
⊕

V l
λ(p1, . . . , pn)⊗ V 2

λ . (6.16)

Thus for the tensor multiplicities, we have[
V 2
λ : Sp1(C2)⊗ · · · ⊗ Spl(C2)

]
= dimV l

λ(p1, . . . , pl).

Note here the counting of left hand side is described by the tropicalization of tensor product
geometric multiplicities. In what follows, we introduce a “geometrization” of the right hand
side from the theory of geometric crystals. Inspired by this equation, we show at the end, we
get an isomorphism of geometric multiplicities.

We consider geometric (pre)-crystals of GL2:

X :=
(
G2

m, γ, ϕ, ε, e
r)
,

where for (x, y) ∈ G2
m,

γ(x, y) =

[
x 0
0 y

]
, ϕ(x, y) = x−1, ε(x, y) = y−1, ec(x, y) = (cx, c−1y).

Note that X admits a natural potential Φ(x, y) = x+ y. By [16, Definition 2.15], we consider
the n copies ofX . Write the basis variety ofXn :=

(
G2n

m , γn, ϕn, εn, e
r
n

)
as 2×n matrix with

the following coordinates:

x :=

[
xn xn−1 · · · x1

yn yn−1 · · · y1

]
with potential Φn =

∑n
1 (xi + yi). Direct computation shows that

εn(x) =

n−1∑
i=0

x1 · · ·xi
y1 · · · yi+1

=
1

y1

(
1 +

n−1∑
i=1

x1 · · ·xi
y2 · · · yi+1

)
.

Let H := {diag(x, y) | x, y ∈ Gm} be the Cartan subgroup of GL2 and

T := {diag(x, 1) | x ∈ Gm} ⊂ H

be a subgroup of H . Consider the subvariety Y of G2n
m given by y1 = 1. Then we introduce the

following positive geometric multiplicity:

Mn
2 := (Y,Φn + εn, IdY , γn, pn) ,

where pn : Mn
2 → Tn by sending x to diag(x1, 1) × diag(xnyn, 1), and IdY is the natural

positive structure on Y .

To compare with our geometric tensor multiplicities , we restrict the positive geometric
multiplicity (Un−1 ×Hn,∆n,hwn, πn) for GL2 to

Un
2 := (Un−1 × Tn,∆n,Θ

n−1
U × θnT ,hwn, πn).

Denote by u := (u1, . . . , un−1; e1, . . . , en) the natural coordinates on Un
2 . Then
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Theorem 6.5.1. The following map Ψ : Mn
2 → Un

2 is a morphism of positive geometric multi-
plicities:

ui ◦ Ψ = yi+1; ei ◦ Ψ = xiyi,

i.e., we have hwn ◦Ψ = γn, πn ◦ Ψ = pn and Φn + εn −∆n ◦ Ψ is positive. Moreover,

dimC
[
(γn, pn)−t(µ;λ1, . . . , λn)

]
= dimC

[
(hwn, πn)−t(µ;λ1, . . . , λn)

]
, (6.17)

where µ ∈ X∗(H) and λi ∈ X∗(T ).

Proof. Note that hwn ◦Ψ = γn and πn ◦ Ψ = pn is clear from the definition. Recall that ∆n is
given by

∆n(u) =
n−1∑
i=1

(
ui +

ei+1

ui
+

e1 · · · ei
(u1 · · ·ui−1)2

· 1

ui

)
.

Direct computation shows

ei+1

ui
= xi+1;

e1 · · · ei
(t1 · · ·ui−1)2

· 1

ui
=

x1 · · ·xi
y2 · · · yi+1

.

Thus Φn + εn −∆n ◦ Ψ = x1 + 2. It is easy to see that

(Φn + εn)t = (Φn + εn − x1 − 2)t.

Thus we get the comparison (6.17). ♦

We hope to generalize the result here to Howe (GLm,GLn)-duality in future works.



7 | Partial tropicalization

7.1 Overview

A Poisson structure is a bivector which induces a Poisson bracket on the ring of regular
functions on the variety. The Poisson bracket on a positive variety is called log-canonical if

{xi, xj} = cijxixj ,

where x1, . . . , xm are toric coordinates (defined by the positive structure) and cij is a constant
matrix. Important examples of Poisson varieties with log-canonical Poisson structures are clus-
ter varieties, as in Section 5.2.

The condition of a Poisson structure to be log-canonical is very restrictive. On a positive
variety with potential (X,Φ), we can generalize it to a notion of weakly log-canonical Poisson
structures, i.e., the Poisson bracket is given by the formulas

{xi, xj} = xixj(cij + fij(x)),

where fij(x) are functions dominated by the potential Φ.

Given a weakly log-canonical Poisson structure πX on a smooth complex variety X , con-
sider the real form (Y, πY ) ⊂ (X,πX) defined by the equations xi ∈ R in the toric chart. Then,
to such a structure we assign a constant Poisson bracket on the space

C × T, (7.1)

where C is a subcone of (X,Φ)tR and T ∼= (S1)r is a compact torus of dimension r, where 2r
is the maximal rank of πK . This Poisson bracket has the form

{ξi, ξj} = 0, {φi, φj} = 0, {ξi, φj} = dij , (7.2)

where dij ∈ R is determined by the log-canonical part cij of the bracket πX . Here ξi’s are
coordinates on the cone C and φi’s are coordinates on the torus T. We refer to the space
(7.1) together with the Poisson Bracket (7.2) as a partial tropicalization of the Poisson variety
(X,πX ,Φ). Up to a change of variables, the Poisson bracket (7.2) defines an integrable system
on the partial tropicalization.

Our prime example is the dual Poisson-Lie group G∗ of a semisimple complex Lie group G
endowed with the standard Poisson-Lie structure. In this chapter, we generalize the following
example to any G∗ for G semisimple.

This chapter is based on a joint work [5] with A. Alekseev, A. Berenstein and B. Hoffman.

69
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Example 7.1.1. Recall that For G = SL2(C), the group G∗ is of the form G∗ = {(x, x−) ∈
B ×B− | [x]0[x−]0 = 1}. One can assign a potential

ΦG∗ = b−1(a+ a−1) + c−1(a+ a−1)

under the positive structure

x =

[
a b
0 a−1

]
, x−1

− =

[
a 0
c a−1

]
.

The real form of G∗ is defined by equations a ∈ R>0 and b = c. The canonical real Poisson
bracket on K∗ is given by [75, 80]:

{a, b} = iab, {a, c} = −iac, {b, c} = i(a2 − a−2).

Note that the first two expressions are log-canonical on the nose, whereas the third expression
has no log-canonical part and the corresponding function f(x) is of the form

i
(
b−1a · c−1a− b−1a−1 · c−1a−1

)
.

This expression is dominated by the potential ΦG∗ . The corresponding partial tropicalization is
the product of the Gelfand-Zeitlin cone and the circle S1:

{(ξa, ξb) ∈ R2 | −ξb > ξa > ξb} × S1

with Poisson bracket

{ξa, ξb} = 0, {ξa, φ} = 1, {ξb, φ} = 0,

which is the n = 2 Gelfand-Zeitlin integrable system.

7.2 Positive Poisson varieties

In this section, we add “positive structures” to Poisson varieties.

Definition 7.2.1. A positive Poisson variety is a quadruple (X,π,Φ,Θ), such that

(1) (X,π) is an irreducible Poisson variety over Gm;

(2) (X,Φ,Θ) is a positive variety with potential;

(3) for any θ ∈ Θ with standard coordinates (z1, . . . , zn), the bracket is of the form

{zi, zj} = zizj(πij + fij), (7.3)

where πij ∈ Ga is constant and fij is a rational function satisfying fij ≺ Φ.

Remark 7.2.2. The constant πij is called the log-canonical part of Poisson structure π under
coordinates {zi}. Sometimes we write {zi, zj}log := zizjπij .

Definition 7.2.3. A positive Poisson map of positive Poisson varieties

φ : (X1, π1,Θ1,Φ1)→ (X2, π2,Θ2,Φ2)

is a Poisson map φ : (X1, π1) → (X2, π2), which is also a map of positive varieties with
potential. Denote by PosPoiss the category of positive Poisson varieties.
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Example 7.2.4. In [42], the authors define the cluster manifold X(A) associated to a cluster
algebra A. The cluster algebra structure on A gives X(A) a Poisson structure π and a family of
positively equivalent toric charts θ on X which are log-canonical for π. Cluster manifolds are
then examples of positive Poisson varieties, with potential Φ = 0.

We record the following observation for future reference.

Proposition 7.2.5. Let (X,π,Θ,Φ) be a positive Poisson variety. Given θ ∈ Θ, let M and N
be Laurent monomials in the standard coordinates zj of θ, then the bracket {M,N} is weakly
log-canonical, i.e.,

{M,N} = MN(πMN + fMN ),

where πMN ∈ Ga is constant and fMN is a rational function satisfying fMN ≺ Φ.

Proof. Assume M,N , and L are Laurent monomials in z1, . . . , zn and that

{M,N} = MN(πMN + fMN ) and {M,L} = ML(πML + fML)

are weakly log-canonical. The proposition follows by induction, using the following two facts.
First,

{M,N−1} = −N−2{M,N} = N−2MN(−πMN − fMN ) = MN−1(−πMN − fMN )

is weakly log-canonical. Second,

{M,NL} = {M,N}L+N{M,L} = MNL(πMN + fMN ) +MNL(πML + fML)

is weakly log-canonical. ♦

7.3 Domination by BK potential on Double Bruhat Cells

In this section, we estimate the action of Ug on generalized minors by potential ΦBK . To
be more precise, we start with the key

Lemma 7.3.1. Consider the positive variety with potential (B−,ΦBK ,ΘB−) and a sequence
of indices (j1, . . . , jn) in I such that ∆wωi,ωi · Fj2 · · ·Fjn 6= 0, we have

Fj1 · · ·Fjn∆wωi,ωi

Fj2 · · ·Fjn∆wωi,ωi

≺ ΦBK ;
∆wωi,ωiFj1 · · ·Fjn
∆wωi,ωiFj2 · · ·Fjn

≺ ΦBK .

Proof. We only show the first domination here, which can be done by in a chosen chart. Denote
by i = (i1, . . . , im) a double reduced word for (e, w0) such that i1 = j1 and consider the
factorization chart:

xi : Gm
i ×H ↪→ (Le,w0)T ×H ∼= Gw0,e ↪→ B− : (t1, . . . , tm;h)→ yi1(t1) · · · yim(tm)h.

Denote by j′ := (j2, . . . , jn). For a sequence of indices j = (j1, . . . , jn), let ∂j := d
dq1

∣∣∣
0
· · · d

dqn

∣∣∣
0

be the differential at zero. By Theorem 2.7.2, we get

(−1)n−1Fj2 · · ·Fjn∆wωi,ωi (yi1(t1) · · · yim(tm)h)

= ∂j′∆wωi,ωi (yjn(qn) · · · yj2(q2)yi1(t1) · · · yim(tm)h)

= hωi
∑
k=0

fk(t2, . . . , tm)tk1,
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where fk’s are positive polynomials in t2, . . . , tm and k ∈ Z>0. Similarly, since j1 = i1,

(−1)nFj1 · · ·Fjn∆wωi,ωi (yi1(t1) · · · yim(tm)h)

= ∂j∆wωi,ωi (yjn(qn) · · · yi2(q2)yi1(t1 + q1) · · · yim(tm)h)

= hωi
d

dq1

∣∣∣
0

∑
fk(t2, . . . , tm)(t1 + q1)k,

= hωi
∑

kfk(t2, . . . , tm)tk−1
1 , .

By Proposition 2.7.5, we know(
Fi1 ·∆w0ωi∗1

,ωi∗1

∆w0ωi∗1
,ωi∗1

)
(yi1(t1) · · · yim(tm)h) =

1

t1
.

Direct calculation gives:(
a

t1
− (−1)nFj1 · · ·Fjn∆wωi,ωi

(−1)n−1Fj2 · · ·Fjn∆wωi,ωi

)
(yi1(t1) · · · yim(tm)h) =

af0 +
∑

k=1(a− k)fkt
k
1

t1
∑

k=0 fkt
k
1

.

Let a be a sufficiently large positive integer, then the right hand side is a positive function. ♦

Theorem 7.3.2. Consider the positive variety with potential (B−,ΦBK ,ΘB−). For F, F ′ ∈
n−, there exist positive n ∈ Z depends on F, F ′ such that

F ·∆wωi,ωi · F ′

∆wωi,ωi

≺ ΦBK , for i ∈ I.

Proof. Without loss of generality, we represent F as a nested commutator of simple roots

F = [Fk1 [· · · [Fkn−1 , Fkn ] · · · ]].

Note that for a sequence of indices j = (j1, . . . , jn) in I , following from Lemma 7.3.1, we
have:

Fj1 · · ·Fjn∆ωi,wωi

∆ωi,wωi

=
Fj1 · · ·Fjn∆ωi,wωi

Fj2 · · ·Fjn∆ωi,wωi

· · · Fjn∆ωi,wωi

∆ωi,wωi

≺ Φn
BK .

One can generalize this result to actions on both side. ♦

Corollary 7.3.3. Let G be a connected semisimple algebraic group and θ ∈ ΘB− be a toric
chart as in Definition 4.5.5. Then for any coordinate z of θ, we have

F · z · F ′

z
≺ ΦBK ,

for all (F, F ′) ∈ n− × n−.

Proof. Note by Theorem 7.3.2 and Proposition 3.3.3, the corollary is true for any cluster chart
of any double reduced word of (w0, e).

Consider the minors ∆k on Le,w0 . By Theorem 2.7.2, the minor ∆k can be written as
a subtraction free polynomial in “factorization parameters” tk’s. In turn, by Theorem 2.7.3,
these tk can be written as Laurent monomials in twisted minors Mk’s on Le,w0 . Note that the
∆k◦ψw0,e is a twisted minor on Lw0,e, andMk◦ψw0,e is a minor on Le,w0 since ψe,w0 ◦ψw0,e =
Id. Therefore the twisted minors on Lw0,e is a subtraction free Laurent polynomial in the minors
on Lw0,e, and the corollary for twisted minors follows immediately by Proposition 3.3.3.

Any other charts in ΘB− are positive Laurent polynomials in either minors or twisted minors
of Lw0,e, then the corollary follows by Proposition 3.3.3. ♦
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7.4 Dual Poisson-Lie groups as positive Poisson varieties

In this section, we endow Poisson variety G∗ with a positive structure, which is compatible
with certain involution.

Recall that we have a group involution τ on G∗ defined by

τ : (b, b−) 7→
(
b−T− , b−T

)
.

First of all, let us introduce a potential ΦG∗ on G∗. Define the potential ΦG∗ as

ΦG∗ := ΦBK ◦ pr2 +ΦBK ◦ pr2 ◦τ .

In other words, we have ΦG∗(b, b−) = ΦBK(b−) + ΦBK(b−T ). Next, let us introduce the
following identification H × (U−)2 ∼= G∗:

η : H × (U−)2 ∼−→ G∗ : (h, u1, u2)→ (h−1u−T1 , u2h). (7.4)

Thus the potential ΦG∗ ◦ η(h, u1, u2) = ΦBK(u2h) + ΦBK(hu1) is positive with respect to
the positive structures of H × (U−)2. We consider the potential ΦG∗ for the following reason.
Note that the fix locus of τ is identified with B− via pr2. Thus ΦG∗ |(G∗)τ = 2ΦBK ◦ pr2. Now
denote by

ΘG∗ :=
{
η ◦ θ | θ = θ0 × θ1 × θ1 ∈ ΘH ×ΘU− ×ΘU−

}
.

Note that we only consider the toric charts for H × (U−)2 who are using the same toric charts
on the two copies of U−.

Theorem 7.4.1. The quadruple (G∗, πG∗ ,ΘG∗ ,ΦG∗) is a positive Poisson variety.

Proof. All we need to verify is the item (3) in Definition 7.2.1. Let i be a double reduced word
of (w0, e). Let ∆,∆′ be minors on Gw0,e. We must consider three types of brackets. Denote by
∆i := ∆ ◦ pri.

(a) Bracket of type {∆2,∆
′
2}G∗ . By Proposition 5.1.4,

{∆2,∆
′
2}G∗ = −{∆,∆′}B ◦ pr2 .

By Theorem 5.2.4, the bracket {∆,∆′}B− is log-canonical on the open subset Gw0,e.

(b) Bracket of type {(∆ ◦ τ)1, (∆
′ ◦ τ)1}G∗ . Note that τ : B → B− that sends b to b−T is

anti-Poisson by Theorem 5.4.3, the argument is the same as the previous case.

(c) Bracket of type {∆2, (∆
′ ◦ τ)1}G∗ . By the definition of τ and (5.1.4), we have

{∆2, (∆
′ ◦ τ)1}G∗ =

1

2

r∑
i=1

(Xi ·∆)2((Xi ·∆′) ◦ τ)1 − (∆ ·Xi)2((∆′ ·Xi) ◦ τ)1

+
∑
α∈R+

(Fα ·∆)2((Fα ·∆′) ◦ τ))1 − (∆ · Fα)2((∆′ · Fα) ◦ τ)1.

Write ∆ = ∆uωj ,ωj and ∆′ = ∆vωk,ωk . By Proposition 2.3.1, the first sum is c∆2(∆′ ◦ τ)1 for

2c =

r∑
i=1

uωj(Xi)vωk(Xi)− ωj(Xi)ωk(Xi) = (uωj , vωk)− (ωj , ωk) (7.5)

is log-canonical. Then write {∆2, (∆
′ ◦ τ)1}G∗ = ∆2(∆′ ◦ τ)1

(
c+ f), and

f =
∑
α∈R+

(∆ · Fα)2

∆2

((∆′ · Fα) ◦ τ)1

(∆′ ◦ τ)1
− (Fα ·∆)2

∆2

((Fα ·∆′) ◦ τ)1

(∆′ ◦ τ)1
.

By Theorem 7.3.2, we have f ≺ ΦG∗ . ♦
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7.5 Involutions on positive Poisson varieties

In this section, we discuss involutions on positive Poisson varieties. Then we explain what
is a real form of a positive Poisson variety, and give as an example the real form K∗ of the
positive Poisson variety G∗.

Definition 7.5.1. An involution of a positive Poisson variety with potential (X,π,Φ,Θ) is an
algebraic Poisson involution τ of (X,π) such that

(1) the involution τ is a positive map of (X,Φ,Θ);

(2) there exists a positive chart θ : Gn
m → X in Θ such that τ maps θ(Gn

m) to θ(Gn
m) and

induces a group isomorphism on Gn
m. We call θ a τ -compatible chart.

Remark 7.5.2. If the Poisson structure π = 0 on X as in the previous definition, we simply
say τ is a involution of positive variety (X,Φ,Θ).

Since τ induces a group isomorphism on Gn
m, the fix points set is a subvariety, thus the

irreducible component containing identity (Gn
m)τ is a subtorus. Denote by Xτ the irreducible

component that containing θ ((Gn
m)τ ) of the fix locus of X . Then the restriction

θτ := θ|(Gnm)τ : Gnτ
m
∼= (Gn

m)τ → Xτ

is a toric chart, where nτ := dim(Gn
m)τ and we fix the isomorphism Gnτ

m
∼= (Gn

m)τ once for
all. Thus (Xτ ,Φτ

X , θ
τ ) is a positive variety with potential, where Φτ

X := ΦX |Xτ . Denote by
πτ the natural Poisson bracket induced by π as in Proposition 5.3.2. Then

Proposition 7.5.3. For an involution τ of a positive Poisson variety with potential (X,π,Φ,Θ),
the quadruple (Xτ ,Φτ , πτ , θτ ) is a positive Poisson variety with potential.

Proof. All we need to show is item (3) in Definition 7.2.1. Denote by zi’s the natural coor-
dinates of θ : Gn

m → X . Then ai := zi + zi ◦ τ ’s are τ -invariant functions on X . To show
item (3) in Definition 7.2.1 for (Xτ ,Φτ , πτ , θτ ), we just need to show it for the set of functions
{bi := ai|Xτ }. By Proposition 5.3.2, we have:

{bi, bj}πτ = {ai, aj}π|Xτ .

Then the proposition follows from the fact that f |Xτ ≺ Φτ if f ≺ Φ ♦

Example 7.5.4. Following the notation of Example 5.3.3. One can assign a positive structure
to G∗ in a different way. In more details, consider the identification

η : H × U2 → G∗ : (h, u1, u2) 7→ (hu1, u
T
2 h
−1).

Define the potential Φ′G∗(b, b−) = ΦBK(b−)+ΦBK(bT ), which is positive with respect to η ◦θ
for a toric chart θ = IdH ×θ1 × θ1 ∈ ΘH × ΘU × ΘU . Similar to the previous section, one
can show that (G∗,Φ′G∗ , ,Θ

′
G∗) is a positive Poisson variety. And T is an the involution on

(G∗,Θ′G∗ ,Φ
′
G∗). Thus we get an other positive Poisson variety (U+, πU+ , (Φ′G∗)

T).



7.5. INVOLUTIONS ON POSITIVE POISSON VARIETIES 75

Next, we pass to the real forms of complex positive Poisson varieties.

Let (X,Θ) be a complex positive variety with toric chart θ : (C×)n → X . Then complex
conjugation (·) : (C×)n → (C×)n defines an anti-holomorphic involution on the open subvari-
ety θ((C×)n) ⊂ X . Since the transition maps between charts in Θ are positive, they commute
with complex conjugation of (C×)n. Thus (·) extends to the open subvariety

⋃
θ∈Θ θ((C×)n).

In particular, if the charts in Θ cover X , the involution (·) is defined on all of X . In the rest, we
always assume that (·) on X is defined charts by charts.

Definition 7.5.5. A real form of a complex positive Poisson variety (X,π,Θ,Φ) is an anti-
holomorphic involution of X , such that

(1) τ is a real from of (X,π);

(2) τ := τ ◦ (·) is an involution of positive variety (X,Θ,Φ);

(3) there exists a toric chart θ ∈ Θ such that the log-canonical part πij of the bracket of
coordinate functions {zi, zj} is pure imaginary.

Theorem 7.5.6. Let (G∗, iπG∗ ,ΘG∗ ,ΦG∗) be the positive Poisson variety over C as in Theorem
7.4.1. Then the real form τ of (G∗, iπG∗) introduced in Theorem 5.4.3

τ : G∗ → G∗ : (b, b−) 7→
(
b−
−T
, b
−T
)
.

is a real form of (G∗, iπG∗ ,ΘG∗ ,ΦG∗).

Proof. Item (1) is just Theorem 5.4.3. For item (2), consider that isomorphism η : H×(U−)2 →
G∗ as in previous section. Thus the fix points set is given by the relation u2 = h−1u1h. Note
that the toric charts on G∗ are chosen to be same on the two copies on U−. Thus for any cluster
charts or factorization charts on U−, one can show that τ is always a monomial transformation
of the chosen toric chart. Item (3) follows from the proof of Theorem 7.4.1, since the weakly
log-canonical part of the bracket πG∗ is a rational number. ♦

We next want to specify a canonical choice of submanifold Y inside the fix locus of positive
complex Poisson variety (X,π,Φ,Θ) which carries the induced Poisson structure 4πτR.

Let (X,π,Θ,Φ) be a positive complex Poisson variety with real form τ . Then we know
that τ is an involution for the positive Poisson variety (X,π,Θ,Φ). Take θ ∈ Θ a τ -compatible
chart. Recall that (X)tR := (X, θ)tR is the extension by scalars of the tropicalization (X, θ)t of a
positive variety (X, θ) as in Eq (3.3). Recall that we have a limit explanation of tropicalization
as in Proposition 3.2.6. Thus, for s < 0 a real parameter, define the detropicalization map

EX,θ,s : (X, θ)tR ×
(
S1
)n → (

C×
)n θ−→ X; (7.6)(

ξ1, . . . , ξn, e
iϕ1 , . . . , eiϕn

)
7→ θ

(
esξ1+iϕ1 , . . . , esξn+iϕn

)
.

Since τ gives rise to an anti-holomorphic involution on (C×)n, it induces involutions on real
and imaginary parts of (C×)n, thus induces involutions on (X, θ)tR and

(
S1
)n, through EX,θ,s

respectively. The fixed locus of (X, θ)tR is the submanifold
(
Xτ , θτ

)t
R, in which we have sub-

manifold
(
Xτ ,Φτ , θτ

)t
R (0). The fixed locus of

(
S1
)n is{

g ∈ (S1)n ⊂ (C×)n | τ(g) = g
}
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and let TτX be the identity component of these fixed points. Denote by

PT(X,Φ, θ, τ) :=
(
Xτ ,Φτ , θτ

)t
R (0)× TτX ; PT(X,Φ, θ, τ)δ :=

(
Xτ ,Φτ , θτ

)t
R (δ)× TτX .

The following proposition is straightforward.

Proposition 7.5.7. Let (X,π,Θ,Φ) be a positive complex Poisson variety with real form τ . Let

Yτ,s := θ ◦ EX,θ,s (PT(X,Φ, θ, τ)) ⊂ X.

Then Yτ,s is independent of s < 0, which we denote by Yτ = Yτ,s, and Yτ ⊂ Fix(τ). Thus the
pair (Yτ , 4π

τ
R) is a real Poisson manifold.

Remark 7.5.8. For the complex Poisson variety (G∗, iπG∗) with real forms as in Theorem
5.4.3, we have a Poisson variety (K∗, πK∗). By Theorem 7.5.6, we know (G∗, iπG∗ ,ΘG∗ ,ΦG∗)
is a positive complex Poisson variety with real form τ . We then think of (Yτ , 4π

τ
R) as a coordi-

nate neighborhood on (K∗, πK∗).

We leave the proof of the following proposition to the reader:

Proposition 7.5.9. Given positive complex Poisson varieties (Xi, πi,Θi,Φi) with real forms
τi, let f : (X1, π1,Θ1,Φ1)→ (X2, π2,Θ2,Φ2) be a positive Poisson map which intertwines τ1

and τ2. Then f restricts to a Poisson map from (Yτ1 , 4(π1)τR) to (Yτ2 , 4(π2)τR).

7.6 Partial tropicalization

In the previous section, we get a real Poisson manifold (Yτ , 4π
τ
R) out of positive complex

Poisson variety (X,π,Φ,Θ) with real form τ . Now we would like to take certain limit of
(Yτ , 4sπ

τ
R), which we call partial tropicalization of (X,π,Θ,Φ, τ) . We use the same notation

as in the previous section.

Given a positive complex Poisson variety (X,π,Φ,Θ) with involution τ , let θ ∈ Θ be
τ -compatible chart with the standard coordinate functions z1, . . . , zn.

Now let us introduce two Poisson brackets on the manifold PT(X, θ, τ). First, one can get
a constant Poisson structure on (X, θ)tR×

(
S1
)n in the following way. Since τ induced a group

homomorphism on (C×)n, the bracket {zi, zj ◦τ} is weakly log-canonical by Proposition 7.2.5.
Let $ij be the log-canonical part of the bracket, which is pure imaginary by Definition 7.5.5
and Proposition 7.2.5. Now define a constant real skew-symmetric bracket on (X, θ)tR×

(
S1
)n

as follows:
{ξi, ϕj} = i($ij − πij), {ξi, ξj} = {ϕi, ϕj} = 0.

Set πθ∞ to be the restriction of this bracket to PT(X,Φ, θ, τ).

Definition 7.6.1. The manifold PT(X,Φ, θ, τ) together with the constant Poisson structure πθ∞
is called the partial tropicalization of a positive complex Poisson variety (X,π,Φ,Θ) with real
form τ .

We sometimes write PT(X, θ) = PT(X,Φ) = PT(Xτ ) for PT(X,Φ, θ, τ) if the other
structures are clear from the context.

Second, denote by the πθs the bivector on PT(X, θ) by pulling back the scaled Poisson
bivector 4sπτR along the isomorphism EX,θ,s from PT(X, θ) to Yτ ,. Thus we have Poisson
manifold (PT(X, θ), πθs).

The bracket πθ∞ is the limit of πθs in the following sense:



7.6. PARTIAL TROPICALIZATION 77

Theorem 7.6.2. For s� 0, on the Poisson manifold (PT(X,Φ, θ, τ)δ, πθs), we have

πθs = πθ∞ +O(esδ),

where the term O(esδ) indicates a bivector field whose component functions, written in terms
of the coordinates λi and ϕj , are O(esδ).

Before the proof of the theorem, we need the following

Lemma 7.6.3. Given a positive complex variety (X,Θ,Φ), suppose that f ≺ Φ and there exists
a toric chart θ ∈ Θ such that f ◦ θ is regular. Then for every δ > 0, f ◦ EX,θ,s = O(esδ) on
(X,Φ, θ)tR (δ)×

(
S1
)n.

Proof. By assumption f ◦ θ is regular and so by the triangle inequality we may assume ϕi = 0
for all i. Write f̃s(ξ1, . . . , ξn) := (f ◦ EX,θ,s)(ξ1, . . . , ξn, 1, . . . , 1). Then one gets

lim
s→−∞

1

s
ln f̃s(ξ1, . . . , ξn) = f tR(ξ1, . . . , ξn).

Thus for (ξ1, . . . , ξn) ∈ (X, θ,Φ)tR(δ), f tR(ξ1, . . . , ξn) > δ since f ≺ Φ. Then for s� 0,

1

s
ln f̃s(ξ1, . . . , ξn) > δ > 0.

Since logarithm is monotonic, f ◦ EX,θ,s = O(esδ) on (X,Φ, θ)tR (δ)×
(
S1
)n. ♦

Proof of Theorem 7.6.2. On the toric chart θ, We compute:

{zi, zj}s/(zizj) = s(πij + fij), (7.7)

where we know fij ≺ Φ. Since {·, ·}s is a biderivation, so

{esξi+iϕi , esξj+iϕj}s
esξi+iϕiesξj+iϕj

= s2{ξi, ξj}s + is({ξi, ϕj}s + {ϕi, ξj}s)− {ϕi, ϕj}. (7.8)

Combining (7.7) and (7.8) gives

s2{ξi, ξj}s + is({ξi, ϕj}s + {ϕi, ξj}s)− {ϕi, ϕj}s = s(πij + fij). (7.9)

Recall log-canonical part πij of the bracket {zi, zj} is pure imaginary by definition. Thus

s2{ξi, ξj}s − {ϕi, ϕj}s = s<fij , (7.10)

{ξi, ϕj}s + {ϕi, ξj}s = −iπij + =fij . (7.11)

Restricting to the fixed locus of τ , for zj ◦ τ , there exists a k such that zj = zk ◦ τ by
definition. Therefore, on PT(X, θ, τ) with respect to the bracket 4πτR,

{zi, zj} = zizj($ij + gij) (7.12)

with gij ≺ Φ. Repeating calculations similar to those before (7.10) and (7.11) gives

s2{ξi, ξj}s + {ϕi, ϕj}s = s<gij , (7.13)

−{ξi, ϕj}s + {ϕi, ξj}s = −i$ij + =gij . (7.14)

Combining (7.10), (7.11), (7.13), and (7.14), and applying Lemma 7.6.3 gives the result. ♦



78 CHAPTER 7. PARTIAL TROPICALIZATION

7.7 Partial tropicalization of G∗ with real form τ

In this section, we would like to apply the construction in previous section to the positive
complex Poisson variety (G∗, iπG∗ ,ΘG∗ ,ΦG∗) with real form τ .

Recall that we have the real form τ on G∗ is given by

τ : G∗ → G∗ : (b, b−) 7→
(
b−
−T
, b
−T
)
.

and we know that ((G∗)τ ,Φτ
G∗ ,Θ

τ
G∗) is isomorphic to (B−,ΦBK ,ΘB−) as positive variety via

the projection pr2. Let ϑ = θ0×θ1 : Gr
m×Gm

m → H×U− ∼= B− be a toric chart ofB−, which
extend to a τ -compatible chart θ̃ := η◦(θ0×θ1×θ1) forG∗, where η is given by Eq (7.4). Note
that pr2 ◦θτ = θ0 × θ1. Also note that (G∗)τ is given by

{
(b, b−) ∈ G∗ | b− = b

−T
}

, which

is isomorphic to AU− ⊂ B− via pr2. Thus PT(G∗, θ̃,ΦG∗ , τ) ∼= (B−,ΦBK , ϑ)tR(0)× (S1)m

via pr2 and we get the following detropicalization map:

Eϑ,s : Rr+m × (S1)m → AU−

(λ−r, . . . , λm, ϕ1, . . . , ϕm) 7→ ϑ
(
esλ−r , . . . , esλ−1 , esλ1+iϕ1 , . . . , esλm+iϕm

)
.

Next we compute the constant Poisson bracket πθ∞ of PT(G∗, θ) for a specific toric chart θ.
Let i ∈ R(w0, e) be a double reduced word for (w0, e). Recall that for the seed σ(i), we have
the following cluster variables on Gw0,e ⊂ B− by (4.10):

∆k := ∆ukωik ,ωik ,
for k ∈ [−r,−1] ∪ [1,m],

where uk = si1 · · · sik for k ∈ [1,m] and uk = e for k ∈ [−r,−1]. Note that ∆k’s determine a
birational isomorphism

Gw0,e → (C×)m+r : g 7→ (∆−r(g), . . . ,∆m(g)) .

whose inverse gives a toric chart of B−

σ(i) : (C×)m+r → Gw0,e ↪→ B−. (7.15)

Denote by θ(i) the τ -compatible chart for G∗ extending σ(i) as in previous discussion. Then
one compute:

Theorem 7.7.1. The Poisson bivector πθ(i)∞ on PT(G∗, iπG∗ ,ΦG∗ , θ(i), τ) is given by

{λk, ϕp} = 0, for k > p; (7.16)

{λk, ϕp} = (ukωik , upωip)− (ωik , ωip), for k < p; (7.17)

{λk, λp} = {ϕk, ϕp} = 0. for all k, p.

Proof. Denote by {·, ·}log the log-canonical part of iπG∗ . By Eq (7.5), the number 2i$k,p is

2i
{(∆k)2, (∆p ◦ τ)1}log

(∆k)2(∆p ◦ τ)1
= (ωik , ωip)− (ukωik , upωip).

By Theorem 5.2.4 and the fact that pr2 is anti-Poisson, we know 2iπk,p is

2i
{(∆k)2, (∆p)2}log

(∆k)2(∆p)2
= (ukωik , upωip)− (ωik , ωip), where k 6 p.

Take this into the definition, one gets desired formulas. ♦
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Proposition 7.7.2. For the Poisson manifold PT(G∗) = PT(G∗, iπG∗ ,ΦG∗ , θ(i), τ) with the
Poisson structure πθ(i)∞ , we have

(1) The functions λk are Casimirs for k ∈ [1,m] \ e(i);

(2) The matrix B = [{λk− , ϕl}]m, where k, l is indexed by (1, . . . ,m) and k− is defined by
Eq 4.7, is of the form B = DB′ for

D = diag ((αi1 , ωi1), . . . , (αim , ωim)) = (1/di1 , . . . , 1/dim),

and B′ is an upper triangular positive integer matrix with diagonal elements being 1;

(3) Let hw: B− → H be the highest weight map. Then the symplectic leaves of PT(G∗) are
of the form

Pλ∨ := hw−tR (λ∨)× (S1)m,

where λ∨ ∈ X+
∗ (H)⊗Z+ R+.

Proof. For item (1), let k ∈ [1,m] \ e(i). By (7.16), we have {λk, ϕp} = 0 for p 6 k. All we
need to show is {λk, ϕp} = 0 for p > k. Since k ∈ [1,m] \ e(i), we know p ∈ [1,m] \ e(i) as
well. Therefore, by (7.17),

{λk, ϕp} = (ωik , ωip)− (w0ωik , w0ωip) = 0,

because the bilinear form is W -invariant.

For item (2), recall that si is the simple reflection generated by αi. Note that siωi = ωi−αi,
and sjωi = ωi for j 6= i. By (4.7), we have ωik = ωik− . Thus by (7.17): for k = l

{λk− , ϕk} = (ωik− , ωik)− (ωik− , sik−+1
· · · sikωik)

= (ωik , ωik)− (ωik , sikωik) = (αik , ωik) > 0.

For k > l, there are two possible cases. For k > k− > l, we have {λk− , ϕl} = 0 by by
(7.16). For k > l > k−, we have:

{λk− , ϕl} = (ωik− , ωil)− (ωik− , sik−+1
· · · silωil) = (ωik , ωil)− (ωik , ωil) = 0.

The equalities follows from the fact ik−+1, . . . , il are all different from ik and ωik = ωik− .

For k < l, we have {λk− , ϕl} =
(
ωik , ωil − u

−1
k−ulωil

)
= c(ωik , αik) for c ∈ Z>0, because

ωi − vωi is a non-negative integer linear combination of αj’s and (αi, ωj) = 0 for i 6= j.

For item (3), recall that

(hw(g))w0ωi = ∆w0ωi,ωi(g), ∀g ∈ Gw0,e, i ∈ I.

The tropicalization of hw with respect to the chart σ(i) can then be written as a linear combina-
tion of the cocharacters w0α

∨
i ∈ X∗(H), with the tropical functions ∆w0ωi,ωi as coefficients:

hwt
R =

∑
i

∆t
w0ωi,ωi · (w0α

∨
i ).

Together with the nondegeneracy of the matrix B in previous item, this proves the claim. ♦





8 | Poisson-Lie duality vs Langlands
duality

8.1 Overview

LetK be a compact connected semisimple Lie group. There are two very interesting duality
constructions which involve K. First, one can associate to it the Langlands dual group K∨

corresponding to the root system dual to the one ofK. Second, the groupK carries the standard
Poisson-Lie structure πK . As a Poisson-Lie group, it admits the dual Poisson-Lie group K∗.

The groupK∨ is a compact connected semisimple Lie group while the groupK∗ is solvable.
Despite this fact, they share some common features. Let T ⊂ K be a maximal torus of K and
t = Lie(T ) be its Lie algebra. The Lie algebra t∨ = Lie(T∨) of the maximal torus T∨ ⊂ K∨

is in a natural duality with t:

t∨ ∼= Hom(S1, T )∗ ⊗Z R ∼= Hom(T, S1)⊗Z R ∼= t∗.

The Lie algebra it ∼= t∗ plays a role analogous to the one of Cartan subalgebra for the group
K∗. The isomorphism above is induced by the invariant scalar product on k = Lie(K) used to
define the standard Poisson structures on K and K∗.

Furthermore, both the Langlands dual group and the Poisson-Lie dual group can be used
to parametrize representations of K (or finite dimensional representations of G = KC). On
one hand, by the Borel-Weil-Bott Theorem, geometric quantization of coadjoint orbits passing
through dominant integral weights in t∗ yields all irreducible representations of K. By the
Ginzburg-Weinstein Theorem [43], the Poisson spaces K∗ and k∗ are isomorphic to each other
and we can extend the Borel-Weil-Bott result to K∗, where for a dominant integral weight
λ ∈ t∗ ∼= it we consider the K-dressing orbit in K∗ passing through exp(λ).

On the other hand, as we discussed in Chapter 3, from B∨− ⊂ G∨ = (K∨)C, Berenstein-
Kazhdan [16] constructed an integral polyhedral cone (B∨−,Φ

∨
BK)t by tropicalization, together

with a highest weight map

(hw∨)t : (B∨−,Φ
∨
BK)t → X∗(H

∨) = X∗(H).

The fiber (hw∨)−t(λ) carries a Kashiwara crystal structure, which isomorphisc to the the one
of irreducible representations of G with highest weight λ.

This chapter is based on a joint work [6] with A. Alekseev, A. Berenstein and B. Hoffman.

81
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It is the goal of this paper to establish a relation between the two duality constructions
described above.

There are several tools that we are using to this effect. First, note that that of the double
Bruhat cells Gw0,e ⊂ B− and G∨;w0,e ⊂ B∨− is a pair of cluster varieties dual to each other.
In this case, the relationship between tropicalizations can be further improved: We show that
our comparison map ψ maps one of these cones into the other, and preserves their Kashiwara
crystal structure (up to some scaling). This gives a new perspective on a result of Kashiwara
[58] and Frenkel-Hernandez [39].

For the discussion of the Poisson-Lie dual K∗, we use the tool of partial tropicalization that
we introduced in Chapter 7. Recall that PT(K∗) comes equipped with a constant Poisson struc-
ture which induces integral affine structures on symplectic leaves. Together with the structure
of the weight lattice of K, they define a natural Bohr-Sommerfeld lattice Λ ⊂ (B−,ΦBK)t.

We show that
ψ(Λ) = (B∨−,Φ

∨
BK)t.

That is, the integral Bohr-Sommerfeld cone Λ defined by the Poisson-Lie data onK∗ is isomor-
phic to the integral cone (B∨−,Φ

∨
BK)t defined by the potential Φ∨BK . The isomorphism is given

by the tropical duality map of the double cluster variety.

In more details, the cone (B∨−,Φ
∨
BK)t parametrizes canonical bases of irreducibleG-modules.

For the representation with highest weight λ, the canonical basis in Vλ is parametrized by the
points of (hw∨)−t(λ). The preimage of this set under the duality map ψ is exactly the set
of points of Λ which belongs to the integral symplectic leaf of PT(K∗) corresponding to the
weight λ. The relations are depicted in Figure 8.1.

Integral coadjoint orbits Irreducible G-modules Fibers of (hw∨)t

leaves of PT(K∗)
Integral symplectic

Figure 8.1

8.2 Comparison maps

Let G be a semisimple algebraic group over Q as before, whose Cartan matrix is A with
symmetrizer d = {d1, . . . , dr}. For a pair of elements (u, v) in the Weyl group, we have a
positive variety (Gu,v,Θu,v).

In this section, we want to compare the positive variety (Gu,v,Θu,v) and (G∨;u,v,Θ∨u,v).
For i ∈ R(u, v), let Ψi : Gu,v → G∨;u,v be the positive rational map which is given in terms of
the toric charts xi and x∨i by

xi(h, t1, . . . , tn) 7→ x∨i (ΨH(h), t
di1
1 , . . . , t

din
n ). (8.1)
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Write ψi = Ψ ti for the tropicalized comparison map

(Gu,v, xi)
t → (G∨;u,v, x∨i )t

Then the comparison maps ψi for i ∈ R(u, v) all agree after tropicalization. To be more precise,

Proposition 8.2.1. For i, i′ ∈ R(u, v), the following diagram commutes,

(Gu,v, xi)
t (Gu,v, xi′)

t

(G∨;u,v, x∨i )t (G∨;u,v, x∨i′)
t

Idt

ψi ψi′

(Id∨)t

where we recall that Idt = IdtGu,v = (x−1
i′ ◦ xi)

t by definition, and we abbreviate Id∨ =
IdG∨;u,v .

Proof. By the previous discussion it is enough to assume that i and i′ are related by a single
move. Then the proposition follows by direct computation; we only give the proof for one type
of move and leave the rest to the reader.

Say i, j ∈ {−r, . . . ,−1} with ai,j = −1 and aj,i = −2. Without loss of generality assume
di = 1 and dj = 2. Let

i = (i1, . . . , ik, i, j, i, j, ik+5, . . . , in), i′ = (i1, . . . , ik, j, i, j, i, ik+5, . . . , in).

Then by [21, Proposition 7.3],

Ψi′ ◦ x−1
i′ ◦ xi(h, t1, . . . , tm) = Ψi′(h, p1, . . . , pm)

= (ΨH(h), p
di1
1 , . . . , p2

k+1, pk+2, p
2
k+3, pk+4, . . . , p

dim
m ),

where

pk+1 =

(
tk+1

tk+2
+
tk+2

tk+3
+

1

tk+4

)−1

pk+2 =

(
1

tk+1

(
tk+2

tk+3
+

1

tk+4

)2

+
1

tk+3

)−1

pk+3 = tk+2 + tk+1tk+4 +
t2k+2tk+4

tk+3
pk+4 = tk+1 + tk+3

(
tk+2

tk+3
+

1

tk+4

)2

and pi = ti otherwise. On the other hand, again using [21, Proposition 7.3] one finds

(x∨i′)
−1 ◦ x∨i ◦ Ψi(h, t1, . . . , tm) = (x∨i′)

−1 ◦ x∨i (ΨH(h), t
di1
1 , . . . , t

dim
m )

= (ΨH(h), P1, . . . , Pm),

where

Pk+1 =

 1

t2k+4

+
1

t2k+2

(
t2k+2

tk+3
+ tk+1

)2
−1

Pk+2 =

(
1

tk+3
+

1

t2k+4tk+1
+

t2k+2

t2k+3tk+1

)−1

Pk+3 = t2k+4

(
t2k+2

tk+3
+ tk+1

)2

+ t2k+2 Pk+4 =
tk+3

t2k+4

+
t2k+2

tk+3
+ tk+1
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and Pi = tdii otherwise. Then it is easy to verify that Ψi and Ψi′ agree after tropicalization.

The proofs for the other types of move (described in Propositions 7.1, 7.2, and 7.3 of [21])
are along the same lines. The computation for the two types of moves associated to type G2 are
slightly more involved. One must show that some terms in the expressions for the pi’s and Pi’s
do not contribute after tropicalization; this can be done using the fact that the tropicalization of
(A + B)k is the same as the tropicalization of Ak + Bk, for positive functions A and B and
positive integers k. This verification is straightforward and tedious. ♦

Recall we should that (Gu,v = H × Lu,v, G∨;u,v = H∨ × L∨;u,v is a (decorated) double
cluster variety. Thus we know the tropical maps ψσ agree for all σ ∈ |σ(i)|. Next, we compare
the comparison map ψσ and ψi:

Theorem 8.2.2. For u, v ∈ W , suppose that `(u) + `(v) = `(u−1v). For i ∈ R(u, v), denote
by let xi and σ ∈ |σ(i)| be the factorization chart and cluster charts for Gu,v respectively. Then
the following diagram commutes,

(Gu,v, xi)
t (Gu,v, σ)t

(G∨;u,v, x∨i )t (G∨;u,v, σ∨)t

Idt

ψi ψσ

(Id∨)t

where we recall that Idt = (σ−1 ◦ xi)t by definition.

We split the proof into the following Lemmas:

Lemma 8.2.3. For u, v satisfying `(u)+`(v) = `(u−1v) and i ∈ R(u, v)the following diagram
commutes.

(Lu,v, xi)
t (Lv,u, x−i)

t

(L∨;u,v, x∨i )t (L∨;v,u, x∨−i)
t

(ψu,v)t

ψi ψ−i

(ψ∨;u,v)t

Proof. Recall that ψu,v can be decomposed as a sequence of “elementary moves” as in Propo-
sition 2.6.7. Let (i1, . . . , ip, jq, . . . , j1) be a separated reduced word for (u, v). Denote by
j = (i1, . . . , ip,−j1, jq, . . . , j2). For elementary move Qi, the following diagram commutes:

(Lu,v, xi)
t (Lusj1 ,vsj1 , xi+)t (Lusj1 ,vsj1 , xj)

t

(L∨;u,v, x∨i )t (L∨;usj1 ,vsj1 , x∨i+)t (L∨;usj1 ,vsj1 , x∨j )t

Qti

ψi

Idt

ψi+ ψj

(Q∨i )t (Id∨)t

,

which follows from the definition of Qi and ψi and of the right square is just Proposition 8.2.1
for “mixed” moves. ♦
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Lemma 8.2.4. For u, v ∈ W , let σ ∈ |σ(−i)| be a cluster chart for Lv,u. Then the following
diagram commutes.

Lu,v Lv,u

L∨;u,v L∨;v,u

ψu,v

Ψi Ψσ

ψ∨;u,v

(8.2)

Proof. Recall that the factorization parameters can be written as monomial of the twist minors
as in 2.7.3. Also note that aijdj = ajidi. Direct computation will give the proof of the lemma
8.2.4. ♦

proof of Theorem 8.2.2. Consider the following diagram.

(Lv,u, x−i)
t (Lu,v, xi)

t (Lu,v, σ)t

(L∨;v,u, x∨−i)
t (L∨;u,v, x∨i )t (L∨;u,v, σ)t

(ψv,u)t

ψ−i

Idt

ψi ψσ

(ψ∨;v,u)t Id∨t

(8.3)

We must show that the square on the right commutes. From Lemmas 8.2.3, the square on the
left commutes. The outer square commutes by Lemma . ♦

As a consequence of Proposition 4.3.4, Proposition 8.2.1 and Theorem 8.2.2, we immedi-
ately obtain the following. Recall that, for any double reduced words i, i′ for (w0, e), the toric
charts xi, xi′ , σ(i), σ(i′) on Gw0,e are all positively equivalent.

Corollary 8.2.5. Let i, i′ be double reduced words for (w0, e), and let σ ∈ |σ(i)| and σ′ ∈
|σ(i′)|. Consider the (rational) comparison maps

Ψi, Ψi′ , Ψσ, Ψσ′ : G
w0,e → G∨;w0,e.

For any toric charts θ ∈ [xi] and θ∨ ∈ [x∨i ] on Gw0,e and G∨;w0,e, respectively, the tropicalized
maps

Ψ ti , Ψ
t
i′ , Ψ

t
σ, Ψ

t
σ′ : (Gw0,e, θ)t → (G∨;w0,e, θ∨)t

are all equal.

8.3 Comparison of BK cones

In this section, we focus on the positive varieties with potential (B−,ΦBK ,ΘB−) and its
“dual” (B∨−,Φ

∨
BK ,Θ

∨
B−

).

Theorem 8.3.1. For i ∈ R(w0, e), the natural real extension (ψi)R of ψi restricts to an isomor-
phism of real BK cones

(B−,ΦBK , xi)
t
R → (B∨−,Φ

∨
BK , x

∨
i )tR.

Moreover, the map ψi restricts to an injective map of integral BK cones.
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Proof. We introduce the following notation for simplicity:

pi := ∆w0ωi,siωi , qi := ∆w0siωi,ωi ∈ Q[Lw0,e];

p∨i := ∆w0ω∨i ,siω
∨
i
, q∨i := ∆w0siω∨i ,ω

∨
i
∈ Q[L∨;w0,e].

For each index k, one can choose a double reduced word ik = (i1, . . . , im) such that im = −k,
and ik∗ = (i1, . . . , im) such that i1 = k∗. Let αk∗ denote the function which sends h to h−w0αk ,
and let

(αk∗ · qk)(h, z) = αk∗(h)qk(z).

Then by Proposition 2.7.5, the function(
(α∨k∗ · q∨k ) ◦ Ψik∗

)t
: (B−, xik∗ )

t → Z

can be written (∑
aiω
∨
i ,
∑

ξiei

)
7→ dk∗ (ak∗ − ξ1) .

From Proposition 2.7.5 one also has:

dk (αk∗ · qk)t : (B−, xik∗ )
t → Z :

(∑
aiω
∨
i ,
∑

ξiei

)
7→ dk∗ (ak∗ − ξ1) .

Thus we get: (
(α∨k∗ · q∨k ) ◦ Ψik∗

)t
= dk∗ (αk∗ · qk)t .

Similarly, for the other terms, we get (p∨k ◦ Ψik)t = dkp
t
k, where we write pk(h, z) = pk(z).

Then by Corollary 8.2.5, we have

(p∨k ◦ Ψσ)t = dkp
t
k;

(
(α∨k∗ · q∨k ) ◦ Ψσ

)t
= dk∗ (αk∗ · qk)t , (8.4)

where σ ∈ |σ(i′)|, for any double reduced word i′ for (w0, e). From (8.4), a point x = (h, z)
satisfying Ψ tσ(x) ∈ CG

∨
σ (R) if and only if

dkp
t
k(z) > 0 and dk∗ (αk∗ · qk)t (h, z) > 0, ∀k ∈ I.

Dividing both sides of each equation by dk, this is equivalent to the condition that

x ∈ (B−,ΦBK , σ)(R).

Again by Corollary 8.2.5, we can replace ψσ with ψi. In particular, restricting to the integral
cone CGi , the map is an injection of cones. ♦

Remark 8.3.2. We give an direct computation for the comparison of the BK cones for SO(5)
and Sp(4) in Section 8.6.

Theorem 8.3.3. Consider the map ψi as in Theorem 8.3.1. Then for any i ∈ I ,

ψi ◦ ẽi = ẽdii ◦ ψi, ψi ◦ f̃i = f̃dii ◦ ψi, (hw∨) ◦ ψi = ψ ◦ hwt

where we write ẽi, f̃i for the crystal operators in both (B−,ΦBK , xi)
t and (B∨−,Φ

∨
BK , x

∨
i )t as

described at the end of section 3.5.
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Proof. Write Ci := (B−,ΦBK , xi)
t and C∨i := (B∨−,Φ

∨
BK , x

∨
i )t for simplicity. We prove

the statement for ẽi; the one for f̃i follows immediately from the crystal axioms. Assume
x, ẽix ∈ Ci. By Theorem 8.3.1, we have ψi(x), ψi(ẽix) ∈ C∨i .

From ine(x,i) = i, one sees immediately that

ψi

(
ẽi

(
h,
∑

ξjvj

))
=
(
ψ(h),

∑
dijξjvj − divne(x,i)

)
.

By convexity of C∨i , the lattice points between ψi(x) and ψi(ẽix) are contained in C∨i as well.
We will show that these are exactly the points obtained by repeatedly applying the operator ẽi
in C∨i .

First, by the description above

ẽi

(
ψi

(
h,
∑

ξjvj

))
=
(
ψ(h),

∑
dijξjvj − vne(ψi(x),i)

)
∈ C∨i .

Assume that ne(x, i) = ne(ψi(x), i). From (3.15) applied to the crystal C∨i , one gets that

ne(ẽ
k
i ψi(x), i) = ne(ψi(x), i) = ne(x, i),

for 0 6 k < di. So, applying ẽi repeatedly gives

ψi(ẽix) = ẽdii ψi(x).

It remains to show that ne(x, i) = ne(ψi(x), i). Indeed,

Xl(ψi(x), i) =
l∑

k=1

(aT )ik,idikξk =
l∑

k=1

ai,ikdikξk =
l∑

k=1

diaik,iξk = diXl(x, i).

So,

ne(x, i) = max

{
l
∣∣∣ 1 6 l 6 m, il = i,Xl(x, i) = min

l′
{Xl′(x, i) | il′ = i}

}
= max

{
l
∣∣∣ 1 6 l 6 m, il = i, diXl(x, i) = min

l′
{diXl′(x, i) | il′ = i}

}
= max

{
l
∣∣∣ 1 6 l 6 m, il = i,Xl(ψi(x), i) = min

l′
{Xl′(ψi(x), i) | il′ = i}

}
= ne(ψi(x), i).

This proves the claim. ♦

Remark 8.3.4. Restricting to hw−t(λ∨) and identifying hw−t(λ∨) withBλ∨ , Theorem 8.3.3 is
a special case of Kashiwara’s theorem as in [58, Theorem 5.1]. Note that Theorem 2.6 in [39]
is also a special case of Kashiwara’s theorem, as indicated by the authors.

8.4 Comparison of lattices

Let (K∗, πK∗ , T ) be the dual Poisson-Lie group together with the dressing action of T
on K. In this section, we use our results to compare two lattices on (B−,ΦBK , σ(i))tR. The
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first lattice comes from the crystal structure on (B∨−,Φ
∨
BK , σ

∨(i))t. The integrable system on
PT(K∗, σ(i)) gives us the second lattice Λ, which we call Bohr-Sommerfeld lattice.

The lattice Λ is built out of a lattice in h and a lattice in each integral symplectic leaf of
PT(K∗). The lattice in h is ψ−1(X∗(H)); recall that the T action on K∗ determines the lattice
X∗(H) in h∗ and that the Poisson-Lie structure πK on K depends on a choice of an invariant
inner product on g (which, in turn, determines ψ).

Next, we describe the lattice in the symplectic leaves of PT(K∗). The Bohr-Sommerfeld
quantization defines a lattice (integral affine structure) in the tangent spaces to leaves as follows.
Assume λ∨ ∈ h is a regular dominant weight of G such that

λ := ψ(λ∨) ∈ X∗+(H) ⊂ h∨.

Let hwt be the tropicalization of hw: Gw0,e → H relative to the chart σ(i), and let hwt
R be the

real extension of hwt. Recall we have symplectic leaf

Pλ∨ := hw−tR (λ∨)× (S1)m ⊂ PT(K∗, σ(i))

together with the symplectic form ωλ
∨
∞ := (π∞)−1. Let λ0 ∈ hw−t(λ∨) be the unique point in

(B−,ΦBK , σ(i))R such that wttR(λ0) = hwt
R(λ0) = λ∨. And denote by

Λ0 :=
{
λ | ψ ◦ hwt

R(ξ) = ψ ◦ wttR(ξ) = λ ∈ X∗+(H)
}
.

Consider the lattice X∗(S1)m ⊂ T1(S1)m of cocharacters of (S1)m; this lattice is generated by{
2π

d

dϕk

∣∣∣ k = 1, . . . ,m

}
.

Thus the following {
v ∈ Tλ0 hw−tR (λ∨) | ωλ∨(v,X∗(S

1)m) ⊂ 2πZ
}

(8.5)

is a lattice in Tλ0 hw−tR (λ∨). The natural identification of hw−tR (λ∨) with a subset of Tλ0 hw−tR (λ∨)

determines the lattice Λ̃ on hw−tR (λ∨). Alternatively, think of the points of the set (8.5) as el-
ements of a (scaled) dual basis to X∗(S1)m, under the pairing given by the symplectic form.
In our choice of coordinates, the symplectic form is described by the matrix B in Proposition
7.7.2. So another description of the lattice Λ̃ is

Λ̃ =
(
λ0 +B (Z, . . . ,Z)T

)
∩ (B−,ΦBK , σ(i))R. (8.6)

Then the lattice Λ0 and the lattices Λ̃ on the integral symplectic leaves determine the Bohr-
Sommerfeld lattice

Λ := B(Z, . . . ,Z)T + Λ0. (8.7)

Remark 8.4.1. Actually, the Bohr-Sommerfeld lattice on PT(K∗) is independent of the choice
of toric chart σ(i), as a consequence of Lemma B2 of [6] and Theorem 6.23 of [5]. We omit the
detail of the proof here.

Theorem 8.4.2. The comparison map ψσ(i) sends the Bohr-Sommerfeld lattice to the integral
points of (B∨−,Φ

∨
BK , σ

∨(i))t, i.e., (ψσ(i))R(Λ) = (B∨−,Φ
∨
BK , σ

∨(i))t.

Proof. From (8.6) and Theorem 7.7.2, we have

Λ̃ =

(
λ0 +

(
0, . . . , 0,

1

di1
Z,

1

di2
Z, . . . ,

1

dim
Z
))
∩ (B−,ΦBK , σ(i))R.

From Theorem 8.3.1, it is then clear that (ψσ(i))R(Λ̃) = (hw∨)−t(λ). ♦
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8.5 Comparison of volumes

As an application of the results of the previous section, we compare the symplectic volume
of symplectic leaves of PT(K∗) with that of symplectic leaves of k∗.

Definition 8.5.1 (Notation). Let L be a lattice in Rn. Then L induces a natural translation-
invariant measure µL on Rn. For a compact domain U ⊂ Rn, let Vol(U,L) be the volume of U
with respect to L. For a symplectic form ω on U , let Vol(U, ω) be the volume of U with respect
to the Liouville form.

Proposition 8.5.2. Using notation just defined, we have

1

(2π)m
Vol(Pλ∨ , ω

λ∨
∞ ) = Vol(hw−tR (λ∨),Λ). (8.8)

Proof. The Liouville measure of ωλ
∨
∞ is a product of the translation-invariant measure µΛ on

hw−tR (λ∨) and (2π)m times the normalized Haar measure on (S1)m. The proposition follows
immediately by Fubini theorem. ♦

Recall the standard Lie-Poisson structure πk∗ on k∗. Let ξ := −iψ(λ∨) ∈ X∗+(H) be an
regular element in the positive Weyl chamber t∗+. Denote by Oξ the coadjoint orbit through ξ.
Let ωξ be the corresponding symplectic form.

Theorem 8.5.3. Let ξ := −iψ(λ∨) ∈ X∗+(H) be an regular element in the positive Weyl
chamber. The symplectic volume of the symplectic leaf Pλ∨ ⊂ PT(K∗, σ(i)) is equal to the
symplectic volume of Oξ ⊂ k∗.

Proof. Let λ := ψ(λ∨). Let Vλ be the irreducibleG-module with highest weight λ. Recall from
Theorem 3.5.9 that dim(Vλ) = #(hw∨)−t(λ), the number of lattice points in (hw∨)−t(λ).
Recall also that Weyl dimension formula is:

dim(Vλ) =
∏
α>0

(λ+ ρ, α)

(ρ, α)
,

where ρ is the half-sum of positive roots of G. Let N be a positive integer. Then

lim
N→∞

#(hw∨)−t(Nλ)

Vol
(
(hw∨)−tR (Nλ), (hw∨)−t(Nλ)

) = 1.

Also, Vol
(
(hw∨)−tR (Nλ), (hw∨)−t(Nλ)

)
= Nm Vol

(
(hw∨)−tR (λ), (hw∨)−t(λ)

)
. Therefore,

Vol
(
(hw∨)−tR (λ), (hw∨)−t(λ)

)
= lim

N→∞

1

Nm

∏
α>0

(Nλ+ ρ, α)

(ρ, α)

=
∏
α>0

lim
N→∞

(
(λ, α)

(ρ, α)
+

1

N

)
=
∏
α>0

(λ, α)

(ρ, α)
.

It is well known that

Vol(Oξ, ωξ) = (2π)m
∏
α>0

(λ, α)

(ρ, α)
, (8.9)
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see for instance Section 3.5 of [62]. Combining the fact

Vol
(
hw−tR

(
ψ−1(λ)

)
,Λ
)

= Vol
(
(hw∨)−tR (λ), (hw∨)−t(λ)

)
.

an (8.8), (8.9), we get the result. ♦

Corollary 8.5.4. For all λ∨ ∈ ψ−1(X∗+(H) + ρ), one has

dimVλ−ρ =

(∏
α>0

dα

)
· dimVλ∨−ρ∨ ,

where dα = 2
(α,α) and λ = ψ(λ∨).

Proof. Given a reduced word i = (i1, . . . , im) of the longest element w0, positive roots can be
written in the following order:

αi1 , si1αi2 , . . . , si1 · · · sim−1αim .

Since the bilinear form is W -invariant, for positive root α = si1 · · · sij−1αij , we get:

(α, α) = (αij , αij ).

Then one has
∏
α>0 dα =

∏m
j=1 dij . By Theorem 8.5.3 and its proof, we get

dimVλ−ρ = Vol
(
(hw∨)−tR (λ), (hw∨)−t(λ)

)
.

Taking the determinant of (ψσ(i))R, one finds

Vol
(
(hw∨)−tR (λ), (hw∨)−t(λ)

)
=

(∏
α>0

dα

)
·Vol

(
hw−tR (λ),hw−t(λ)

)
=

(∏
α>0

dα

)
· dimVλ∨−ρ∨ . ♦

In the following, we present a direct computation of Corollary 8.5.4. Let ψ(λ∨) = λ ∈
X∗+(H) and denote ρ = 1

2

∑
α>0 α and ρ∨ = 1

2

∑
α>0 α

∨ as before. Note ψ preserves the
bilinear forms on h and h∗ and commutes with the W -action.

Lemma 8.5.5. For each complex semisimple g one has for a formal parameter q,∏
α>0

(q
1
2
〈ρ∨,α〉 − q−

1
2
〈ρ∨,α〉) =

∏
α∨>0

(q
1
2
〈α∨,ρ〉 − q−

1
2
〈α∨,ρ〉).

In particular,
∏
α>0
〈ρ∨, α〉 =

∏
α∨>0

〈α∨, ρ〉.

Proof. Note we have the following Weyl denominator Formula:

eρ
∏
α>0

(1− e−α) =
∑
w∈W

(−1)`(w)ewρ.
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Let Q be the root lattice and Q∨ be the coroot lattice of g. Applying the ring homomorphisms

η : Z[
1

2
Q]→ Z[q±

1
2 ] : eβ 7→ q〈ρ

∨,β〉; η∨ : Z[
1

2
Q∨]→ Z[q±

1
2 ] : eβ

∨
= q〈β

∨,ρ〉

to the Weyl denominator formula for Q and Q∨, we obtain∏
α>0

(q
1
2
〈ρ∨,α〉 − q−

1
2
〈ρ∨,α〉) =

∑
w∈W

(−1)`(w)e〈ρ
∨,wρ〉 =

∏
α∨>0

(q
1
2
〈α∨,ρ〉 − q−

1
2
〈α∨,ρ〉).

The second assertion follows by dividing both sides with the appropriate power of q
1
2 − q−

1
2

and taking the limit as q 7→ 1. ♦

For λ∨ ∈ h and λ ∈ h∗, we rewrite the Weyl dimension formula: If λ ∈ X∗+(H) + ρ, then

dimVλ−ρ =
∏
α>0

(λ, α)

(ρ, α)
=
∏
α∨>0

〈α∨, λ〉
〈α∨, ρ〉

,

where Vλ−ρ is the irreducible highest weight module with highest weight λ− ρ. Then:

Proof of Corollary 8.5.4. Indeed, Lemma 8.5.5 implies that

dimVψλ∨−ρ =
∏
α∨>0

〈α∨, ψλ∨〉
〈α∨, ρ〉

=
∏
α∨>0

〈ψα∨, λ∨〉
〈α, ρ∨〉

=
∏
α>0

dα〈α, λ∨〉
〈α, ρ∨〉

=
∏
α>0

dα ·dimVλ∨−ρ∨ .

The corollary is proved. ♦

8.6 Example: duality between B2 and C2

Note SO∨2n+1 = Sp2n. Let us focus on the case n = 2. Here we use an alternative
description of SO5. Denote

Jn =

 1

. .
.

1

 .
The group SO5 is isomorphic to

G = {X ∈ GL5 | XJ5X
T = J5},

with Lie algebra:
g = {x ∈ gl(5) | x+ J5x

TJ5 = 0}.

Cartan subalgebra:
h = {diag(x1, x2, 0,−x2,−x1)}.

Borel subalgebra:
b = g ∩ {upper-triangular matrices}.

Cartan matrix and a symmetrizer:

A =

[
2 −1
−2 2

]
=

[
1

2

] [
2 −1
−1 1

]
, D =

[
1

2

]
,
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Orthonormal basis in h∗:

ζi : diag(x1, x2, 0,−x2,−x1) 7→ xi.

Simple roots:
α1 = ζ1 − ζ2, α2 = ζ2.

Positive roots:
α1, α2, α3 := α1 + α2, α4 := α1 + 2α2.

Simple coroots:

α∨1 = diag(1,−1, 0, 1,−1); α∨2 = diag(0, 2, 0,−2, 0).

Simple root vectors:
F1 = E21 − E54; F2 = E32 − E43.

Fundamental weights:

ω1 = α3, ω2 =
1

2
α4.

Fundamental coweights:

ω∨1 = α∨1 +
1

2
α∨2 , ω∨2 = α∨1 + α∨2 .

Character lattice of the maximal torus:

X∗(H) = Z{α1, α2}.

Cocharacter lattice of the maximal torus:

X∗(H) = Z{ω∨1 , ω∨2 }.

Weyl group:

W = S2 n Z2, with generator s1, s2 satisfying (s1s2)4 = 1.

The longest element:
w0 = (s1s2)2 = (s2s1)2.

Now let us compute the BK potential and the BK cone. Note that the lift of si to G is given
by:

s1 = P1P4; s2 = P2P3P2; where Pi = Ei,i+1 − Ei+1,i.

And note (s1s2)2 = P1P2P3P4P1P2P3P1P2P1. Let

x = exp
(
ln(x1)ω∨1 + ln(x2)ω∨2

)
and

x−1(t) =


t−1

1 t
1

t−1

−1 t

 ; x−2(t) =


1

t−2

t−1 1
−1

2 −t t2

1

 .
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Then for the longest word (s1s2)2, generic elements of the double Bruhat cell Gw0,e can be
written:

xx−1(t1)x−2(t2)x−1(t3)x−2(t4) ∈ Gw0,e.

This element is equal to

x



1

t1t3
t1
t22

+
1

t3

t1t3
t22t

2
4

1

t2

t3
t2t24

+
1

t4
1

− 1

2t1
−(t3 + t2t4) 2

2t1t3t24
− t2 (t3 + t2t4)

t1t3

t22t
2
4

t1t3

1

2

1

2

(
(t3 + t2t4) 2

t3t24
+ t1

)
t4t

2
2

t3
+ t2 + t1t4 −

(
t22 + t1t3

)
t24

t3
t1t3



.

Thus the potential is(
t1 +

(t3 + t2t4)2

t3t24

)
+ t4 + x1 ·

1

t1
+ x2

(
1

t4
+
t22 + t1t3
t2t3

)
,

which gives us the cone cut out by the inequalities:

x1 > t1 > 0;

x2 > t4 > 0;

2t2 > t3 > 2t4 > 0;

x2 > t2 − t1;

x2 > t3 − t2.

(8.10)

Now let us describe Sp4 as the dual of SO5. Denote

J ′2n =

[
Jn

−Jn

]
.

The group Sp4 is isomorphic to

G∨ = {X ∈ GL4 | XJ ′4XT = J ′4}

with Lie algebra:
g∨ = {x ∈ gl(4) | x− J ′xTJ ′ = 0}.

Cartan subalgebra:
h = {diag(x1, x2,−x2,−x1)}.

The Borel subalgebra:
b∨ = g ∩ {upper-triangular matrices}.

Orthonormal basis in (h∨)∗:

ζ∨i : diag(x1, x2,−x2,−x1) 7→ xi.
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Simple roots:
β1 = ζ∨1 − ζ∨2 , β2 = 2ζ∨2 .

Positive roots:
β1, β2, β3 := 2β1 + β2, β4 := β1 + β2.

Simple coroots of g∨ are given by:

β∨1 = diag(1,−1, 1,−1); β∨2 = diag(0, 1,−1, 0);

Simple root vectors:
F1 = E21 − E43; F2 = E32.

Fundamental weights:

κ1 =
1

2
β3, κ2 = β4.

Fundamental coweights:

κ∨1 = β∨1 + β∨2 , κ∨2 =
1

2
β∨1 + β∨2 .

Character lattice of the maximal torus:

X∗(H∨) = Z{κ1, κ2}.

Cocharacter lattice of the maximal torus:

X∗(H) = Z{β∨1 , β∨2 }.

To calculate the potential for G∨, we need the lift of si to G∨:

s1 = P1P3; s2 = P2; where Pi = Ei,i+1 − Ei+1,i.

Note (s1s2)2 = P1P2P3P1P2P1. Let

y∨ = exp
(
ln(y1)β∨1 + ln(y2)β∨2

)
and

x∨−1(t) =


t−1

1 t
t−1

−1 t

 ; x∨−2(t) =


1

t−1

1 t
1

 .
Then for the longest word (s1s2)2, generic elements of the double Bruhat cell G∨;w0,e can be
written:

y∨x∨−1(t1)x∨−2(t2)x∨−1(t3)x∨−2(t4) ∈ G∨;w0,e.

This element is equal to

y∨



1

t1t3
t1
t2

+
1

t3

t1t3
t2t4

1

t1

t2
t1t3

+
t3
t1t4

t2t4
t1t3

−1 −t1 −
t2
t3
− t3
t4

(
−t1 −

t2
t3

)
t4 t1t3


.
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Thus the potential is(
t1 +

t2
t3

+
t3
t4

)
+ t4 +

y2
1

y2
· 1

t1
+
y2

2

y2
1

(
(t1t3 + t2)2

t2t23
+

1

t4

)
,

which gives us the cone cut out by the following inequalities:

2y1 − y2 > t1 > 0;

2y2 − 2y1 > t4 > 0;

t2 > t3 > t4 > 0;

2y2 − 2y1 > t2 − 2t1;

2y2 − 2y1 > 2t3 − t2.

(8.11)

Recall that ψ : X∗(H)→ X∗(H) is given by:

x1ω
∨
1 + x2ω

∨
2 7→ (x1 + x2)α1 + (x1 + 2x2)α2.

Then the map ψi : L→ L∨ is given by:

(x1, x2; t1, t2, t3, t4) 7→ (x1 + x2, x1 + 2x2; t1, 2t2, t3, 2t4).

Thus it easy to see, after replacing (y1, y2; t1, t2, t3, t4) by (x1 + x2, x1 + 2x2; t1, 2t2, t3, 2t4),
that the real cone defined by (8.11) is the real cone defined by (8.10).





9 | Action-angle Variables for Coad-
joint Orbits

9.1 Overview

There is a dichotomy in symplectic geometry between local and global coordinates. Whereas
Darboux’s theorem tells us that symplectic manifolds have no local invariants, the problem of
finding large coordinate charts often relates to subtle properties of symplectic manifolds. Most
famously, Gromov’s non-squeezing theorem demonstrates that the volume of certain coordinate
charts on a symplectic manifold may have an upper bound strictly less than the total volume of
the symplectic manifold [48].

Action-angle coordinates are a type of coordinate chart on symplectic manifolds that origi-
nate from the study of commutative completely integrable systems in classical mechanics. The
domains of action-angle coordinates are products of the form U × (S1)n, where U is an open
subset of Rn. Such domains carry a canonical symplectic form,

ωstd :=
n∑
i=1

dλi ∧ dϕi, (9.1)

where λi are coordinates on Rn and ϕi are coordinates on (S1)n. The Liouville-Arnold theorem
guarantees existence of local action-angle coordinates in a neighborhood of compact regular
fibers of commutative completely integrable systems [2]. A compact toric manifold of dimen-
sion 2n with Delzant polytope 4 has a dense subset symplectomorphic to (4̊ × (S1)n, ωstd),
where 4̊ denotes the interior of4. However, there are also many interesting examples of action-
angle coordinates on dense subsets that do not arise from a toric structure, such as Gelfand-
Zeitlin systems [44], Goldman systems on moduli spaces of flat connections [47, 83], bending
flow systems on moduli spaces of polygons [55], and integrable systems constructed by toric
degeneration on smooth projective varieties [51, 59, 60].

The main result of this chapter is a construction of action-angle coordinates on large subsets
of a regular coadjoint orbit for a compact semisimple Lie groupK. Recall that regular coadjoint
orbits are parameterized by elements ξ in the interior of the positive Weyl chamber (t∗+)◦ of K.
Denote by T a fix maximal torus of K. The coadjoint orbit parameterized by ξ along with its
Lie-Poisson form is denoted (Oξ, ωξ). The main result is stated as follows.

Theorem 9.1.1 (Theorem 9.5.1). For any δ > 0, and ξ ∈ (t∗+)◦, there is a convex polytope4ξ

of dimension m = 1
2(dimK − dimT ) such that there exists a symplectic embedding

(4ξ(δ)× (S1)m, ωstd) ↪→ (Oξ, ωξ),

97
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where4ξ(δ) denotes the set of points in4ξ that have distance more than δ from the boundary
in Euclidean space Rm. Moreover, for any ε > 0, there exists δ > 0 such that

Vol(4ξ(δ)× (S1)n, ωstd) > Vol(Oξ, ωξ)− ε.

Theorems 9.1.1 have a limitation: it does not yield action-angle coordinates on a dense
subset. In particular, these action-angle charts do not currently have an interpretation as action-
angle coordinates for a globally defined commutative integrable system. On the other hand,
these theorems illustrate that there are no non-trivial obstructions to the volume of action-angle
coordinates on regular coadjoint orbits. Note that such integrable system is known when ei-
ther K is of type A, B, or D and λ by using Gelfand-Zeitlin systems in [79], or when K is
arbitrary type and ξ is a positive scalar multiple of a dominant integral weight by using toric
degenerations by [33].

The method we use combines previous results in Chapter 7 and Chapter 8. The main idea
is that to each coadjoint orbit Oξ one can associate a family of dressing orbits Dexp(sξ) in in
Poisson-Lie group K∗. The dressing orbits are symplectomorphic to Oξ for all values of the
parameter s < 0. For s small, Dexp(sξ) resembles of Oξ, and there is a natural way to include
Oξ in the family at s = 0. For s � 0 large, there are coordinates on Dexp(sξ) coming from
cluster variety theory which make its symplectic structure (exponentially) close to the constant
one. Using this, one may construct toric charts on Dexp(sξ), and hence on Oξ, which exhaust
the symplectic volume as s→ −∞.

9.2 Gelfand-Zeitlin as a tropical limit

First of all, let us recall the Gelfand-Zeitlin system for su∗n with the Lie-Poisson structure,
where SUn is the special unitary group and sun = Lie(SUn).

Denote by H the set of n × n traceless Hermitian matrices, which one can identify with
su(n)∗ via the non-degenerate bilinear form (X,Y ) = tr(XY ). Under this identification, the
Gelfand-Zeitlin functions on su(n)∗ are defined as follows. For k ∈ [1, n], let A(k) be the k× k
principal submatrix sitting in the bottom-right corner of A. Let λ(k)

i : H → R, 1 6 i 6 k 6 n
be the ordered eigenvalues of A(k):

λ
(k)
1 (A) > · · · > λ(k)

k (A).

Note that λ(n)
n = −

∑n−1
k=1 λ

(n)
k since A is traceless. The Gelfand-Zeitlin functions satisfy

“interlacing inequalities”,

λ
(k)
i > λ

(k−1)
i > λ(k)

i+1, for all 1 6 i < k 6 n, (9.2)

and the image of map F : H → R(n2+n−1)/2, defined by the Gelfand-Zeitlin functions, is the
polyhedral cone defined by the inequalities (9.2), called the Gelfand-Zeitlin cone.

Let H0 denote the open dense subset of H, where all the inequalities (9.2) are strict. The
k-torus Tk ⊂ Uk ⊂ Un acts on H0 as follows:

t rA := AdU−1tU A, for t ∈ Tk, A ∈ H0, U ∈ Uk.

This section is based on a joint work [9] with A. Alekseev and J. Lane.
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where U is chosen such that AdU A
(k) = diag(λ

(k)
1 , . . . , λ

(k)
k ). The actions of Tk and Tl

commute for k 6= l, hence define an action of

Tn−1 × · · · × T1
∼= (S1)m, where m := n(n− 1)/2.

The Gelfand-Zeitlin functions are smooth on H0 and define global action coordinates for a com-
pletely integrable system: the functions λ(n)

1 , . . . , λ
(n)
n−1 are a complete set of Casimir functions.

The torus action Tk is Hamiltonian with moment map {λ(k)
1 , . . . , λ

(k)
k }. Angle coordinates on

H0 corresponding to the global action coordinates λ(k)
i are defined by choosing a Lagrangian

section σ of the Gelfand-Zeitlin map and defining ψ(k)
i (p) = 0 for all p ∈ Im(σ).

Recall that for K = SUn, as a Poisson-Lie group with the standard Poisson structure πK ,
has a Poisson-Lie dual (K∗ = AU−, πK∗), where A is diagonal matrices with positive real
entries and U− is lower triangular unipotent matrices.

Denote by H+ the set of positive definite n× n Hermitian matrices with determinate being
1. Then the map

φ : K∗ → H+ : b 7→ bb∗, (9.3)

is a diffeomorphism. Observed by [34], the functions ln(λ
(k)
i ), define a completely integrable

system on H+ (equipped with the Poisson structure φ∗πK∗). Let Sym(n) be the set of symmet-
ric n×nmatrices and Sym0(n) := Sym(n)∩H0. This system was related to the Gelfand-Zeitlin
system on H by the following

Theorem 9.2.1. [10] There is exists a unique Poisson isomorphism γ : H→ H+ such that

• γ intertwines the Gelfand-Zeitlin functions

λ
(k)
i (A) = ln

(
λ

(k)
i (γ(A))

)
, ∀ 1 6 i 6 k 6 n. (9.4)

• γ intertwines the Gelfand-Zeitlin torus actions on H0 and H+
0 .

• For any connected component C ⊆ Sym0(n), C ⊆ S.

Moreover, the map γ is equivariant with respect to the conjugation action of Tn ⊆ Un and

γ(A+ uI) = euγ(A), γ(A) = γ(A).

Note that the map φ−1 ◦ γ is a Ginzburg-Weinstein diffeomorphism. Now let us define a
family of Ginzburg-Weinstein diffeomorphisms

GWs : H→ AU−, : A 7→ φ−1(γ(sA)), (9.5)

For all s < 0, we have (GWs)∗πk∗ = (φ−1 ◦ γ)∗(sπk∗) = sπK∗ . Let i0 be the standard double
reduced word for (w0, e), which is

i0 = (−1, . . . ,−(n− 1),−1, . . . ,−(n− 2), . . . ,−1,−2,−1).

Recall that for i0, we have a seed σ(i0) for Gw0,e. Denote by ∆k the cluster variables of seed
σ(i0), which are rational functions on B−. Then we have:
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Theorem 9.2.2. For any fixed A ∈ H0 and k ∈ [−(n − 1),−1] ∪ [1,m], the following limits
exist

λk(A) := lim
s→−∞

1

s
ln
∣∣∆k(GWs(A))

∣∣; ϕl(A) := lim
s→−∞

arg (∆l(GWs(A))) ,

hence are well defined functions on H0. Moreover, functions λk’s (resp. ϕl) are linear combi-
nations of λ(q)

p (resp. ψ(q)
p ), and the transformation matrices are unimodular.

Inspired by this theorem and the theory of partial tropicalization, we come up with the
following

Conjecture 9.2.3. Let K be a compact semisimple Lie group of rank r with standard Poisson
structure πK . Denote by (K∗ = AU−, πK∗) its Poisson-Lie dual. For a given double reduced
word i of (w0, e), denote by ∆k, for k ∈ [−r,−1] ∪ [1, `(w0)], the cluster variables for some
seed σ ∈ |σ(i)|. Then there exists a Ginzburg-Weinstein diffeomorphism GWs : k∗ → K∗ such
that the following limits exist

λk(A) := lim
s→−∞

1

s
ln
∣∣∆k(GWs(A))

∣∣; ϕl(A) := lim
s→−∞

arg (∆l(GWs(A))) ,

forA in an open dense subset U of k∗. Moreover, the functions λk’s and ϕl’s give a action-angle
coordinates for (U, πk∗).

9.3 Symplectic leaves of π∞

In this section, we shall take a closer look at the symplectic leaves of (PT(K∗), π∞) by
combining the result in Chapter 7 and Chapter 8, where recall that

PT(K∗) = PT(G∗, τ) =
(
(B−,ΦBK , σ(i))tR(0)× (S1)m, π∞

)
with Poisson bracket π∞ described by (Proposition 7.7.2)

(1) The functions λk are Casimirs for k ∈ [1,m] \ e(i);

(2) {λk, λp} = {ϕk, ϕp} = 0, for all k, p ∈ [−r,−1] ∪ [1,m];

(3) The matrix B = [{λk− , ϕl}]m is of the form B = DB′ for B′ ∈ U(GLm(Z)) and

D = diag ((αi1 , ωi1), . . . , (αim , ωim)) = (1/di1 , . . . , 1/dim).

Recall that for (dual) charts σ(i) of B− and σ∨(i) of B∨−, we have an isomorphism of real
BK cones (Theorem 8.3.1):

ψi : (B−,ΦBK , σ(i))tR → (B∨−,Φ
∨
BK , σ

∨(i))tR,

such that (hw∨)tR ◦ (ψi)R = ψR ◦ hwt
R (Theorem 8.3.3), where ψ : X∗(H) → X∗(H

∨) is the
group homomorphism as in Proposition 2.1.3.

Now let us equip a standard Poisson structure on (B∨−,Φ
∨
BK , σ

∨(i))tR(0)× (S1)m as

π∨std :=

m∑
k=1

∂

∂λ∨
k−
∧ ∂

∂ϕ∨k
.
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Proposition 9.3.1. There is a group automorphism η on (S1)m, such that

ψi × η :
(
(B−,ΦBK , σ(i))tR(0)× (S1)m, π∞

)
→
(
(B∨−,Φ

∨
BK , σ

∨(i))tR(0)× (S1)m, π∨std
)

is a Poisson isomorphism.

Proof. Note that [{λk− , ϕl}]m = DB′ and B′ is unimodular. Thus B′ defines a group auto-
morphism η on (S1)m such that

π∞ :=

m∑
k=1

1

dik

∂

∂λk−
∧ ∂

∂η(ϕk)
.

Then we get the conclusion by the definition of ψi. ♦

Let ωλ
∨
∞ be the constant symplectic structure on the symplectic leaf Pλ∨ = hw−t(λ∨) ×

(S1)m. Denote by λ := ψ(λ∨). As an immediate corollary, we have a symplectomorphism:(
Pλ∨ , ω

λ∨
∞

)
∼=
(
4λ × (S1)m, ωstd

)
where recall4λ is the string polytope.

Recall ψ induces an isomorphism

−iψ : X+
∗ (H)⊗Z R 7→ t∗.

Then our purpose now is constructing action-angle coordinates on coadjoint. Let us align the
notation with coadjoint orbit. For example, denote by Pξ := P(−iψ)−1(ξ) for ξ ∈ t∗+.

Next, we discuss how the leaves Pξ are related to the generic symplectic leaves of K∗ =
AU−. Recall that the symplectic leaves on K∗ are the level sets of the following Casimir
functions [75]:

C2
i (b) := Tr (ρi (bb∗)) , for b ∈ Im(K∗ ↪→ B− ⊂ G) and i ∈ I,

where ρi is the fundamental G-representation with highest weight ωi and b∗ = b
−T

.

Recall that in Section 7.7, we have the following detropicalization map:

Eϑ,s : Rr+m × (S1)m → K∗ = AU−

(λ−r, . . . , λm, ϕ1, . . . , ϕm) 7→ ϑ
(
esλ−r , . . . , esλ−1 , esλ1+iϕ1 , . . . , esλm+iϕm

)
.

where ϑ = θ0 × θ1 : Gr
m × Gm

m → H × U− ∼= B− is a toric chart of B−. In the rest of this
chapter, we fix a double reduced word i of (w0, e) and let the toric chart ϑ be the cluster chart
σ(i). Thus we just write Es = Eϑ,s for simplicity. Direct computation shows

C2
i (b) =

∑
j,k

|(ρi(b)jk|2 =
∑
j,k

∑
j,k

cj,k

∣∣∣ (Fj ·∆w0ωi,ωi · Fk) (b)
∣∣∣2

= ∆2
w0ωi,ωi(b)

1 +
∑
j,k

∑
j,k

cj,k

∣∣∣(Fj ·∆w0ωi,ωi · Fk) (b)

∆w0ωi,ωi(b)

∣∣∣2
 , (9.6)

where (ρi(b))jk is entry of the matrix ρi(b) at (j, k). The second sum is over some non-zero
sequences of indices j = (j1, . . . , jp) and k = (k1, . . . , kq), and Fj is shorthand for Fji . . . Fjp .
Here we use the standard left and right action of g on C[G].
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Proposition 9.3.2. For (λ,ϕ) ∈ PT(K∗), each term∣∣∣∣∑
i,j

ci,j
Fi∆w0ωi,ωiFj

∆w0ωi,ωi

(EG∗,θ,s(λ,ϕ))

∣∣∣∣ = O(esδ).

Thus for ξ ∈ t∗+ and (λ,ϕ) ∈ Pξ, and for each i = 1, . . . , r,

lim
s→−∞

1

s
ln ◦ Ci ◦ EG∗,θ,s(λ,ϕ) = (w0ωi, iξ).

9.4 Symplectic leaves of πs

Following the notation from the previous section. Now we study the symplectic leaves of
the Poisson bivector

πs := (Es)
∗(sπK∗).

on the space Rr+m × (S1)m. Roughly, for s � 0 each of these leaves has a piece closing to
the corresponding leaf of PT(K∗). For s� 0, the volume of the symplectic leaves concentrate
there, see Figure 9.1.

Nsξ

Pξ

(a) s = −1

Nsξ

Pξ

(b) s = −2

Figure 9.1: Volume of the symplectic leaves Nsξ of πs concentrates on the part of Nsξ that is
close to the corresponding tropical leaf Pξ.

First, recall that the symplectic leaves of (K∗, πK∗) is the dressing orbit Dξ for ξ ∈ t∗+.
Then the symplectic leaves of πs is the preimage under Es of a dressing orbit. Denote the leaf
and its symplectic form by

Nsξ := E−1
s (Dsξ), ωξs := (πs)

−1.

Let Pδ
ξ := Pξ ∩ PT(K∗)δ be the δ-interior of Pξ. The relation between leaves Pξ and Nsξ

for s� 0 are stated by the following

Theorem 9.4.1. For δ > 0, there exists sδ, such that for any s 6 sδ, there is a map of form

Cs : Pδ
ξ → Nsξ : (λ,ϕ) 7→ (cs(λ,ϕ),ϕ)

where λ := (λ−r, . . . , λm) and ϕ := (ϕ−1, . . . , ϕm), satisfying:

This section is based on a joint work [7] with A. Alekseev, B. Hoffman and J. Lane.
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• Cs is a diffeomorphism to its image Nδ
sξ := Im(Cs);

• at points in Pδ
ξ , we have (Cs)

∗ωξs = ωξ∞ +O(esδ);

• the symplectic volume of Nδ
sξ satisfies

Vol(Nsξ, ω
ξ
s) > Vol(Nδ

sξ, ω
ξ
s) = Vol(Nsξ, ω

ξ
s)−Vol(Pξ \Pδ

ξ , ω
ξ
∞) +O(eδs).

Before the proof of the theorem, we need some preparations. As discussed in previous
section, the symplectic leaf Nsξ can be described as the level set at (w0ωk, iξ) of function

fk(λ,ϕ) :=
1

s
ln ◦ Ck ◦ Es(λ,ϕ), ∀k ∈ I. (9.7)

Denote by J = {j1, . . . , jr} = [1,m] \ e(i) such that λjk has weight ωk. Then we compute

Lemma 9.4.2. For all (λ,ϕ) ∈ PT(K∗)δ, and k ∈ I the derivatives

∂λjk fk = 1 +O(e2sδ); ∂λjfk = O(e2sδ) for j 6= jk; ∂ϕjfk = O(e2sδ).

Proof. Taking Eq (9.6) into fk, differentiating it gives

∂fk
∂λj

= e2s(λjk−fk)

δj,jk +
∑
l,j

(
∂Ll,j
∂λj

+ δj,ik

)
cl,je

2sLl,j

 ;

∂fk
∂ϕj

= e2s(λjk−fk)
∑
l,j

∂Ll,j
∂ϕj

cl,je
2sLl,j .

where δj,jk is the Kronecker-delta function, cl,k’s are constants, and some linear combinations
Lj,k(λ,ϕ). By Proposition 9.3.2, for (λ,ϕ) ∈ Cδ × Tm,

e2s(λjk−fk) = 1 +O(e2sδ); e2sLj,k = O(e2sδ),

which completes the proof. ♦

Next we recall an elementary result from calculus:

Lemma 9.4.3. Consider a smooth family of maps Fs : Rn → Rn for s < 0. Denote by
f is : Rn → R the ith component of Fs. Suppose that there is convex open subset U such that for
each i ∈ [1, n],

∂xif
i
s = 1 +O(e2s); ∂xjf

i
s = O(e2sδ) for j 6= i.

Then there exists a s0 < 0 such that for any s < s0, Fs|U is a diffeomorphism to its image.

Proof. Fix s for a moment. Then only thing we need to show is that Fs|U is injective. If not,
let a = (a1, . . . , an) and b = (b1, . . . , bn) be two points in U such that Fs(a) = Fs(b). For
0 6 t 6 1, consider the line ta+(1−t)b in U since U is convex. Let gi(t) = f is(ta+(1−t)b).
Thus for each i, we have gi(0) = gi(1). Then by Rolle’s Theorem, there exists a ti such that
g′i(ti) = 0. Denote by xi = tia+ (1− ti)b. Then we know:

g′i(ti) =
∑
j

(aj − bj)∂xjf is(xi) = 0. (9.8)

Denote by M a matrix with the entry Mji = ∂xjf
i
s(xi). Thus (a1 − b1, . . . , an − bn)M = 0

by Eq (9.8). By the assumption of ∂xjf
i
s, one can choose s � 0 such that det(M) 6= 0, which

implies a = b. ♦
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Denote by I = [−r,−1]∪e(i), and split Rr+m = RJ ×RI . Write λ = (λJ ,λI). For fixed
λI and ϕ, the intersection RJ ×{λI}× {ϕ}∩Pδ

ξ is either a point or empty, where the point is
(λj1 , . . . , λjr ,λI ,ϕ) with λjk := (w0ωk, iξ). Denote by p := (λI ,ϕ) and by Uξ := Uξ(δ) ⊂
RI × (S1)m such that for any point p ∈ Uξ, the intersection

(
RJ × {p}

)
∩Pδ

ξ 6= ∅. Then

Pδ
ξ =

(
RJ × U ξ(δ)

)
∩Pξ.

Denote by U
ξ
p := RJ × {p} for p ∈ Uξ. It is clear that Uξ = U′ × (S1)m for some convex

open set U′ in RI . The intersection U
ξ
p ∩ Nsξ is stated in the following Lemma.

PT(K∗)

PT(K∗)δ/2

Pξ

Pδ
ξ

U
ξ
p

Nsξ

Figure 9.2: The intersection described in Lemma 9.4.4.

Lemma 9.4.4. There exists sδ < 0 such that for all s < sδ, Nsξ ∩U
ξ
p = pt for any p ∈ Uξ.

Proof. First, we show Nsξ ∩U
ξ
p 6= ∅. Fix ε sufficiently small such that for any p ∈ Uξ,

B := [λj1 − ε, λj1 + ε]× · · · × [λjr − ε, λjr + ε]× {p} ⊂ PT(K∗)δ/2;

where we recall that λjk := (w0ωk, iξ). By Proposition 9.6, we have,

lim
s→−∞

fk(λj1 , . . . , λjk ± ε, . . . , λjr ,p) = λjk ± ε,

Thus there exists a sδ, such that for s < sδ the collection of functions (f1 − λj1 , . . . , fr − λjr)
satisfies the assumptions of the Poincaré-Miranda Theorem on the box B for any p ∈ Uξ. Thus
there is a point in U

ξ
p such that (f1 − λj1 , . . . , fr − λjr) = 0, which means Nsξ ∩U

ξ
p 6= ∅. If

there are more than one points in Nsξ ∩U
ξ
p 6= ∅, say (λJ ,p) and (λ′J ,p) for example, thus we

know that
(f1, . . . , fr)(λ

′
J ,p) = (f1, . . . , fr)(λJ ,p).

By previous lemma, we know this can not happen. ♦

Proof of Theorem 9.4.1. The first bullet is proved by applying the implicit function theorem to
Fs := (f1, . . . , fr) : RJ × RI × (S1)m → RJ for local result and gluing them together by
Lemma 9.4.4. Thus, we know Cs is of form

Cs : Pδ
ξ → Nsξ :

(
λ,ϕ) 7→ (cs(λ,ϕ),λI ,ϕ

)
where cs(λ,ϕ) ∈ RJ .
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Next we prove the second bullet. For (X,Y ) ∈ T(λ,ϕ)P
δ
ξ
∼= Rm × Rm with (λ,ϕ) ∈ Pδ

ξ ,
by the implicit function theorem,

D(λ,ϕ)Cs(X,Y ) =
(
−(DλJFs)

−1(DλIFsX +DϕFsY ), X, Y
)
.

On the one hand, since the constant bivector π∞ has form

π∞ =
∑
k

Xk ∧ Yk, for some Xk, Yk ∈ T(λ,ϕ)P
δ
ξ ,

we find (Cs)∗π∞ = π∞ +O(esδ) by Lemma 9.4.2. For the 2-form, we know

(Cs)∗ω
ξ
∞ = ((Cs)∗π∞)−1 = π−1

∞ +O(esδ).

On the other hand, by Theorem 7.6.2, at Cs(λ,ϕ) ∈ PT(K∗)δ/2,

ωξs = (πs)
−1 =

(
π∞ +O(esδ)

)−1
= π−1

∞ +O(esδ).

Let us show the last bullet now. The first inequality is clear since volume is monotonic. By
the first two bullet

Vol(Nδ
sξ, ω

ξ
s) = Vol(Pδ

ξ , ω
ξ
∞) +O(esδ).

Note that Vol(Pδ
ξ , ω

ξ
∞) = Vol(Pξ, ω

ξ
∞) − Vol(Pξ \ Pδ

ξ , ω
ξ
∞) since Pδ

ξ = Pξ ∩ PT(K∗)δ by

definition. Finally, by Theorem 8.5.3, we have Vol(Pξ, ω
ξ
∞) = Vol(Nsξ, ω

ξ
s). ♦

9.5 Construction of symplectic embeddings

Let K be a compact semisimple Lie group with a fix maximal torus T as before. Denote
by Oξ the regular coadjoint orbits labeled by an element ξ in the interior of the positive Weyl
chamber (t∗+)◦ of K. The coadjoint orbit Oξ carries the Lie-Poisson form ωξ. The goal of this
section is to complete the proof of

Theorem 9.5.1. For any ε > 0 and ξ ∈ (t∗+)◦, there exists δ > 0 and a symplectic embedding(
Pδ
ξ , ω

ξ
∞

)
∼=
(
4ξ(δ)× (S1)m, ωstd

)
↪→ (Oξ, ωξ),

such that
Vol(Oξ, ωξ) > Vol(4ξ(δ)× (S1)n, ωstd) > Vol(Oξ, ωξ)− ε.

Fix δ > 0 and ξ ∈ t∗+ as before, recall from last section, we have a diffeomorphism:

Cs : Pδ
ξ → Nδ

sξ.

Denote by κξs := (Cs)
∗ωξs . The construction of symplectic embedding as in Theorem 9.5.1 will

be accomplished by construction of the first arrow of(
Pδ
ξ , ω

ξ
∞

)
Ls
↪−−→

(
P
δ/2
ξ , κξs

)
Cs−−→

(
N
δ/2
sξ , ω

ξ
s

)
Es
↪−−→

(
Dsξ, (sπK∗)

−1
) GWs−−−−→

(
Oξ, (πk∗)

−1
)
.

This section is based on a joint work [8] with A. Alekseev, B. Hoffman and J. Lane.
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In the other words, the goal is to construct a Moser flow that deforms κξs to ωξ∞. In the rest of
this section, we omit ξ from the notation of symplectic forms for simplicity. For s < 0, define
a closed 2-form ωts on Pδ

ξ by the equation

ωts = (1− t)ω∞ + tκs, t ∈ [0, 1].

Lemma 9.5.2. For δ > 0, t ∈ [0, 1], and s� 0, the form ωτs is non-degenerate on Pδ
ξ .

Proof. By Theorem 9.4.1, we know ωts = (1 − t)ω∞ + t(ω∞ + O(esδ)) = ω∞ + O(esδ) is
non-degenerate for s� 0. ♦

Lemma 9.5.3. The two form αs := κs − ω∞ is exact on Pδ
ξ .

Proof. The form ω∞ is exact, and so it suffices to show that ωs on Nsξ is exact.

Recall that complex conjugation (·) : K∗ → K∗ is an anti-Poisson automorphism on K∗,
which induces an anti-Poisson automorphism on Rm+r × (S1)n via map Es:

τ : (λ,ϕ) 7→ (λ,−ϕ).

Since Casimirs are invariant under τ , we have τ∗ωs = −ωs. While, H2(Pδ
ξ ) ∼= H2

(
(S1)m

)
since4ξ(δ) ⊂ Rm is contractible. Therefore τ∗[ω] = [ω] for any [ω] ∈ H2(Pδ

ξ ).

Put these together, the class [ωs] ∈ H2(Pδ
ξ ) is 0 and hence ωs is exact. ♦

Lemma 9.5.4. Let σs ∈ Ωl
(
(S1)n

)
be a family of exact smooth forms, parametrized by s < 0

such that σs = O(esδ) for some δ > 0. Then, there exists a family γs ∈ Ωl−1
(
(S1)n

)
of smooth

forms such that dγs = σs and γs = O(esδ).

Proof. We would like to use the Fourier mode of the differential forms. Let us first introduce
some standard notation from Fourier analysis on torus. Denote by J = (j1, . . . , jl) the multi-
indices. Let ϕ := (ϕ1, . . . , ϕn) be the natural coordinates on (S1)n. Denote by dϕJ =
dϕj1 ∧ · · · ∧ dϕjl a l-form. Thus any ω ∈ Ωl

(
(S1)n

)
can be written as ω =

∑
J ωJdϕJ . For

m = (m1, . . . ,mn) ∈ Zn, let m · ϕ := m1ϕ1 + · · · + mnϕn. Then for any smooth function
f on

(
(S1)n

)
, let

f̂(m) =

∫
(S1)n

f(ϕ)e−2πim·ϕdϕ

be themth Fourier coefficient of f . Then the Fourier expansion of f at ϕ is given by

f(ϕ) =
∑
m∈Zn

f̂(m)e2πim·ϕ.

Now one can write ω =
∑
m∈Zn ωm, where ωm = e2πim·ϕ∑

J ω̂J(m)dϕJ , where the
sum on the right converges uniformly because ω is smooth. If ω is exact, say ω = dγ, we have

ωm = dγm (9.9)

Note than ω0 is exact if and only if ω0 = 0. Thus let γ0 = 0. To find a primitive γm for
m 6= 0, one can make use of Cartan’s magic formula, since the Lie derivative acts on ωm by
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a scale. To be more precise, for each 0 6= m = (m1, . . . ,mn), choose j(m) ∈ {1, . . . , n} so
that mj(m) 6= 0. Then the following form satisfying Eq (9.9):

γm :=
1

2πimj(m)
ιXj(m)

ωm, where Xj := ∂/∂ϕj .

Let K be a sequence of indices of length l − 1. Because the Fourier series of ω converges
uniformly, we have

2π
∑
m

|γ̂K(m)| 6
∑
m 6=0

1

mj(m)

∑
J

|σ̂J(m)| =
∑
J

∑
m 6=0

|σ̂J(m)|
mj(m)

<
∑
J

∑
m6=0

|σ̂J(m)| <∞

and hence γ :=
∑
m γm is a well-defined smooth l − 1 form.

Now suppose ω = σs. Then by the construction we have a family of l − 1 form γs. Let us
control the size of γs. By Plancherel’s identity and Parseval’s relation, we have

||γK ||2 =
∑
m

|γ̂K(m)|2 6
∑
J

∑
m

|σ̂J(m)|2 =
∑
J

∫
(S1)n

||σJ ||2.

Since σs is O(esδ), we conclude
∑

J

∫
(S1)n ||σJ ||

2 is O(e2sδ). Hence γs is O(esδ). ♦

Lemma 9.5.5. There exists a 1-form βs ∈ Ω1(Pδ
ξ ) such that dβs = αs and βs is O(esδ).

Proof. Fix a point λ0 ∈ 4ξ(δ) and define a straight line retract from Pδ
ξ to {λ0} × (S1)n as

Q : [0, 1]×Pδ
ξ → Pδ

ξ : (t,λ,ϕ) 7→ Qt(λ,ϕ) := (λ0 + t(λ− λ0),ϕ).

Let q : Ω•(Pδ
ξ )→ Ω•−1(Pδ

ξ ) be the homotopy operator associated with Q, so

γs := qαs =

∫ 1

0

(
ι ∂
∂t
Q∗αs

)
dt ∈ Ω1(Pδ

ξ ).

Since αs is O(esδ) and 4ξ is bounded, the form γs is O(esδ). Since q is a homotopy operator
and since αs is closed, one has

αs = dγs + Q∗0αs.

By Lemma 9.5.3, the form Q∗0αs is exact and is O(esδ). So by Lemma 9.5.4, there is a form
γ′s ∈ Ω1({λ0}× (S1)m) of O(esδ) satisfying dγ′s = Q∗0αs. Then βs := γs +γ′s has the desired
property. ♦

With all these preparations, we are now ready to run Moser’s trick. Let us summaries what
we have now (replace δ by δ/2): for s� 0, the 2-form ωts is closed and non-degenerate for all
t ∈ [0, 1]; and κs − ω∞ = dβs and βs is O(esδ/2). For any such s, Moser’s equation

ιXt
s
ωts = −βs (9.10)

defines a t-dependent vector field Xt
s for t ∈ [0, 1] on P

δ/2
ξ . Denote by φts the flow of Xt

s for all

points in P
δ/2
ξ and all t ∈ [0, 1] for which it is defined.

Lemma 9.5.6. The vector field Xt
s is O(esδ/2) for all t.



108 CHAPTER 9. ACTION-ANGLE VARIABLES FOR COADJOINT ORBITS

Proof. By (9.10), we have ιXt
s
ωts = ιXt

s
ω∞+ tιXt

s
αs = −βs = O(esδ/2). Since αs is O(esδ/2)

and ω∞ is constant and none-degenerated, the vector field Xt
s has to be O(esδ/2). ♦

Lemma 9.5.7. For δ > 0, there exists sδ such that for any s < sδ,

• the flow φts|Pδξ : Pδ
ξ → P

δ/2
ξ is defined for all t ∈ [0, 1];

• the time 1 flow φ1
s satisfies (φ1

s)
∗(ωs) = ω∞.

Proof. Fix a metric on (S1)m and equip Pξ with the product metric. Since Xt
s is O(esδ/2), we

may choose s � 0 such that ||Xτ
s || < δ/2 at all points of Pδ

ξ . Then for all (λ,ϕ) ∈ Pδ
ξ and

all t ∈ [0, 1], the distance from φts(λ,ϕ) to (λ,ϕ) is less than δ/2. Therefore the flow of Xt
s,

restricted to Pδ
ξ , does not escape P

δ/2
ξ for t ∈ [0, 1]. This establishes the first claim.

The second claim is due to the standard Moser argument: By (9.10), one has

dιXt
s
ωts + dβs = LXt

s
ωts +

∂ωts
∂t

= 0,

therefore (φts)
∗ωts = ω0

s = ω∞ wherever the flow is defined. ♦
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