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Technical Reports

Quantifying Simulated Contamination Deposition on Healthcare

Providers Using Image Analysis

Yiqun Lin, MD, MHSc, PhD;
Adam Cheng, MD;
Jonathan Pirie, MD, MEd;
Jennifer Davidson, RN;
Arielle Levy, MD, Med;

Clyde Matava, MBChB, MMed,
MHSC;

Carl-Eric Aubin, PhD;
Etienne Robert, PhD;
Michael Buyck, MD;

Kent Hecker, PhD;

Introduction: Simulation-based research has played an important role in improving care
for communicable diseases. Unfortunately, few studies have attempted to quantify the level
of contamination in these simulation activities. We aim to assess the feasibility and provide
validity evidence for using integrated density values and area of contamination (AOC) to
differentiate various levels of simulated contamination.

Methods: An increasing number of simulated contamination spots using fluorescent
marker were applied on a manikin chest to simulate a contaminated healthcare provider.
An ultraviolet light was used fo illuminate the manikin to highlight the simulated contamina-
tion. Images of increasing contamination levels were captureg using a camera with differ-
ent exposure seftings. Image processing software was used to measure 2 outcomes: (1) nat-
ural logarithm of integrated density; and (2) AOC. Mixed-effects linear regression models
were used fo assess the effect of contamination levels and exposure settings on both out-
come measures. A standardized “proof-of-concept” exercise was set up to calibrate and
formalize the process for human subjects.

Results: A total of 140 images were included in the analyses. Dose-response relationships
were observed between contamination levels and both outcome measures. For each incre-
ment in the number oF contaminated simulation spots (ie, simulated contaminated area in-
creased by 38.5 mm?), on average, log-integrated density increased by 0.009 (95% con-
fidence interval, 0.006-0.012; P< 0. OO]) and measured AOC increased by 37.8 mm?
(95% confldence interval, 36. 7-38.8 mm? ; P<0.001), which is very close to actual value
(38.5 mm?). The ”proofofconcept demonsiration further verified results.

Conclusions: Integrated density and AOC measured by image processing can differen-
tiate various levels of simulated, fluorescent contamination. The AOC measured highly
agrees with the actual value. This method should be optimized and used in the future re-
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search to detect simulated contamination deposited on healthcare providers.
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H ealthcare simulation has been foundational in the response
to communicable disease pandemics, including Ebola,' ™
HINI1 influenza,* and other contaminants.>® One key role of
simulation is to optimize the processes of pandemic response
for patients, providers, and the healthcare system. For exam-
ple, studies have used team-based interprofessional in situ
simulation to detect latent safety threats and enhance the qual-
ity of care.>>>® Others have examined strategies to minimize
contamination exposure to healthcare workers”® and improve
personal protective equipment (PPE) donning and doffing
training.” Provider exposure to communicable disease poses
a serious threat to the viability of the healthcare workforce
during a pandemic. Simulation-based research provides a tool
to address problems related to this critical issue.

Strategies to quantify measurement of contamination are
required to further this type of simulation research. One of the
promising methods is to use a particle counter, a precise device
that can quantitatively measure the size distribution and num-
ber density'®'" of aerosols particles and droplets in the environ-
ment. Particle velocities'>'> can also be obtained from high-
speed visualizations of trajectories. Unfortunately, use of parti-
cle counters in simulated clinical environments has substantial
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disadvantages. First, particle counters do not differentiate harm-
ful particles that contain pathogens from normal particles in the
environment. Second, particle counters detect droplet and aero-
sol in the air and not contaminant deposits on surfaces, thus
making them a poor option to detect contaminants deposited
on healthcare providers. Last, these devices are designed to mon-
itor air quality and therefore only target a size range relevant for
suspended particles. Therefore, we require new methods of
measurement to quantify the amount of contamination deposi-
tion on healthcare providers and surrounding surfaces.
Recently, researchers have used fluorescent markers, such
as Glo Germ (Moab, Utah) that illuminate when exposed to UV
light to simulate aerosol and droplet contamination.>* The mate-
rial had been used to improve the efficacy of handwashing'>™"’
and demonstrate the ease of person-to-person transfer of contam-
inants. Therefore, it is ideal to simulate some pathogens that
spread through direct contact (eg, Ebola, influenza, and some bac-
teria). Some recent studies have used fluorescent markers as sur-
rogates of pathogens and studied strategies to mitigate healthcare
worker contamination and infection.>”>'*'® In these studies,
photographs are used to document fluorescent splotches or splat-
ter, and the extent of the simulated contamination is only visually
assessed by the human eyes.”*'*'*™'® Very few studies to date
have attempted to quantify the level of simulated contamination.
Image analysis is a promising method to quantify the area
and intensity of simulated contamination. Similar technology
has been well accepted in the bioimaging informatics," digital
immunohistochemistry,20 and direct immunofluorescence.?!
In this study, we aim to (1) describe 2 simple image analysis
methods to quantify simulated contamination created by fluo-

rescent material with available equipment; (2) explore the fac-
tors associated with the accuracy of the measurements; and (3)
provider proof of concept evidence to demonstrate use of this
image analysis method for provider surface contamination.

METHODS

Ethical Considerations

An exemption from ethical review was provided by the
Children’s Hospital of Los Angeles Institutional Review Board,
as no human or animal subjects were involved in this simulation-
based study.

Room Settings

We placed a black backdrop at a height of 2 meters and a
width of 1.8 meters in a dark room with no windows. The base-
line luminance level was less than 0.1 lux as confirmed by a light
meter (ANNMETER, ANN-881C, sensitivity 0.1-200,000 lux;
Shenzhen, Guangdong Province, China). In front of the back-
drop, the torso of a CPR manikin (Resusci Anne QCPR; Laerdal
Stavanger, Norway) was placed on top of a table, with the height
of the manikin head adjusted to 1.75 meters above the ground,
representing the average height of men in Canada.”* A camera
(Powershot G9X Mark II; Canon, Tokyo, Japan) was set ap-
proximately 1.3 meters high and 1.3 meters away from the man-
ikin, perpendicular to the backdrop. An UV light (Everbeam,
wavelength = 365 nm, power = 50 watts; Zhongshan, Guang-
dong Province, China) was set beside the camera to illuminate
the manikin. The luminance level at the position of the manikin
facing the camera was approximately 38 lux, as confirmed by
the light meter (Fig. 1).
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FIGURE 1. Room seftings to capture images of simulated contamination. In a dark room with no windows (luminance level <0.1 lux), a
black backdrop was placed at a height of 2 meters (high and wide enough to fill the background of the image). A CPR manikin was
placed on top of a table, with the height of the manikin head adjusted to 1.75 meters above the ground. A camera was set approximately
1.3 meters high and 1.3 meters away from the manikin, perpendicular to the backdrop. A UV light was set beside and at the same height

of the camera to illuminate the manikin. UVL, ultraviolet light.
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Simulated Contamination

Simulated contamination spots were created using Glo
Germ (Moab) powder, which is a nontoxic fluorescent marker
composed of 100% melamine resin visible under UV light. We
applied the powder on 150 x 150-mm? origami paper to make
small identical circular contamination spots (r = 3.5 mm,
area = 38.5 mm?). The detailed procedures to create contami-
nation spots are provided in supplementary digital content 1
(See video, Supplementary Digital Content 1, http://links.lww.
com/SIH/A852, procedures to create circular simulated con-
tamination). Five different contamination levels with 0, 1, 3,
7, and 10 contamination spots were set to represent contami-
nated areas of 0, 38.5, 115.5, 269.4, and 384.8 mm?, respectively.
The actual area of contamination (AOC) was verified using a
standardized procedure (See text, Supplementary Digital Con-
tent 2, http://links.Iww.com/SIH/A853, procedures to verify ac-
tual AOC). The contaminated paper was then placed on the
chest of the manikin to simulate the contamination deposition
on a healthcare worker (Fig. 2).

Camera Exposure Settings

Camera settings would potentially influence image char-
acteristics and ultimately the outcome measures. To address
this issue, we standardized several camera setting parameters
in this study to avoid confounding factors, such as the distance
between the camera and subject (1.3 meters), lens focal length
(35 mm) and ISO (400). Lens focal length provides informa-
tion about how much of the scene will be captured (angle of
view) and how large each individual element will be (magni-
tude), while ISO represents the light gathering ability of a cam-
era (the sensitivity of camera sensor). The aperture controls
the amount of light that enters the camera and shutter speed
affects the time of the exposure. Both aperture and shutter
speed can critically influence the how bright and clear the con-
taminated spots on the image and outcome measures. We al-
tered aperture and shutter speed in a controlled and standard-
ized fashion to explore how these variables influence our out-
come measures. In this study, we used 4 aperture settings
(F2.8, F4, F5.6, F8) and 7 shutter speeds (1/30, 1/15, 1/8, 1/4,
1/2, 1, 2 seconds). A total of 140 images were taken (5 different
contamination levels X 4 aperture settings x 7 shutter
speeds = 140 images) on the same day and saved for image anal-
ysis as JPEG format with a dimension of 2432 x 3648 pixels.

Outcome Measures

We used Image], an open-source image processing software
designed for multidimensional image processing® (https://
imagej.nih.gov/ij/), to calculate 2 outcome measures: integrated
density value (IDV) and AOC. The IDV is the sum of the gray
value in all pixels in the image (ie, product of mean gray value

and number of pixels). Gray value is a measure of the brightness
of a pixel ranged from 0 to 255 in an 8-bit image (0 as black or
completely dark, and 255 as white or very bright). The simulated
contamination was fluorescent; therefore, the more area of the
contamination, the higher the IDV. Because the distribution of
IDV is exponentiated, after natural log transforming the inte-
grated density, the data follow approximately normal distribution
to allow parametric statistical analyses.

Area of contamination was calculated using the Image] soft-
ware. After converting the image to greyscale, we selected a region
of interest in the image that included all contaminated spots. We
then set a scale using length of the origami paper side, so the dis-
tance in pixels equivalent to 150 mm was determined. Because
the contaminated area was much more brilliant than the
noncontaminated area in the image, the pixels representing con-
taminated areas had relatively higher gray value. After manually
adjusting the contrast to enhance the contamination on the im-
age, we were able to define a threshold gray value range that
was higher than all the gray values representing noncontaminated
area via visual assessment. This method allowed us to separate
the contaminated (relatively high gray value pixels) from
noncontaminated (relatively low gray value pixels) areas in
the image (ie, by highlighting all pixels that have the gray values
within that range). The number of pixels highlighted was pro-
portional to AOC with a proportionality constant of the scale
we had set. This allowed us to report the AOC as square millime-
ters. The same investigator (Y.L.) manually adjusted the thresh-
old gray value range depending on the exposure condition of the
image and completed all image processing. Detailed procedures
of image analysis are provided (see video, Supplementary Digital
Content 3, http://links.lww.com/SIH/A854, the demonstration
of measuring both integrated density and AOC using Image]).

Statistical Analysis

Statistical analyses were conducted using R software®* (www.
r-project.org) with “lme4” packages.”> Mixed-effects linear re-
gression methods were used to evaluate the effect of contamina-
tion level (number of contamination spots) on both natural log-
arithm of IDV and AOC calculated by Image], adjusting for ex-
posure conditions (ie, aperture and shutter speed). Intraclass
correlation coefficient (ICC) and Bland-Altman plots were used
to evaluate the agreement between measured and theoretical
areas of contamination. An additional linear regression analy-
sis was conducted to explore whether aperture and shutter
speed were associated with absolute deviation from theoretical
areas of contamination.

Proof-of-Concept Demonstration
To demonstrate the feasibility of implementing the concept
and methods in a simulation laboratory, we set up a standardized

FIGURE 2. Different simulated contamination levels. An example of a set of photos with different simulated contamination levels: (A) no
contamination; (B) 1 contamination Sfof (38.5 mm?); (C) 3 contamination spots (115.5 mm?); (D) 7 contamination spots (296.4 mm?); (E)
)

10 contamination spots (384.8 mm
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contamination exercise using a manikin to calibrate and formal-
ize the process for human subjects. The station was set up in a
similar way as described previously. In this demonstration, we
used an aperture of 5.6 and a shutter speed of 1/8 seconds. A
manikin was dressed in regular PPE and photos were taken in
both JPEG format and raw format, with 1 photo as a scale and
4 different settings composed of differing contamination areas
and amounts of Glo Germ (Moab) powder used:

(1) Setting 1: No contamination on manikin

(2) Scale: No contamination on manikin, a 20-cm-long ruler ap-
plied on the chest

(3) Setting 2: Contamination area of 7 x 7 cm® produced with
240-mg powder

(4) Setting 3: Contamination area of 10 x 10 cm® produced with
240-mg powder

(5) Setting 4: Contamination area of 10 x 10 cm? produced with
480-mg powder

The scale photo was used to calculate AOCs for all the
other photos. We present the measured IDV and AOC and
compared the results between photos in JPEG format and raw
format. Intraclass correlation coefficient was calculated as a
measure of agreement between the 2 photo formats. (See figure,
Supplemental Digital Content 4, http://links.lww.com/SIH/
A855, the settings of “proof-of-concept” demonstration).

RESULTS
Natural Logarithm of IDV—In(IDV)

As the number of contamination spots increased, the esti-
mated log-IDV [In(IDV)] increased, and most of the pairwise
comparisons to the next larger number of contamination spots
demonstrated a statistically significant increase (Table 1). The
mixed-effects linear regression model showed that for each in-
crement in the number of contaminated simulation spots, on
average, In(IDV) increased by 0.009 [95% confidence interval
(CI), 0.006-0.012; P < 0.001; R*> = 0.99]. This association re-
mained statistically significant after adjusting for aperture and
shutter speed (see table, Supplementary Digital Content 5,
http://links.lww.com/SIH/A856, mixed-effects linear regression
model coefficient—{factors associated with In(IDV)). Variance
component analysis showed that contamination levels, al-
though statistically significant, only explained 0.1% of the total
variance of In(IDV). Therefore, the outcome of In(IDV) was
very likely to be dramatically influenced by exposure condition,
which accounts for 99.5% of the total variance (Table 2).

Area of Contamination by Image)

The AOC measured in 4 scenarios (excluding no contam-
ination) was significantly different (Table 3, Fig. 3). The
mixed-effects linear regression model showed that for each in-
crement in the number of contaminated simulation spots, on
average, the AOC increased by 37.8 mm (95% CI, 36.7-
38.8 mm; P < 0.001; R? = 0.97), which is very close to the ac-
tual predetermined area (38.5 mm). This association also re-
mained significant after adjusting for aperture and shutter
speed (See table, Supplementary Digital Content 6, http://
links.lww.com/STH/A857, mixed-effects linear regression
model coefficient—factors associated with AOC). Variance
component analysis showed that contamination level ex-
plained 99.6% of the total variance of contaminated area, indi-
cating that exposure condition is less likely to influence AOC
(Table 2).

The ICC between areas measured by ImageJ and the actual
values was 0.978 (95% CI, 0.969-0.985). Bland-Altman plot
showed that mean bias between measured and theoretical values
was 0.54 mm? (1.5%) with a limit of agreement from —55 to
56 mm?® (—22.2 to 25.2%; See figure, Supplementary Digital Con-
tent 7, http://links.lww.com/SIH/A858, Bland-Altman plot of
measured and actual AOC). In the linear regression model, fac-
tors associated with increased absolute bias were larger contami-
nation area (P < 0.001), large aperture (P = 0.002), and longer ex-
posure time (P < 0.001; see table, Supplementary Digital Content
8, http://links.lww.com/SIH/A859, model coefficients—factors
associated with bias of measured AOC).

Proof-of-Concept Demonstration

The integrated density increased with both amount of fluo-
rescent powder used and planned contamination areas (In(IDV):
17.15, 17.69, 18.05, and 18.08, from setting 1 to setting 4, respec-
tively). The measured AOC changed with the planned contamina-
tion area, but not amount of the fluorescent powder used (AOC:
0, 57.1, 112.9, and 108.8, from setting 1 to setting 4, respectively).

The differences in measures between JPEG format and
raw format were minimal, with an ICC of 0.99 (see table, sup-
plementary digital content 9, http://links.lww.com/SIH/A860,
result and interpretation of proof-of-concept demonstration).

DISCUSSION

In our study, we simulated the process of measuring simulated
contamination with a manikin and demonstrated the feasibil-
ity of using image analysis to quantify simulated contamina-
tion. We have observed a dose-response relationship between
level of simulated contamination and both In(IDV) and

TABLE 1. Mean Differences and Their 95% Cls in Natural Logarithm of IDV in 5 Different Scenarios

MD (95% CI) Spot =0 Spot =1 Spot =3 Spot =7 Spot = 10
Spot =0 0

Spot=1 0.027 (—0.004 to 0.059) 0

Spot =3 0.035 (0.003 to 0.067) * 0.008 (—0.024 to 0.039) 0

Spot =7 0.077 (0.045 to 0.108) * 0.049 (0.018 to 0.081) * 0.042 (0.010 to 0.073) * 0

Spot = 10 0.096 (0.064 to 0.128) * 0.068 (0.036 to 0.100) * 0.061 (0.029 to 0.093) * 0.019 (—0.013 to 0.051) 0

Estimated In(IDV) 17.106 (16.610 to 17.603) 17.134 (16.637 to 17.631)

17.141 (16.644 to 17.638) 17.183 (16.686 to 17.680) 17.202 (16.705 to 17.699)

All values are estimated using mixed-effects linear regression model, number of contamination spot as a categorical variable.
*The mean difference in In(IDV) from lower number of contamination spots to higher number of spots were statistically significant (P < 0.05).

MD, mean difference.
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TABLE 2. Variance Component Analysis for 2 Outcome Measures

Area Measured
Ln(IDV) by Image]

Component Variance Percentage Variance Percentage
Contamination area 0.001 0.1 23,140 96.3
Aperture 0.453 21.3 122 0.5
Shutter speed 1.66 78.2 338 1.4
Residual 0.008 0.4 420 1.8
Total variance explained by 0.1 96.3

contamination
Total variance explained by exposure 99.5 1.9

condition (ie, aperture and shutter

speed)

AOC measured by Image]. Integrated density value was sensitive
to changes in exposure settings, while AOC seemed to be mini-
mally affected by camera exposure settings. Area of contamina-
tion also achieved excellent agreement between the measured
and actual values. Our proof-of-concept demonstration further
verified the conclusion. It is worth mentioning that the simple
methods proposed in the article are only one of many possible
approaches, which is suitable for the simulationist without an en-
gineering background to complete with regular equipment.

The IDV is a measure of total brightness of an image. Al-
though the workload to measure IDV is very low (one click on
the software), this outcome measure has a very low “signal-to-
noise ratio.” Consider the pixels representing contamination
as the signal in this case. They have higher gray value (brighter)
but constitute a very small proportion only in the image (Fig. 2).
The pixels representing the noncontaminated area (noise) are
less bright, but the number of pixels is much greater than that
of contaminated area. As a result, a subtle change in contami-
nated area in the image might not yield significant change in
the IDV, making it a less sensitive measure to detect small dif-
ferences in simulated contamination. A stronger exposure con-
dition (ie, large aperture, longer exposure time, and high ISO)
could potentially enhance the signal, but unfortunately, it en-
hanced the noise even further in our study. Therefore, we sug-
gest that researchers use a relatively lower exposure condition to
achieve the best signal-to-noise ratio. We recommend that a
baseline image is taken before simulation activities when the
participant does not have any contamination on their bodies,
to quantify the pure noise level of the participant and allow fur-
ther analysis to filter out the noise. In our study, we found that
an aperture of 5.6 and shutter speed of 1/8 seconds achieve the
best signal-to-noise ratio (ie, greatest difference in In(IDV)s be-
tween contaminated and noncontaminated settings). However,
researchers might need to do pilot work to figure out the opti-

mal settings for their own projects. Because even a slight change
in exposure condition could dramatically affect the IDV, it is ex-
tremely important to strictly control all the camera exposure
(eg, ISO, aperture, shutter speed, focal length) and room set-
tings (eg, standardizing ambient light using an illuminance me-
ter) to avoid measurement bias during assessment.

Compared with IDV, measuring AOC with Image] is slightly
more complex and requires some basic knowledge of image
processing. However, it also comes with advantages. Although
IDV and AOC are both clinically important, the interpretation
of AOC is more accessible and explicit to most people, because
it can be reported in unit of square millimeters. Our results in-
dicated that different exposure conditions of the image did not
seem to significantly influence the AOC measure, because the
brightness and contrast of each pixel would be manipulated
during image process anyway.

Area of contamination does have some disadvantages. First,
an accurate scale is required to convert the length in pixels to
metric units. This might not always be possible during imple-
mentation of simulation research because the scale may not be
perfectly straight or not on the same plane as the contamination.
This could lead to bias in the outcome measure. In addition, the
locations of the camera and the participants should be strictly
standardized. In practice, we could ask the participants to apply
a scale of a certain length (eg, 20 cm) to their chest at baseline
as we have demonstrated. After participating in a simulation sce-
nario (when they have potential contamination deposited on the
body), the participants would be asked to stand at the same loca-
tion where they had their baseline photos taken. The scale ob-
tained at baseline can be used for the subsequent photos. Second,
the process of separating the contamination area from the
noncontamination area is relatively subjective. Like measurement
in ultrasound,”® people have different approaches to measure a
single image, which could be a potential source of error. There-
fore, we suggest that researchers provide image processing train-
ing to the analysts, who should practice to ensure an appropriate
interrater reliability and develop a standard operation procedure
to minimize the biases before proceeding to actual research data.
Lastly, AOC did not account for intensity of contamination. Dif-
ferent level of contamination of the same area could potentially
result in the same AOC in the image analysis.

Although the current image analysis method is a promising
way to quantify simulated contamination, it only quantifies the
contamination in a 2-dimensional level and works for contami-
nation on a flat surface. While human beings and equipment
used during resuscitation have curved surface, that means,
some of the contamination might be hidden or overlapped
on a single picture. This will inevitably cause measurement

TABLE 3. Area of Contamination Calculated by the Image] in 4 Different Scenarios

MD (95% CI) Spot =1 Spot =3 Spot =7 Spot = 10
Spot=1 0

Spot =3 774 (67.3 to 87.5) 0

Spot =7 227.2 (217.1 to 237.3) 149.8 (139.7 to 159.9) 0

Spot = 10 340.5 (330.3 to 350.6) 263.1 (252.9 to 273.3) 113.3 (103.1 to 123.5) 0

Estimated contaminated area, mm 41.3 (30.8 to 51.7)

118.7 (108.2 to 129.1)

268.5 (258.0 to 278.9) 381.8 (371.3 to 392.2)

Numbers were estimated using mixed-effects linear regression model, number of contamination spots as a categorical variable.
The mean difference in AOC between the higher number of contamination spots to lower number of spots were statistically significant in all pairwise comparisons.

MD, mean difference.
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FIGURE 3. Measured AOC in different contamination levels. X-axis, number of contamination spots; Y-axis, measured AOC (in square
millimeters); horizontal dot lines represent 4 different actual AOC with 1, 3, 7, and 10 contamination sports; side-by-side boxplots show

the distribution of measured AOC (in square millimeters).

errors. Simulation researchers should work with scientists from
other fields (eg, computer science, physics, mathematics) to
improve and optimize the future process of the measure using
technologies like 3-dimensional reconstruction.

Limitations

Our study has several limitations. First, we did not conduct
a thorough engineering analysis to determine the spectral sensi-
tivity of our equipment; therefore, the generalizability of the re-
search is limited to the same type of equipment and setup. We
acknowledge the methods we proposed in this research were
simple. However, we realized that not all simulation researchers
will have strong engineering support in their institutions. We
hope that the simplicity of the methods will allow all simulation
researchers and educators to implement them. Future research
should optimize the process and consider techniques like using
an optical bandpass filter to improve the signal-to-noise ratios.
Second, we manipulated the size of the contaminated areas in
this research and did not control for and manipulate the inten-
sity of each contamination spot. The variability of the brightness
among different contamination spots was not considered in the
linear regression models. Third, we used a CPR manikin with a
fixed height and restricted the simulated aerosol contamination
to a small area on the chest. In real life, simulation participants
are different in sex and body surface, and the AOCs are more
dispersed, which might influence the generalizability of the
study. Extra work will be required to standardize the location

6  Healthcare Providers Using Image Analysis

and pose of the participants when implementing this method
in the future research. Last, our images were recorded by the
camera in JPEG format, which is a compression format result-
ing in potential loss of digital information in the image and
therefore impacting the precision of our results. Although we
have demonstrated that the agreement of AOC measurements
between the 2 settings was very good, the IDVs were not com-
parable because of different number of pixels in the pictures.
Therefore, we recommend that raw format of photos be used
in the future studies.

To implement the proposed methods in the future simulation-
based research, investigators need to be aware of a few things.
Although the cost of equipment for image analysis protocol
proposed was affordable to most institutions (<$800), the time
to train the analyst and develop the analysis protocol should not
be ignored. Future investigators need to set up a photo taking
station similar to our settings and standardize the location of
the camera and where the participants stand.

Quantifying levels of contamination using image analysis
does open a new path to future simulation research on infec-
tious disease in addition to COVID-19 and can be generalized
to other severe infection pathogens that precipitate on sur-
faces. Despite the limitations, image analysis enables the inves-
tigators to objectively measure the performance of the healthcare
providers in addition to assessment scores. For example, educa-
tors will be able to use simulated contamination areas as a quan-
titative outcome to measure the amount of contamination
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deposited on learners to evaluate different PPE training ap-
proaches. This research focuses mainly on the contamination
depositions on the healthcare providers; however, it is also
possible to measure the contamination deposited on the
equipment in a controlled environment (eg, simulation labo-
ratory) with additional standardization protocols. Although
extra work is required to make this happen, the information
obtained could help hospital administrators improve the edu-
cation and system process of patient care.

CONCLUSIONS

Both integrated density and AOC measured by Image]J can dif-
ferentiate various levels of simulated, fluorescent contamina-
tion. Future simulation-based research should consider using
these techniques and optimize the process of simulated con-
tamination quantification and ultimately improve the safety
of healthcare providers when caring for infectious patients.
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