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A multireference second-order perturbation theory using a restricted active space self-consistent
field wave function as reference �RASPT2/RASSCF� is described. This model is particularly
effective for cases where a chemical system requires a balanced orbital active space that is too large
to be addressed by the complete active space self-consistent field model with or without
second-order perturbation theory �CASPT2 or CASSCF, respectively�. Rather than permitting all
possible electronic configurations of the electrons in the active space to appear in the reference wave
function, certain orbitals are sequestered into two subspaces that permit a maximum number of
occupations or holes, respectively, in any given configuration, thereby reducing the total number of
possible configurations. Subsequent second-order perturbation theory captures additional dynamical
correlation effects. Applications of the theory to the electronic structure of complexes involved in
the activation of molecular oxygen by mono- and binuclear copper complexes are presented. In the
mononuclear case, RASPT2 and CASPT2 provide very similar results. In the binuclear cases,
however, only RASPT2 proves quantitatively useful, owing to the very large size of the necessary
active space. © 2008 American Institute of Physics. �DOI: 10.1063/1.2920188�

I. INTRODUCTION

Accurate treatment of electron correlation is of para-
mount importance when ab initio quantum mechanical meth-
ods are applied to realistic chemical problems. Many chemi-
cal systems, especially those containing transition metals and
heavier elements, cannot be well described using methods
that depend on a single-determinantal Hartree–Fock �HF�
reference wave function �a problem which can also diminish
the utility of the Kohn–Sham formulation of density func-
tional theory �DFT��. Instead, a multideterminantal approach
is needed, where the wave function is described as a combi-
nation of different electronic configurations. One of the most
successful multideterminantal approaches is to determine a
reference wave function with the complete active space self-
consistent field �CASSCF� method and then account for ad-
ditional electron correlation effects using a multiconfigura-
tional second-order perturbation theory, e.g., CASPT2. The
CASSCF/CASPT2 method has been demonstrated to provide
accurate results for ground and electronically excited states
of molecules containing atoms throughout the entire Periodic
Table.1–7 While in principle it can be applied to every type of

electronic problem, there is a practical limitation associated
with the size of the active space employed in the CASSCF
model �see Sec. II�.

We here describe an extension of the CASSCF/CASPT2
method, namely, the restricted active space �RAS�SCF/
RASPT2 method. The RASSCF/RASPT2 model permits
larger active spaces to be employed for the reference wave
function and thus extends the range of multiconfigurational
wave function methods to a wider variety of chemical prob-
lems. We note that Celani et al.8 have previously described a
model �CIPT2� having a similar motivation in which excita-
tions solely from the active space are treated by multirefer-
ence configuration interaction �MRCI� while all other exci-
tations are treated by a second-order multireference
perturbation theory. We anticipate that both models will
serve as useful foundations for future development. Other
MR perturbation theory models have been developed by
Dyall,9 Schmidt et al.,10 Witek et al.,11 and Angeli et al.12

The remainder of the paper is organized as follows: In
Sec. II, the new methodology is described. In Sec. III, we
present applications of the new model to supported CuO2

and Cu2O2 systems, where it is challenging or impossible to
apply conventional CASSCF/CASPT2. Some final discus-
sion of possible future improvements in the theory is pro-
vided in Sec. IV.a�Electronic mail: laura.gagliardi@unige.ch.
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II. METHOD

A. The CASSCF/CASPT2 model

The CASSCF/CASPT2 model has been previously de-
scribed in detail �Refs. 13 and 14, and references therein�.
We shall review here only those aspects of the method most
relevant to its extension to the RAS implementation.

In a CASSCF wave function, the initial molecular orbital
space �which may be taken from a HF calculation, for ex-
ample� is divided into three subspaces: inactive, active, and
external �see Fig. 1 with neither RAS1 nor RAS3 containing
any orbitals�. The inactive orbitals are assumed to be doubly
occupied in all configuration state functions �CSFs� that are
used to build the multiconfigurational wave function. The
external orbitals are assumed to be unoccupied in all such
CSFs. The remaining active orbitals include both occupied
and virtual orbitals from the original molecular orbital space,
and the number of electrons included in the active space is
dictated by the number present in the occupied orbitals that
are assigned to it. All CSFs having a given spatial and spin
symmetry that can be formed from assignment of the active
electrons to orbitals within the active space are included in
the multiconfigurational wave function. The inactive orbitals
then constitute a HF “sea” in which the active orbitals and
CSF expansion coefficients variationally relax. This is the
concept of the CAS introduced by Roos in the 1980s.15,16

Choosing the “correct” active space for a specific appli-
cation is by no means trivial; often the practitioner must
“experiment” with different choices in order to assess ad-
equacy and convergence behavior. While every chemical
system poses its own challenges, certain rules of thumb ap-
ply. For example, in a chemical reaction where a bond is
formed/broken, all of the orbitals involved in the bond must
be included in the active space, as well as antibonding orbit-
als that typically significantly contribute to correlating the
bonding electrons. Similarly, when several electronic states
are under consideration, all those molecular orbitals involved
in electronic excitations that connect the states must be in-
cluded in the active space. More detailed considerations on

the construction of multiconfigurational �MC�SCF wave
functions in general10 and for the special case of transition-
metal compounds17,18 may be found in the literature. Practi-
cal issues associated with memory and disk storage limit the
size of the active space in modern software packages to
about 15 electrons in 15 orbitals, which is on the order of
1�106 to about 16�106 CSFs depending on spin and spa-
tial symmetry. This restriction on active space size is the
most severe limitation of the CASSCF �and subsequent
CASPT2� model and renders it inapplicable to systems
where a larger active space is chemically necessary.

When the active space has been adequately chosen, the
CASSCF wave function will include the most important
CSFs in the full CI wave function. In particular, it includes
all near-degenerate configurations, which describe static,
nondynamical, correlation effects, as found, for example, in
bond-breaking processes. The CASSCF wave function can
thus qualitatively exhibit correct behavior over an entire
chemical process, e.g., mapping the potential energy surface
for a chemical reaction or studying a multistate photochemi-
cal conversion. Nevertheless, computed CASSCF energies
are typically not very accurate, as smaller active spaces fail
to include those CSFs that are important for capturing re-
maining dynamical correlation effects. Thus, including non-
dynamical correlation is as important for quantitative accu-
racy in the multiconfigurational approach as it is in cases
where the HF single-determinantal approximation is
applicable.

How can dynamical electron correlation be included?
One method that has been used with some success is MRCI,
where the most important CSFs of the CAS wave function
are used as a multiconfigurational reference in a CI expan-
sion that includes additional CSFs generated by single,
double, or higher excitations from occupied orbitals of the
reference to virtual orbitals.19 This method, however, quickly
demands enormous computational resources for systems
with many electrons and also fails to be size extensive, al-
though this latter problem can be corrected for in an approxi-
mate fashion.20

In a single configuration approach, the preferred choices
for including dynamical correlation derive from size-
extensive many-body theory and include coupled cluster
�CC� methods or, if the system is too large, less demanding
approximations such as second-order perturbation theory.
Møller–Plesset second-order perturbation theory �MP2� has
long been used to estimate electron correlation for single-
determinantal ground states, and is known to give reasonably
accurate results for structural, energetic, and other properties
of molecular ground states when a single-determinantal ref-
erence is appropriate. The idea of using second-order pertur-
bation theory with a multiconfigurational wave function was
first suggested soon after the introduction of the CASSCF
method21 and a full implementation was accomplished in the
late 1980s.22,23 The resulting CASPT2 model is computation-
ally more efficient than MRCI and is now the most widely
used method to compute dynamical electron correlation ef-
fects for multiconfigurational �CASSCF� wave functions.

The principle is simple: One computes the second-order
energy with a CASSCF wave function as the zeroth-order

FIG. 1. A schematic representation of the orbital classification in the
RASSCF method.
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approximation. That said, there are some issues in the mul-
ticonfigurational case that do not arise for single-
determinantal MP2. In particular, one needs to define a
zeroth-order Hamiltonian for which the CASSCF wave func-
tion is an eigenfunction, just as in MP2 the single-
determinantal HF wave function is an eigenfunction of the
Hamiltonian defined as the sum of one-electron Fock opera-
tors. The multiconfigurational zeroth-order Hamiltonian
should preferably also be a one-electron operator in order to
avoid too complicated a formalism. We next address those
technical features of CASPT2 that are relevant to the current
implementation of RASPT2.

We seek an approximate Hamiltonian Ĥ�0�, such that the
root function ��0� is an unperturbed eigenfunction satisfying

Ĥ�0���0� = E0��0�, �1�

with eigenvalue E0. The conventional single-reference
Rayleigh–Schrödinger perturbation theory then gives for the
first-order wave function

�Ĥ�0� − E0���1� = − �Ĥ − E0���0�, �2�

��1� = − �Ĥ�0� − E0�−1�Ĥ − E0���0�, �3�

where Ĥ is the full CI Hamiltonian, i.e., the exact Hamil-
tonian in the relevant Fock space restricted only by the use of
a finite set of one-electron basis functions, and the inverse is
taken in the space of functions normal to ��0�.

The most simple and convenient form for the operator

Ĥ�0� is a noninteracting Hamiltonian, which in second quan-
tized form is associated with orbitals that diagonalize a one-
electron Hamiltonian. With a single-determinantal root func-
tion, this defines Møller-Plesset perturbation theory. With a

multiconfigurational root function, a simple one-electron Ĥ�0�

cannot be used, as a multiconfigurational ��0� is generally
not an eigenfunction of such a noninteracting Hamiltonian.
In the CASPT2 model, this is addressed by the introduction

of projection operators. Thus, Ĥ�0� is defined as

Ĥ�0� = P̂CASĤP̂CAS + P̂SDF̂P̂SD + P̂TQF̂P̂TQ + . . . , �4�

where P̂CAS projects onto the root function, P̂SD onto the
space spanned by single and double replacement states, and

P̂TQ. . . onto the spaces spanned by higher order excitations.
This form ensures that the first-order wave function ��1� can
be found in the finite-dimensional space SSD.

The generalized Fock matrix F̂ is, as usual, of the form

F̂ = �
pq

FpqÊpq, �5�

where Êpq is the conventional spin-summed excitation opera-
tor in second quantization, and Fpq is the matrix element for
molecular orbitals �p, �q �we use the convention that orbital
indices are denoted i, j, k, l for inactive orbitals, t, u, v, x for
active ones, a, b, c, d for virtual orbitals, and p, q, r, s in the
absence of any particular specification�.

The molecular orbitals are to some extent arbitrary, in
the sense that the root function is equally well described if

any unitary transformation is applied that does not mix the
inactive, active, and external orbitals of the CASSCF calcu-
lation. This introduces another difference compared to
single-determinantal MP2: While the orbitals can be chosen
to make the Fock matrix consist of diagonal submatrices
with orbital energies on the diagonal, there may remain non-
zero elements that couple inactive/active, inactive/external,
or active/external orbitals. When using the CASPT2 subdivi-
sion of the spaces, as shown by Eq. �4�, multiconfigurational
cases can show size inextensivity, but this deficiency is usu-
ally small in magnitude.

A final distinction between single-determinantal and
multideterminantal root functions ��0� is that, in the former,
the wave function expansion can either be regarded to be in
terms of single determinants having one or more replace-
ments of orbitals, or in terms of contributions generated by
the action of excitation operators on the root function; in

either case, these determinants are eigenfunctions of Ĥ�0�.
For multideterminantal root functions, however, these two
Ansätze are very different, in that the first can require ex-
tremely large expansions, while the second gives a dimen-
sion of the expansion space that is not much larger than that
for a similar MP2 calculation. An advantage with the first

approach is that the Ĥ�0� operator can be defined to be diag-
onal in the expansion space. In CASPT2, however, we have
chosen the latter Ansatz. The ��1� wave function is then de-
fined in terms of two-electron excitations from the root
function,

��1� = �
pqrs

tpqrsÊpqrs�
�0�. �6�

Equation �3� can then be satisfied by the solution of a system
of linear equations in the variables tpqrs appearing in Eq. �6�.

Not all possible excitations covered by Eq. �6� are nec-
essary. If the CI expansion in the CASSCF root function is
converged �not necessarily with optimized orbitals�, terms
with four active orbital indices are not needed. Of the re-
maining possibilities, only combinations with p, r active or
virtual and with q, s active or inactive are needed. The exci-
tations are then classified into eight types:

Internal: Semiinternal: External:

Êtiuv Êatuv Êatbu

Êtiuj Êaitu or Êtiau Êaibt

Êtiaj Êaibj

.

The resulting Fock matrix cannot in general be fully di-
agonalized. However, the part consisting of the inactive/
inactive submatrix, the active/active submatrix, and the
external/external submatrix can be diagonalized, while
changing at the same time the CI expansion coefficients,
such that the root function is unchanged while the above-
mentioned block-diagonal parts are represented by orbital
energies in the usual way:

204109-3 Restricted active space followed by second-order perturbation theory J. Chem. Phys. 128, 204109 �2008�
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F̂ = �
p

�pÊpp + �
ti

Fti�Êti + Êit� + �
ai

Fai�Êai + Êia�

+ �
au

Fau�Êau + Êua� .

Parametrization using the coefficients tpqrs usually gives
a very poorly conditioned equation system. This is addressed
by defining new coefficients, according to

��1� = �
pqrs

c�X̂���0�, �7�

X̂� = �
pqrs

Tpqrs,�Êpqrs, �8�

tpqrs = �
�

Tpqrs,�c�. �9�

The transformation matrices have been determined such

that the individual terms X̂���0� in the first-order wave func-
tion are orthonormal, and thus noninteracting for the block-

diagonal parts of Ĥ�0�. The CASPT2 Eq. �3� then becomes a
system of linear equations with coefficient matrix A and
right-hand side �RHS� vector v whose elements are

A�,� = ���0��X̂�
†�Ĥ�0� − E0�X̂����0�� ,

v� = ���0��X̂�
†�Ĥ�0� − E0����0�� .

The equation matrix is not handled in full component
form but is represented by a number of factorized matrices
and is strongly dominated by its diagonal, with couplings
between submatrices iteratively handled by a preconditioned
conjugate gradient solver. Upon convergence, usually after
about 5–15 iterations, a solution for

As = − v i.e., �
�

A�,�s� = − v� �10�

is obtained, which provides a solution to the original
CASPT2 Eq. �3� in the form

��1� = �
�

s�X̂����0�� = �
pqrs

	�
�

Tpqrs,�s�
Êpqrs���0�� .

�11�

Here s denotes the expansion coefficients of the first-order

wave function in the orthonormal basis X̂���0�. The equation
system would be directly solved if the inactive-active,
inactive-virtual, and active-virtual couplings were all zero.
As these couplings are small, however, the direct solution of
the diagonal part is a very efficient preconditioner of the full
system.

B. The RASSCF/RASPT2 method

An alternative to the CASSCF method exists that has
seen comparatively little use, namely, the RASSCF
method.24,25 In this model, the active subspace is itself di-
vided into three distinct regions: RAS1, RAS2, and RAS3
�see Fig. 1�. The RAS2 region is identical to the active re-
gion in a CAS calculation, i.e., all possible spin- and

symmetry-adapted CSFs that can be constructed from the
orbitals in RAS2 are included in the multiconfigurational
wave function. The RAS1 and RAS3 spaces, on the other
hand, permit the generation of additional CSFs subject to the
restriction that a maximum number of excitations may occur
from RAS1, which otherwise contains only doubly occupied
orbitals, and a maximum number of excitations may occur
into RAS3, which otherwise contains only external orbitals.

Many different types of RAS wave functions can be con-
structed. For example, if one leaves RAS1 fully occupied
and RAS3 empty, i.e., if the excitation maxima referred to
above are both zero, then one identically obtains the
CASSCF wave function for space RAS2. As another ex-
ample, if the RAS2 space is defined to be empty, then the
choice of excitation maxima delivers a RASSCF wave func-
tion that includes all single, double, etc., excitations within
the RAS1/RAS3 window, i.e., a SDTQ, etc., CI wave func-
tion. The formalism is clearly quite flexible.

A key feature of the RASSCF wave function is that,
provided the maximum number of RAS1/RAS3 excitations
is relatively few, the number of CSFs associated with a given
RAS protocol can be substantially smaller than for the
CASSCF alternative defined over the same active space. The
RASSCF model thus has the potential to permit multicon-
figurational calculations with larger active spaces than can be
employed with the CASSCF method. The challenge with a
RASSCF wave function, however, is how to go about includ-
ing the effects of dynamical electron correlation. In particu-
lar, second-order perturbation theory is not equally straight-
forward to apply in the case of a RASSCF wave function.

In order to address this issue, we have proceeded in the
following manner, which represents in some sense the sim-
plest approach �possible improvements are discussed below
in Sec. IV�. In the current RASPT2 model, the effective Fock
matrix is expanded from the 3�3 block structure of the
CASPT2 model to a 5�5 block structure where the new
blocks are derive from separating the single CASPT2 active/
active block into a 3�3 set of subblocks defined by the
RAS1, RAS2, and RAS3 orbital spaces. This introduces a
fundamental difference in the two PT2 implementations in-
sofar as orbital rotations that couple different RAS spaces,
i.e., RAS1 and RAS2, RAS1, and RAS3, and RAS2 and
RAS3, are not allowed. Thus, the diagonalization of the ac-
tive part of the Fock matrix is not complete in RASPT2, as it
is in CASPT2, but instead nonzero elements may remain in
the parts that couple different RAS spaces. Some additional
technical points must be addressed in formulating and diago-
nalizing the RASPT2 Fock matrix, some of which arise be-
cause the first-order interacting space SSD is not as straight-
forwardly described in terms of orbital excitations but also
depends on the occupation numbers of the CSFs.

We note that all except one of the CASPT2 excitation
classes described above involve at least one active orbital. In
the RASPT2 model, if an excitation creates an electron in a
RAS3 orbital, or annihilates an electron in a RAS1 orbital,
then a subset of the CSFs that are produced will fulfill the
RAS restrictions, while the rest will not. However, in every
case the excitation is combined with another excitation that
either annihilates an electron in an inactive orbital or creates
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an electron in an external orbital, so all resulting CSFs will
indeed belong to the first-order interacting space SSD. Thus,
as long as the remaining class of fully internal excitations is
ignored, essentially the same formalism as in CASPT2 can
be used, except that the active-active part of the Fock matrix
is no longer fully diagonal. However, the matrix A as well as
the RHS v of Eq. �10�, or rather the data sets used to repre-
sent them in the actual calculations, involve reduced density
matrices of only up to three particles �using active orbital
indices only�. These are computed using intermediate wave
functions, which also must obey the RAS restrictions. By
making use of conjugation and index permutation symme-
tries, all intermediate wave functions can be constrained to
obey these restrictions.

III. APPLICATION TO SUPPORTED CuO2 AND Cu2O2
SYSTEMS

We now examine the performance of the RASPT2 model
for two challenging problems associated with the activation
of O2 by copper. Because of favorable combinations of co-
valency and oxidation/reduction potentials, the activation of
molecular oxygen by its coordination to one or two sup-
ported �i.e., ligated� Cu�I� ions is common to a number of
biological and inorganic catalytic processes.26–39 In the case
of monocopper species LCuO2, where L is a general ligand
or ligands, one possible oxidation state that may be assigned
to the complex is LCu�II�O2�−�; thus, the copper atom has
been oxidized by one electron and the O2 fragment is for-
mally a superoxide radical anion. Similarly, in the case of
dicopper species �LCu�2O2, one possible oxidation state of
the complex is formally �LCu�II��2��O2��2− ��; in this in-
stance, each copper atom has been oxidized by one electron
and the O2 fragment is formally a peroxide dianion. In both
of these cases, the resulting compounds with a variety of
ligands can have singlet ground states that exhibit substantial
biradical character because of the spin separation associated
either with two d9 Cu�II� ions or one such ion and a super-
oxide radical anion.40–52 Wave function theories restricted to
a single determinant are poorly suited to the description of
such species since singlet biradicals are intrinsically two
determinantal.53,54 Moreover, even when oxidation states
more likely to be characterized as closed shell in nature are
considered, e.g., �LCu�III��2�O�2− ��2, computational studies
have found that large contributions from dynamical
correlation effects influence relative isomer
energetics.40–42,47–49,51,52

In this section, we apply the RASPT2 method to two
problems previously studied in considerable detail using a
wide range of theoretical models �see Fig. 2�.

The first case considers the singlet-triplet splitting in
LCuO2, L=1,3-diketiminate44,52 while the second examines
the relative energies of the isomeric peroxo- and bis-�-oxo
forms of ��Cu�NH3�n�2O2�2+ �n=0,1 ,2 ,3�. In each case, our
goal is primarily to compare the performance of different
RASPT2 and CASPT2 protocols one to another, noting that
in the latter case, i.e., the ��Cu�NH3�n�2O2�2+ system, prior
experience has indicated that it is impossible to choose a
CAS sufficiently large to provide converged, balanced results
for the CASPT2 energetics of the isomeric equilibrium.49

A. Computational details

For �C3N2H5�CuO2, structures for the lowest singlet and
triplet state were obtained using B3LYP-DFT �Refs. 55–58�
�making use of the Stuttgart pseudopotential and associated
basis functions for Cu �Refs. 59 and 60� and 6-31G�d� basis
sets61 for other atoms�. Both structures are planar and have
C2v symmetry. They are positioned in the xy-plane, with the
Cu–O2 bonds bisected by the x-axis �i.e., the C2 axis�. All
calculations on ��Cu�NH3�n�2O2�2+ were performed on struc-
tures taken from Ref. 49. The molecules were positioned
with the Cu2O2 core in the xy-plane, the two Cu atoms on the
x-axis, and the two oxygen atoms on the y-axis. As such, in
both types of molecules, the orbitals primarily involved in
the Cu–O bonding are Cu 3dxy, O 2px, and O 2py.

Two different basis sets were used in these calculations.
The smallest basis set, denoted as BS1, consists of the Stutt-
gart pseudopotential and associated basis functions for
Cu,59,60 combined with atomic natural orbital �ANO�-L basis
sets for the other atoms,62 contracted to �4s3p2d� for O and
N and �2s1p� for H. The larger BS2 basis set is built from
ANO-rcc basis sets63,64 on all atoms, contracted to
�7s6p4d3f2g� for Cu, �4s3p2d1f� for N and O �all such
atoms are directly coordinated to copper�, �4s3p2d� for C
�appearing only in �C3N2H5�CuO2, and not directly bound to
copper�, and �3s1p� for H. For the calculations with BS2,
scalar relativistic corrections were included using a �standard
second-order� Douglas–Kroll–Hess Hamiltonian. All calcula-
tions on �C3N2H5�CuO2 were performed with BS2. For
��Cu�NH3�n�2O2�2+, most calculations were performed with
BS1. This basis set was also used in previous studies49,50 on
��Cu�NH3�n�2O2�2+. Since we are also using the structures
reported there, the present RASPT2 results are directly com-
parable to the DFT and completely renormalized �CR� CC
results �CR-CC� from that work. For ��Cu�NH3�2�2O2�2+ and
��Cu�NH3�3�2O2�2+, a number of RASPT2 results obtained
with BS2 are also presented.

The largest RASSCF calculations performed included all

FIG. 2. Molecular structures for �C3N2H5�CuO2 and ��Cu�NH3�n�2O2�2+ isomerism.
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valence electrons originating from occupied Cu 3d and O 2p
atomic orbitals in an active space consisting of all valence
orbitals and a second correlating orbital for each of them
�i.e., Cu 3d ,4d, and O 2p ,3p�. For ��Cu�NH3�n�2O2�2+, this
involves 28 electrons in 32 orbitals. For �C3N2H5�CuO2, 18
valence electrons were correlated in 21 orbitals, i.e., all Cu
3d ,4d and O 2p ,3p orbitals were included, except for one O
3p orbital corresponding to the unoccupied �

y
* orbital of O2

2−.
Smaller active spaces were constructed as follows:

• For �C3N2H5�CuO2, by removing the O 3p orbitals, as
well as the O 2pz 	�b2� orbital, which is not involved in
the Cu–O2 bonding and is doubly occupied in both con-
sidered states. The other O 2pz orbital, 	*�a2�, is de-
populated in the 3B2 state and should therefore be active
in all calculations. This reduced �16 in 15� active space
still includes the static correlation effects connected to
the Cu–O2 bond as well as the Cu 3d double-shell
effect.65,66 The latter effect is moved to the perturbation
treatment by further reducing the active space to �8 in
6�, now only containing the Cu 3dxy, O 2px,y combina-
tions as well as the O 2pz 	*�a2� orbital.

• For ��Cu�NH3�n�2O2�2+, by removing first the O
2pz ,3pz orbitals, giving rise to 24 electrons in 28 orbit-
als, and second by removing also the O 3px,y orbitals,
resulting in a �24 in 24� active space, including impor-
tant correlation effects related to the Cu–O bonds and
the Cu 3d double-shell effect. Removing all Cu 4d as
well as the doubly occupied Cu 3d orbitals further re-
duces this active space to a minimalist �8 in 6�, i.e., the
bonding and antibonding combinations of both Cu 3dxy

and the O 2px,y orbitals.

The calculations are denoted as
RASPT2�nae in nao� / �nae2 in nao2� /n, with n=2–5 indicat-
ing the maximum number of electrons excited from RAS1 or
into RAS3, �nae in nao� describing the global RAS�1–3� ac-
tive space, and �nae2 in nao2� describing that part of the global
active space assigned to RAS2, i.e., that part in which all
possible symmetry-adapted excitations are considered. The
RAS2 space was left empty in calculations on
��Cu�NH3�n�2O2�2+, but for �C3N2H5�CuO2 we considered
either an �8 in 6� RAS2 space, as described above, or we left
RAS2 empty for the singlet state, and populated it with the
two singly occupied orbitals for the 3B2 state. Calculations
without a RAS2 space are denoted as
RASPT2�nae in nao�//n. Calculations on �C3N2H5�CuO2 with
an �8 in 6� RAS2 space are only feasible for n=2, and for
n=3 with the smaller global active spaces. Calculations with
n=4–5, or with n=3 combined with the largest global active
space, were only possible when performed with the state-
specific empty/�2 in 2� RAS2 space.

RASPT2 calculations were performed with the standard

IPEA shifted Ĥ�0� operator67 by using an imaginary denomi-
nator shift �IS� of 0.1 a.u. For �C3N2H5�CuO2, intruder states
appeared in some of the calculations with n=3. In those
cases, the IS was increased to 0.20–0.25, taking the lowest
value that gave rise to stable results. Two different types of
RASPT2 calculations were performed. In the first, all core

orbitals, including also the semicore Cu 3s ,3p orbitals, were
kept frozen, whereas in the second the latter four orbitals
were included in the correlation treatment.

For ��Cu�NH3�n�2O2�2+, a series of test calculations with
different active spaces, basis sets, and a different number of
correlated electrons was performed for the relative energy
between the bis��-oxo� and peroxo structures of
��Cu�NH3�2�2O2�2+ and ��Cu�NH3�3�2O2�2+. For all four
��Cu�NH3�n�2O2�2+ species, RASPT2�24 in 28�//4 calcula-
tions were performed for all structures �taken from Ref. 49�
along the reaction path connecting the bis��-oxo� and
peroxo structures. These calculations were performed with
BS1 and without Cu 3s ,3p correlation, so that they could be
compared to the CR-CC results from Ref. 49 �which also did
not include these electrons�.

B. Singlet-triplet splitting in the „C3N2H5…CuO2 system

Table I shows the RASPT2 results obtained for the rela-
tive energy 
EST between the 3B2 and 1A1 states in
�C3N2H5�CuO2 with different active spaces �BS2, Cu 3s ,3p
included in RASPT2�. The first two lines show the results
obtained from CASPT2 calculations with an �8 in 6� and �16
in 15� active spaces. A difference of more than 10 kcal /mol
is found between the CASPT2 results for 
EST starting from
a reference wave function which either does, �16 in 15�, or
does not, �8 in 6�, include the Cu 3d double-shell effect. This
clearly illustrates the importance of taking care of this type
of correlation in the zeroth-order variational step.

With the �16 in 15� active space, two different types of
RASPT2 calculations are presented, one in which the corre-
lation effects on the Cu–O bonds are described by a full CI in
the �8 in 6� RAS2 space, and a second in which these effects
are, together with the Cu 3d-4d correlation, treated by up to
double, triple, or quadruple RAS1→RAS3 excitations. It is
clear from the data in Table I that up to quadruple excitations
are mandatory to describe the correlation effects on the
Cu–O bonds. The differences between the results obtained
from RAS�16 in 15�//n calculations with and without a �8 in
6� RAS2 space are a sizable 9.6 kcal /mol for n=2, and still
5.7 kcal /mol for n=3. On the other hand, the 
EST value

TABLE I. Relative energies �kcal mol−1� of the 3B2 and 1A1 states in
�C3N2H5�CuO2. 
EST=E�3B2�−E�1A1�.

Active space 
EST

CASPT2�8 in 6� 17.8
CASPT2�16 in 15� 6.3

RASPT2�16 in 15�//2 −2.3
RASPT2�16 in 15�/�8 in 6�/2 7.4
RASPT2�18 in 21�/�8 in 6�/2 15.5

RASPT2�16 in 15�//3a 3.3
RASPT2�16 in 15�/�8 in 6�/3 9.0
RASPT2�18 in 21�/�8 in 6�/3b 11.5

RASPT2�16 in 15�//4 7.7
RASPT2�18 in 21�//4 11.2

aIS=0.20.
bIS=0.25.
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obtained with RAS�16 in 15�//4, 7.7 kcal /mol, is quite close
the more complete CASPT2�16 in 15� result, 6.3 kcal /mol,
indicating that the important nondynamical correlation ef-
fects in this system, both on the bonding interactions and the
Cu 3d double-shell effect, may be captured by a �MC�SCF
calculation including only up to quadruple excitations. Fur-
thermore, the difference in 
EST between RASPT2�16 in
15�/�8 in 6�/2 and CASPT2�16 in 15� is moderate,
1.1 kcal /mol. This suggests that for this monocopper system
the 3d double-shell effect may already quite accurately be
described by a RASSCF wave function including only up to
double 3d→4d excitations.

By increasing the size of the active space from �16 in 15�
to �18 in 21� oxygen 2p-3p correlation is introduced in the
zeroth-order wave function. The effect is significant:
2.5–3.5 kcal /mol even with n=3 or 4. The final results ob-
tained from either RAS�18 in 21�//4 or RAS�18 in 21�/�8 in
6�/3 are similar, 11.2–11.5 kcal /mol, suggesting that this
value is approaching convergence, and represents our best
estimate for the correct value for these geometries. On the
other hand, including only up to double RAS1/RAS3 excita-
tions obviously fails to suffice for an accurate description of
the O 2p-3p correlation effects, leading to a result
�15.5 kcal /mol� which is too high by about 4 kcal /mol.

C. Relative energy of peroxo- and bis-�-oxo isomers
of ˆ†Cu„NH3…n‡2O2‰

2+
„n=0,1,2,3…

Table II shows the RASPT2 results obtained for the rela-
tive energy 
Ebp between the bis��-oxo� and peroxo struc-
tures of ��Cu�NH3�2�2O2�2+ and ��Cu�NH3�3�2O2�2+ with dif-

ferent active spaces, numbers of correlated electrons, and
basis sets. Best estimates for this quantity based on prior
many-body and DFT calculations for equivalent structures
and basis sets49 are about −2 kcal /mol for n=2 and
8 kcal /mol for n=3.

Once again, correlation effects on bonding in the Cu2O2

core may be described by an �8 in 6� active space, but in this
case including the description of the Cu 3d double-shell ef-
fect in the reference wave function requires a �24 in 24�
active space, which is far too large for a CASSCF treatment.
The lack of Cu 3d-4d correlation in the zeroth-order wave
function is the main reason for the failure of the CASPT2
treatment in the original41 and later47,49,68 CASPT2 studies
on this subject. All these studies were performed with mod-
erately sized basis sets �comparable to BS1� and with active
spaces starting from the �8 in 6� space used here, possibly
extended with other valence �O 2s, O 2pz� or virtual �O 3p
orbitals� orbitals. However, limitations on the size of the
CAS space prevented the inclusion of the full set of Cu 3d,
4d orbitals, and this invariably led to erroneous CASPT2
results, grossly overestimating �more than 20 kcal /mol� the
stability of the bis��-oxo� isomer relative to the peroxo iso-
mer. As the results in Table II indicate, including the Cu 3d
double-shell effect in the �24 in 24� active space leads to a
relative stabilization of the peroxo structure by up to
14 kcal /mol for ��Cu�NH3�2�2O2�2+ and up to 20 kcal /mol
for ��Cu�NH3�3�2O2�2+ �for the BS1 calculations�.

As proved true for �C3N2H5�CuO2, properly accounting
for correlation effects on the Cu–O bonding requires inclu-
sion in the reference wave function of excitations at least up

TABLE II. Relative energies �kcal mol−1� of the bis��-oxo� and peroxo structures of ��Cu�NH3�2�2O2�2+ and
��Cu�NH3�3�2O2�2+. 
Ebp=E�bis��-oxo��−E�peroxo�.

Active
space

��Cu�NH3�2�2O2�2+ ��Cu�NH3�3�2O2�2+

No Cu3s ,3p
Correlated

With Cu3s ,3p
Correlated

No Cu3s ,3p
Correlated

With Cu3s ,3p
Correlated

Calculations with BS1

CASPT�8 in 6� 18.0 −20.9 −8.8 −13.6

RASPT2�24 in 24�//2 −10.2 −8.7 −3.5 −2.1
RASPT2�24 in 24�/�8 in 6�/2 −8.8 −6.5 3.6 3.9
RASPT2�24 in 28�/�8 in 6�/2 −6.9 −5.5 4.0 3.3
RASPT2�28 in 32�/�8 in 6�/2 −4.8 −4.3 5.4 4.2

RASPT2�24 in 24�//3 −8.0 −5.5 0.6 2.9
RASPT2�24 in 24�/�8 in 6�/3 −5.2 −3.6 6.8 7.1

RASPT2�24 in 24�//4 −6.6 −5.7 4.1 3.9
RASPT2�24 in 28�//4 −1.8 −1.2 7.6 7.0
RASPT2�28 in 32�//4 −0.7 −0.4 8.0

RASPT2�24 in 24�//5 −6.6 −4.1

Calculations with BS2

CASPT2�8 in 6� −26.2 −20.6

RASPT2�24 in 24�//4 −4.5 −1.0
RASPT2�24 in 28�//4 −2.6 1.8
RASPT2�28 in 32�//4 −3.3
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to quadruples between the orbitals involved: the 
Ebp values
obtained from RASPT2�24 in 24� / �8 in 6� /n are systemati-
cally larger than those from corresponding
RASPT2�24 in 24�//n calculations, by 2–3 kcal /mol for
��Cu�NH3�2�2O2�2+ and by 5–7 kcal /mol for
��Cu�NH3�3�2O2�2+. However, as compared to
�C3N2H5�CuO2, a more significant increase �3 kcal /mol� of

Ebp is in this case obtained by addressing the Cu 3d
double-shell effect by up to triple rather than up to double
RAS1→RAS3 excitations. Of course, this increase is a pri-
ori to be expected for size-extensivity reasons, since we are
now dealing with two instead of only one copper center.
Furthermore, it should be noted that the 
Ebp values ob-
tained from RASPT2�24 in 24�//4 are systematically lower
than those obtained from RASPT2�24 in 24�/�8 in 6�/3 or
from RASPT2�24 in 24�//5 when Cu semicore orbitals are
included �see below�. This suggests that with
RASPT2�24 in 24�//4 the description of correlation effects
on the Cu–O bonds may not yet be fully converged with
respect to the excitation level in the active space, and that
RASPT2�24 in 24�/�8 in 6�/4 would give 
Ebp values that
are higher by 3–5 kcal /mol. Unfortunately, such a calcula-
tion exceeds the practical limits of our current RASPT2
implementation. However, even with a remaining uncertainty
of this magnitude, it is clear that the results obtained from
the present �24 in 24� RASPT2 protocol represent a consid-
erable improvement over all previous CASPT2 calculations.

A further significant �3–5 kcal /mol� increase of the

Ebp values is obtained by extending the active space from
RAS�24 in 24�//4 to RAS�24 in 28�//4 by including correlat-
ing O 3p orbitals for the O 2px,y orbitals involved in the
Cu–O bonds. Including also the O 2pz ,3pz couples �28 in 32�
has a minor effect: 1 kcal /mol or less with BS1 and becom-
ing slightly negative with BS2. As such, we believe that the
present calculations are converged with respect to the size of
the total active space.

Finally, we consider the effect of Cu 3s,3p semicore cor-
relation �columns 2 and 4 of data in Table II� and basis set
effects. Starting from the CASPT2�8 in 6� active space, add-

ing the Cu 3s,3p electrons to the correlation treatment has a
significant effect on the relative energies of the two struc-
tures, stabilizing the bis��-oxo� structure by 3 kcal /mol for
��Cu�NH3�2�2O2�2+, and by 5 kcal /mol for
��Cu�NH3�3�2O2�2+. However, the effect is reduced in the
RASPT2 results obtained with larger active spaces, and in
some of these calculations even reverses its sign. This seems
to indicate that transition-metal semicore correlation effects
may, in fact, be overestimated by CASPT2 based on a too
small active space. A similar phenomenon, although less pro-
nounced, is observed when comparing the results obtained
with different basis sets. Increasing the basis sets to BS2
significantly stabilizes the bis��-oxo� structure with respect
to the peroxo structure for both ��Cu�NH3�2�2O2�2+ and
��Cu�NH3�3�2O2�2+. However, the effect is again largest for
the CASPT2�8 in 6� calculations and is reduced when per-
forming RASPT2 with larger active spaces. Still, we note
that for ��Cu�NH3�3�2O2�2+ the “best” result for 
Ebp, ob-
tained from RASPT2�24 in 28�//4, is reduced from
7.0 kcal /mol with BS1 to 1.8 kcal /mol with BS2, the latter
number suggesting that both structures of this molecule are
nearly degenerate in energy.

Prior studies of the bis��-oxo�/peroxo equilibrium have
focused not only upon the relative energies of the two sta-
tionary points shown in Fig. 2, but also on the reaction co-
ordinate generated by a linear transformation of one structure
into the other. Table III shows the relative energies predicted
from RASPT2�24 in 28�//4 calculations for the different
structures along this reaction coordinate where F indicates
the percentage transformation from extreme F=0
�bis��-oxo�� to extreme F=100 �peroxo�.

In Fig. 3, the RASPT2�24 in 28�//4 results for the par-
ticular case of ��Cu�NH3�3�2O2�2+ are graphically compared
to DFT and CR-CC results from one previous study49 and
MRCI results from another.47 The RASPT2 reaction coordi-
nate is, in general, in fair to good agreement with coordinates
predicted from CR-CC, MRCI, and the non-hybrid BLYP
density functional. While ��Cu�NH3�3�2O2�2+ is a model sys-
tem for which experimental results are not available, the

TABLE III. Relative energies �kcal mol−1� of the bis��-oxo� and peroxo structures. RASPT2�24 in 28�//4
calculations without Cu3s ,3p correlated, compared to best estimates in parentheses, performed with BS1. �Best
estimates are rounded to nearest unit. For the first two molecules they are CR-CC results, for the last two
molecules they are an average of CR-CC results, and �similar� DFT results from the three non-hybrid density
functionals. Full details of prior theoretical models are available in Ref. 49.�

Molecule

F

0% 20% 40% 60% 80% 100%

�Cu2O2�2+ 28.6 21.2 15.1 7.1 0.8 0.0
�34� �24� �16� �8� �2� �0�

��Cu�NH3��2O2�2+ 25.2 16.6 9.4 1.9 −3.5 0.0
�30� �20� �12� �3� �−2� �0�

��Cu�NH3�2�2O2�2+ −1.8 −1.6 0.8 −0.8 −4.7 0.0
�−3� �−1� �2� �2� �−2� �0�

��Cu�NH3�2�2O3�2+ 7.6 7.2 9.2 6.3 0.3 0.0
�8� �9� �12� �10� �4� �0�
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good agreement between CR-CC, MRCI, and non-hybrid
density functional predictions has been interpreted to suggest
that these levels of theory are indeed accurate for this
isomerization. Moreover, non-hybrid DFT functionals such
as BLYP have been shown to be quantitatively accurate for
bis��-oxo�/peroxo equilibria that have been experimentally
characterized;51,69 such cases involve support of the copper
atoms by larger, synthetically convenient bi- and tridentate
ligands. Thus, to aid in interpretation of Table III, we report
best estimate values for the isomerization coordinates of
�Cu2O2�2+, ��Cu�NH3��2O2�2+, ��Cu�NH3�2�2O2�2+, and
��Cu�NH3�3�2O2�2+ that are taken from CR-CC calculations
in the first two instances and an average of CR-CC and non-
hybrid DFT calculations in the latter two instances.49 With
respect to the RASPT2�24 in 28�//4 model, there is still a
small systematic tendency to overestimate the stability of the
bis��-oxo� isomer relative to the peroxo, but the situation is
vastly improved compared to CASPT2 �see Fig. 3�, where
the largest practical active space is �16 in 14�.49 We note that
hybrid density functionals such as B3LYP also show substan-
tial errors in their predictions for this isomerization, even
after correcting for spin contamination using a broken-
symmetry formalism �referred to as sum-bs in the inset leg-
end of Fig. 3�,49 but the error is in the opposite direction to
that of CASPT2.

IV. DISCUSSION AND CONCLUSIONS

Some dynamical correlation effects are not addressed
within the current RASPT2 Ansatz. When the RAS restric-
tions are used in order to allow large active spaces, the RAS1
and RAS3 subspaces should only handle dynamical correla-
tion, and RAS2 should account for all nondynamical corre-
lation. However, the subdivision into dynamical and nondy-
namical correlation is not well defined, and in addition the
limited number of excitations allowed in the RAS1 and
RAS3 subspaces can give significant size-extensivity errors.
The situation would be much improved by extending the

model to include perturbative treatment of the fully internal

excitations, i.e., excitations Êtuvx-Êutxv from the RASSCF
wave function. While such an improvement remains under
consideration, implementation of these additional excitations
is complicated because, while the RHS v of the RASPT2
equations still requires only the use of three-body density

matrices, Ĥ�0� would require fourth-order density matrices in
the present formulation, and this is not practical with larger

active spaces. Thus, the construction of this part of Ĥ�0�

will need new approximations in order to be efficiently
implemented.

In addition, the structure of the doubly internal subblock
is different from those associated with other excitation
classes, since a subset of the CSF’s that are involved have
already been used in the RASSCF wave function. It will
likely prove important to distinguish between those excited
CSFs that continue to fulfill the RAS restrictions and those
that do not, as is presently done for the excitation classes that
are not fully internal. In our view, regarding the calculation
as strictly a single-reference calculation with an internally
contracted root function, it will likely prove simpler to use

anti-Hermitian excitations of the form Êtuvx-Êutxv and thus
automatically produce linear combinations that are orthonor-
mal to ��0�, rather than to use, e.g., additional projectors to
separate out the interacting space. There will, of course, still
be the additional problem of defining a suitable unperturbed
Hamiltonian for the new excitations. However, even in the
absence of this more complete implementation, the current
RASPT2 model has proven valuable in the study of systems,
such as the supported copper complexes above, where a large
active space is required but relatively few orbitals need to be
assigned to the fully flexible RAS2 subspace. Using the
RAS1 and RAS3 spaces in analogy to the occupied and ex-
ternal spaces, respectively, and generating truncated CI wave
functions at levels SD, SDT, or SDTQ, combines well with
the subsequent perturbation theory accounting for additional

FIG. 3. Relative energy �kcal mol−1�
predicted from various levels of theory
for a reaction coordinate linearly con-
necting the ��Cu�NH3�3�2O2�2+

bis��-oxo� �F=0% � and peroxo �F
=100% � structures shown in Fig. 2.
The inset legend identifies the various
theoretical models, which are dis-
cussed in more details in the text and,
completely, in Ref. 49.
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electron correlation, and we anticipate that this model will
prove useful in many cases where CASPT2 is not currently
practical.
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