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Abstract	

My thesis relates on the study of ultrafast molecular dynamics through the development of a 
so^ X-ray laser source. The transient absorp>on experiment described in this manuscript combines the 
latest genera>on of femtosecond lasers with a vacuum spectroscopy system enabling >me-resolved 
measurements of samples at the low femtosecond >mescale with a transmission geometry. The tech-
nique relies on the genera>on of high order harmonics (HHG). Using the atomic selec>vity of high en-
ergies and the temporal coherence of laser technology, we demonstrate the observa>on of the first 
stages of chemical transforma>on of ma[er in the gas and liquid phases. 

 



 

Résumé	

Dans le cadre de ma thèse, je me suis principalement intéressé à l’étude des dynamiques 
moléculaires ultrarapides par le développement d’une source de rayons X reposant sur la généra>on 
d’harmoniques d’ordres élevés (HHG). A l’aide de la sélec>vité atomique des hautes énergies et de la 
cohérence temporelle de la technologie laser, l’objec>f est d’observer les premières étapes de trans-
forma>ons chimiques de la ma>ère. Nous avons ainsi récemment mis au point une expérience combi-
nant des lasers femtosecondes de dernière généra>on avec un système de spectroscopie sous vide 
perme[ant la mesure d’échan>llons par absorp>on de rayons X en transmission. 

Les impulsions lasers, ini>alement dans l’infrarouge proche, sont conver>es en impulsions de rayons X 
mous grâce au phénomène hautement non linéaire de généra>on d’harmoniques d’ordres élevés. Les 
caractéris>ques spa>o-temporelles du rayonnement supportent alors des mesures d’absorp>on tran-
sitoire avec une très haute résolu>on temporelle (~10 fs). La compréhension approfondie des premi-
ères étapes de dynamiques électroniques, impliquant la migra>on et le transfert de charges, autorise-
rait un contrôle avancé des condi>ons de réac>on ini>ales. Favoriser les processus op>maux permet-
tant, entre autres, d’augmenter les vitesses de stockage de données et d’énergie, l’efficacité de 
catalyseurs hautement sélec>fs et le rendement de cellules solaires. Par ailleurs, l’accès aux seuils d’ab-
sorp>on des électrons de cœur des atomes de soufre, carbone, azote et oxygène dans la fenêtre trans-
parente de l’eau (284-545 eV), ouvre de nouvelles perspec>ves en vue de l’étude dynamique de sys-
tèmes biologiques complexes dans leur environnement naturel.  



 

Dans ce manuscrit, je décris les détails du développement de ce[e expérience et présente les premi-
ères mesures de dynamiques moléculaires réalisées avec celle-ci. En effet, en résolvant avec une pré-
cision de 40 fs la dissocia>on de molécules en phase gazeuse aux seuils d’absorp>on K du carbone et L 
du soufre, nous avons effectué la première démonstra>on expérimentale de ce[e technique pour des 
applica>ons de spectroscopie dynamique dans la fenêtre de l’eau en laboratoire. Les dissocia>ons des 
molécules CF4 et SF6 induites par une interac>on en champ fort sont mesurées par absorp>on de rayons 
X et comparées à des modèles théoriques afin de reconstruire complètement le processus de dissoci-
a>on. Suite à l’ionisa>on d’un électron par champ fort, les molécules subissent un réarrangement 
atomique par effet Jahn-Teller dans le but de lever la dégénérescence de la configura>on moléculaire 
du ca>on. Dans les deux cas, les ca>ons CF4

+ et SF6
+ se révèlent instables et le détachement d’un atome 

de fluor est observé après un délai d’environ 100 fs.  

Bénéficiant des compétences du groupe de recherche en physique non linéaire et plus par>culièrement 
en filamenta>on laser, j’ai développé un système de compression d’impulsions lasers intenses en u>li-
sant le principe d’élargissement spectral par effet Kerr. Ce procédé perme[ant de générer des impul-
sions de quelques cycles op>ques (≤ 2) et ainsi d’augmenter l’intensité maximale du champ électrique, 
s’avère par>culièrement efficace pour étendre le spectre de hautes harmoniques au-delà du seuil d’ab-
sorp>on K de l’oxygène. Dans ma thèse, j’en démontre l’originalité et présente les résultats obtenus 
pour des systèmes lasers de longueurs d’onde centrées entre 1.8 et 2.1 μm.  

Finalement, et grâce à l’extension en énergie du spectre des hautes harmoniques, nous démontrons 
l’accessibilité du seuil d’absorp>on K de l’oxygène directement dans de l’éthanol (C2H6O) liquide, et 
ainsi la couverture totale de la fenêtre transparente de l’eau. De plus, nous avons observé l’évolu>on 
simultanée des structures spectrales autour des seuils d’absorp>ons K du carbone et de l’azote dans la 
pyridine (C5H5N) en phase liquide. À l’aide d’un système de microjets liquides sous vide spécifiquement 
développé à Zürich pour des applica>ons de spectroscopie, l’échan>llon est ionisé en champ fort et 
mesuré en transmission par absorp>on de rayons X. Après un délai de 150 fs, le ca>on évolue vers 
différents produits de réac>on.    
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Introduction	

The development of science over the course of history has shown that certain physical phe-
nomena occur on extremely long scales with respect to the human >me. The genesis of the Milky Way, 
for example, resulted from the violent fusion of proto-galaxies and it took a few billion years (1018 s) of 
the effect of the gravita>onal force before stars were formed in the center of its giant dark ma[er 
halo [1]. In contrast, there are phenomena that occur so quickly that they are beyond our ability to 
decipher them with present technology. Charge migra>on in a molecule, for instance, can occur on a 
>me scale of a few hundred a[oseconds (10-16 s) [2]. At these >me scales, the en>>es at play must be 
regarded as wave func>ons, and their evolu>on should be described by an appropriate quantum the-
ory, such as the Schrödinger equa>on.  

Relying on the vast discoveries in quantum physics over the last century, a detailed understanding of 
the dynamics of the building blocks in nature is now becoming accessible. Specifically, geÅng more 
insight on electron transport mechanisms could also bring technological benefits: the rearrangement 
of the electron density during structural changes and how it relates to theore>cal models might con-
tribute to the development of alterna>ve energy sources, complex drug synthesis, and novel solu>ons 
for electronics in the post-Moore’s law era.  

In this perspec>ve, robust new experimental measurements are needed to confirm exis>ng theore>cal 
models and provide feedback and input values necessary to strengthen the validity and predic>ve 
power of numerical simula>ons. Experiments typically rely on ever-shorter sources of electromagne>c 
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radia>on from the infrared (IR) to bursts of X-rays, electron diffrac>on techniques and recent solu>ons 
developed in the field of magne>c resonance. 

X-ray spectroscopy and its applica>on to the study of structural proper>es of ma[er is one of the great-
est successes of science in the 20th century. Over the last few years, pioneering works have granted 
access to the temporal dimension to synchrotrons and X-ray free-electron lasers (XFELs) [3], [4]. Indeed, 
the emergence of XFEL light sources all around the world in the late 2000s (LCLS in Stanford started in 
2009, SACLA in Japan, PAL in Korea, SwissFEL in Switzerland and EuXFEL in Germany) opened new op-
portuni>es for the analysis of submicrometric crystals and for structural biology imaging with atomic 
resolu>on at the femtosecond >mescale. Aside from these large facili>es, incoherent tabletop hard X-
ray sources have also been applied to picosecond >me-resolved studies [5], [6]. 

Another great success of op>cal science in the mid 20th century is the inven>on of the laser (Light 
Amplifica>on through S>mulated Emission of Radia>on), a device based on the process of s>mulated 
emission first predicted by A. Einstein in 1916 [7]. The inves>ga>on of laser-ma[er interac>on started 
right a^er the first experimental demonstra>on of solid-state laser emission in a ruby crystal by T.H. 
Maiman in 1960 [8]. Shortly, the fast development of large emission bandwidth oscillators based on 
neodymium-doped y[rium aluminum garnet crystals (Nd:YAG) or on >tanium-doped sapphire crystals 
(Ti:Sa) enabled producing ultrashort pulses through Kerr-lens mode locking [9], [10]. This opened broad 
new possibili>es for laser research and applica>ons by accessing unprecedented >me resolu>ons and 
electric-field intensi>es [11]. 

Following these progresses, the high-harmonic genera>on (HHG) process was observed in gases for the 
first >me in 1987 by research groups in France and in the United States while focusing a picosecond 
laser into a gas target [12], [13]. Later ini>ated by numerical experiments [14], the explana>on of the 
genera>on mechanism in the nonperturba>ve regime was introduced by P. Corkum in 1993 [15]. Suc-
cessively, the analy>cal approach provided the physical picture of HHG as a three-step process and 
predicted the genera>on of a[osecond pulses [16]. Therefore, strong efforts were aimed at temporally 
characterizing and isola>ng the generated a[osecond pulses since the first years a^er the discovery of 
HHG [17]. At the same >me, the extension of the photon energy cut-off into the X-ray regime [18], [19] 
and the first demonstra>on of a frequency comb in the vacuum ultraviolet energies enabled by HHG 
[20] mark key innova>ons for HHG source development. While the first high-order harmonics and at-
tosecond pulses have been generated in a gas jet, other approaches point towards new genera>on 
schemes, including solid-state based HHG [21], plasma surfaces [22], gas-filled capillaries [23] and gen-
era>on in liquids [24]. 

While pioneering HHG based >me-resolved pump-probe experiments were performed using near-in-
frared (NIR) laser-based sources with a cut-off limited to the extreme ultraviolet energy range [25]–
[27], most spectroscopic studies providing both sub-femtosecond >me resolu>on and atomic spa>al 
resolu>on require core electron excita>on at significantly higher energies. In par>cular, the dynamics 
of organic and biological molecules would be op>mally addressed in the so-called water transparency 
window, which lies between the carbon and oxygen K-shell absorp>on edges (284-543 eV) enabling X-
ray absorp>on measurements in aqueous solu>ons [28], [29]. 

Along with the progresses in op>cal parametric amplified laser sources [30], sufficient power and rep-
e>>on rate are now available in the short-wavelength infrared (SWIR) range enabling the genera>on of 
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so^ X-ray (SXR) pulses covering the water window [29], [31]–[36]. Moreover, techniques such as a[o-
second streaking [37]–[39] have recently been extended to these energies, enabling the genera>on of 
the shortest a[osecond pulses ever produced [40]. These studies constantly move forward the field by 
increasing the photon flux and by a[emp>ng to observe light induced ultrafast molecular dynamics 
with the outstanding >me-resolu>on provided by HHG. All the efforts described in this manuscript go 
in the same direc>on by applying original ideas. 

Although achieving good SXR fluxes at the high energy side (500 eV) of the spectrum remains challeng-
ing in reason of the extremely nonlinear process of HHG requiring available laser pulses to be further 
op>mized to achieve higher pulse intensi>es. Such intensi>es are usually obtained by reducing pulse 
dura>on via spectral broadening in gas-filled hollow fibers [41]–[45] or by filamenta>on [46]–[49]. The 
later approach has received increasing a[en>on as it enables a cost-effec>ve and robust method for 
intense laser pulse compression. Indeed, producing few-cycle SWIR pulses via filamenta>on of femto-
second laser pulses in gases has been described in numerous studies a^er the introduc>on of tabletop 
amplified laser sources capable of reaching the cri>cal power for Kerr self-focusing [46]–[49]. Some 
striking results reported highly efficient pulse compression schemes reaching less than 10 fs in the NIR 
[47]. 

This thesis unveils the achievement of the first realiza>on of >me-resolved X-ray absorp>on spectros-
copy (TR-XAS) in the water window with a HHG source [50]. Developed in close collabora>on with the 
Ultrafast Spectroscopy and A[osecond Science group of H.J. Wörner in ETH Zürich, this tabletop exper-
iment on the observa>on of molecular dissocia>on in the gas phase, overcomes many of the challenges 
faced by researchers at large facili>es. The technical developments realized in order to fully cover the 
water window spectral range are presented and some preliminary results of the extension of this ap-
proach to the liquid phase are provided. 

The first chapter provides the theore>cal framework for interpre>ng the experimental results and the 
technical developments rela>ve to the laser source. It introduces the basics of molecular structures 
and the effects of perturba>ons induced by a strong laser field. The different laser-ma[er interac>on 
regimes are presented together with the principles of intense laser pulse propaga>on, HHG and SXR 
absorp>on spectroscopy.  

The second chapter presents the experimental setup in detail together with the data acquisi>on and 
analysis methods, with a special emphasis on the transient absorp>on procedure. The different laser 
pulses involved in the measurements are characterized and the op>cal op>miza>ons aiming to increase 
the system performances are detailed. The HHG condi>ons for SXR genera>on are discussed and com-
pared to equivalent systems performing in the water window. Finally, the design and the modifica>ons 
applied to the detec>on spectrometer are presented together with sugges>ons for further improve-
ments. 

The third chapter focuses on the results of TR-XAS measurements of molecular dissocia>on in the gas 
phase at the low energy side of the water-window [50]. Using the transient absorp>on technique, 
strong-field induced dissocia>on of carbon tetrafluoride CF4 and sulfur hexafluoride SF6 was observed 
with a femtoseconds >me resolu>on. Details of the quantum calcula>ons of core-level transi>ons re-
alized by theore>cians at ETH Zürich are provided together with the spectral assignments of the >me-
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resolved structures. The descrip>ons and analysis reviewed in this chapter follow and complement the 
published physical interpreta>on of the observed molecular transforma>ons [50]. 

The fourth chapter presents the results of the extension of the source beyond the oxygen K-edge en-
ergy [31]. The adopted two-stage filamenta>on scheme for pulse broadening coupled to a post-com-
pression technique based on transmission through a substrate is discussed and the resul>ng sub-two-
cycle SWIR pulse is spa>ally and temporally characterized. Generated in helium, the highest ioniza>on 
energy gas, the resul>ng SXR spectrum fully covers the water window energy range with similar flux 
condi>ons as reached for the successful gas dissocia>on measurements presented in chapter 3. 

Finally, the fi^h chapter provides preliminary experimental observa>ons of liquid pyridine C5H5N X-ray 
absorp>on near-edge structure (XANES) modifica>ons following short field NIR interac>on. By coupling 
a vacuum flat jet interac>on chamber with the HHG water window source described in chapter 2 and 
taking advantage of the cut-off extension presented in chapter 4, the induced reac>on is tracked sim-
ultaneously from the carbon and nitrogen K-edges at sub-100 fs >me resolu>on.    
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Theoretical	background	

The purpose of this chapter is to provide the theore>cal framework for interpre>ng the ex-
periments presented in this thesis. It aims to understand the dynamic responses of molecules in the 
gas and liquid phases induced by a strong laser field. This is a rather challenging prospect. Indeed, the 
intricacy of molecular systems, which requires mul>ple mechanisms to interplay for a specific outcome, 
usually complicates the interpreta>on of experimental results. If quan>ta>ve numerical simula>ons 
help sor>ng out the mul>plicity of parameters, the strong field interac>on, however, generally consid-
erably distorts the molecular system and adds to its complexity. The corresponding quantum calcula-
>ons can become extremely challenging, requiring deep computa>onal skills and knowledge of theory 
to be reliable. For the purpose of this thesis, various interac>on regimes were implemented, both for 
the op>miza>on of setup performances and for the molecular dynamics inves>ga>on. This chapter 
thus offers an overview of these regimes together with the basics of intense laser pulse propaga>on, 
high-harmonic genera>on and so^ X-ray absorp>on spectroscopy.  

  

Chapter 1 
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1.1 Concepts	of	molecular	orbital	theory	
The molecular orbital theory is one of the two main frameworks that describe the electronic structure 
of molecules using quantum mechanics. Proposed in the early 20th century, it complements the valence 
bond theory by trea>ng the electrons as moving under the influence of the nuclei in the whole molec-
ular system instead of being associated with individual bonds between atoms [51]. The energe>c and 
spa>al characteris>cs of a bond electron is described as a molecular orbital surrounding two or more 
atoms in a molecule. These orbital states are approximated as linear combina>ons of atomic orbitals 
(LCAO). Such approxima>ons can be calculated using the density func>onal theory (DFT) or the Har-
tree-Fock models to solve the Schrödinger equa>on.  

 

1.1.1 The	linear	combinations	of	atomic	orbitals	(LCAO)	method	
In the LCAO approach, and in order to simplify the calcula>ons for complex systems, it is assumed that 
only the electrons of an outer shell can contribute to the bond forma>on, whereas the ones of the core 
shells, i.e. close to the nucleus, remain unperturbed [52]. Therefore, for short distances in respect of 
the nuclei, the molecular orbital converges to the corresponding atomic orbital. As the >me-independ-
ent Schrödinger equa>on is linear, the molecular orbitals can be approximated as LCAO. Assuming that 
the atomic wave func>ons !"#,%& form a basis of the molecular Hamiltonian, their linear combina>on 
is considered as a trial solu>on for the molecular wave func>on [53]: 

 Ψ()#* =,-."#,%
.

 (1.1) 

 

where the -.  coefficients can be solved numerically by subs>tu>ng this equa>on into the Schrödinger 
equa>on and applying the varia>onal principle.  

 

1.1.2 Classi>ication	of	orbital	states	
Depending on the linear combina>ons, the orbitals can first be divided into three types. In a “bonding” 
orbital (symmetric combina>on), the electron density is concentrated in the region between a given 
pair of atoms and tends to a[ract each of the two nuclei toward the other in order to hold the two 
atoms together [54]. An “an>-bonding” orbital (an>symmetric combina>on) typically weakens the 
bond between two nuclei by concentra>ng the electron density in the shadow of each nucleus. Elec-
trons in “non-bonding” orbitals tend to be associated with atomic orbitals that do not interact posi-
>vely nor nega>vely with a second atom and that does not contribute to distort any bond strength [54]. 

Each orbital can be further classified by the symmetry proper>es of the associated electron density. 
Such symmetry considera>on is widely used in spectroscopy to label the energy levels. For instance, a 
diatomic molecule has 3 symmetry proper>es: the molecular axis, the molecular central point and a 
plane containing the molecular axis. All these transforma>ons leave the molecular Hamiltonian invari-
ant, in such a way that they represent a full set of simultaneous eigenfunc>ons for the molecular 
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system. This means that their quantum numbers uniquely iden>fy each possible electronic energy level 
[53].  

The rota>onal symmetry along the molecular axis is associated with the conserva>on of the projec>on 
of angular momentum /0 on the molecular axis. The related eigenvalue equa>on with the quantum 
number Λ is given by [55]: 

 /0"2 = ±Λℏ"2 Λ = 0,1,2, … (1.2) 

 

where the state labeling involves Greek le[ers such that Λ = 0, 1, 2, … ↔ Σ, Π, ∆, …. This nota>on is 
analog to the nota>on of atomic orbitals, in which lower-case Greek le[ers are used for the angular 
momentum quantum number projec>on. This nota>on is also used to denote single electron states 
within a molecular system [53].  

The central inversion symmetry is related to the parity of the electronic wave func>on. If its sign 
changes (does not change) upon inversion, the parity is odd (even). The associated spectroscopic no-
ta>on is the subscript u (g). 

For the planar symmetries, the sign upon reflexion is given as a superscript. However, the classifica>on 
in terms of projec>on of the electronic angular momentum is no more relevant because of the broken 
cylindrical symmetry of the molecule and its electronic wave func>ons. 

Finally, depending on its electron pairing, a quantum state can have different degree of degeneracy. 
The degeneracy level is wri[en as the mul>plicity 2= + 1 with = the total spin of the molecular eigen-
state. The molecular term symbol of an electronic state for a diatomic molecule employ symmetry 

labels from group theory and has the following form: Λ?,@/B
C/DEFCG  where Ω is the projec>on of the total 

angular momentum along the internuclear axis. For heteronuclear diatomics, the term symbol does 
not include the g/u subscript, as there is not inversion center in the molecule. Polyatomic molecules 
follow the same labeling principle. For a given symmetry, the equivalent labeling can be found in the 
table for group theory [55]. 

1.1.3 The	molecular	orbital	diagram	
The molecular orbital energy levels of a molecule can be illustrated in a molecular orbital diagram as 
shown in Figure 1.1. The horizontal lines in the center represent the molecular orbitals and they are 
linked to their atomic orbital cons>tuents for comparison. The energy levels typically increase from the 
bo[om to the top and degenerated energy levels are commonly shown side by side. Appropriate orbital 
levels are filled by electrons respec>ng the Pauli exclusion principle. Every electron is symbolized by a 
small arrow accoun>ng for its spin. For simple polyatomic molecules with a “central atom” such as 
tetrafluoromethane (CF4), the diagram shows one of the iden>cal bonds to the central atom. For more 
complex polyatomic molecules, the diagram can only show one bond of interest, leaving others out for 
simplicity. The low-level atomic orbitals and inner molecular orbitals are generally omi[ed from the 
diagram. 
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Figure 1.1 Molecular orbital diagrams for the valence shells of CF4 derived from a self-
consistent-field calcula>on with a 6-31 G basis set. Solid and dashed lines are used to 
indicate strong and weaker atomic components for a par>cular molecular orbital, 
respec>vely. Taken from [56] 

 

Once the system is filled with all the available electrons, the highest state containing at least one elec-
tron is referred to as the highest occupied molecular orbital (HOMO), where the lowest empty state is 
called the lowest unoccupied molecular orbital (LUMO). In the case of CF4, the HOMO is the 1t1 molec-
ular orbital whereas the LUMO is the 5a1 orbital.  

 

1.1.4 Radiative	transitions	
When its electronic charge distribu>on interacts with a laser electric field, the molecule can absorb 
energy and undergo a transi>on from its ini>al energy state Ψ% to a final state ΨH. Such radia>ve tran-
si>on is possible only if it sa>sfies quantum mechanical selec>on rules related to angular momentum 
conserva>on or symmetry arguments. By neglec>ng the rota>onal energy of the molecule, and assum-
ing the dipole approxima>on and the Born-Oppenheimer approxima>on [57], the total wave func>on 
can be wri[en Ψ = "I, separa>ng the electronic "	and vibra>onal I	contribu>ons. In the same way, 
the transi>on dipole moment K = KL + KM between the ini>al and final states consists of an electronic 
part KL and a nuclear part KM leading to the projec>on: 

 ⟨ΨH|K|Ψ%	⟩ = ⟨"H|"%⟩⟨IH|KM|I%⟩ + ⟨IH|I%⟩⟨"H|KL|"%⟩ (1.3) 

 

In the case of an electronic transi>on, "H ≠ "% and because of their orthogonality: ⟨"H|"%⟩ = 0. There-
fore, the transi>on probability R%→H goes like [58]: 
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 R%→H ∝ |⟨IH|I%⟩|E × |⟨"H|KL|"%⟩|E (1.4) 

 

and thus, depends on the dipole transi>on probability between the two electronic states and on the 
overlap between ini>al and final vibra>onal states |⟨IH|I%⟩|E, called the Franck-Condon factor. When 
using the Born-Oppenheimer approxima>on, it is assumed that the transi>on takes place in a qua-
sista>c regime. The internuclear distances are therefore considered constants, and the transi>on is 
referred to as a ver>cal transi>on. The corresponding projec>on region on ΨH is called the Franck-Con-
don region [59], [60]. 

 

1.1.5 Dissociation	mechanisms	
It is possible to count mul>ple purely laser-induced dissocia>on pathways that may occur in a molecule. 
A radia>ve transi>on, as described in sec>on 1.1.4, may lead to a dissocia>ve state or a vibra>onal 
state above the dissocia>on limit. Furthermore, the poten>al energy surface of the molecule can be 
dressed and deformed in such a way that dissocia>on is either assisted, reduced or delayed in >me [61]. 

Figure 1.2 shows the three possible pathways for photodissocia>on in the perturba>ve regime. (1) 
shows an electronic transi>on to a repulsive state. Due to the Coulombic repulsion, these curves are 
very steep for small internuclear distances. The dissocia>on fragments typically acquire large kine>c 
energies VW%X as illustrated in the figure. This dissocia>on mechanism is called Coulomb explosion [62]. 
(2) represents an electronic transi>on to a vibra>onal state. As it lies above the dissocia>on limit, it is 
called an unbound state and the excess energy above the poten>al barrier is usually on the order of 
the vibra>onal level spacing. Finally, (3) illustrates a predissocia>on process, in which a transi>on to a 
bound excited state ini>ally takes place. If this excited state is coupled to a dissocia>ve state on another 
poten>al energy surface, the molecule can dissociate. Such couplings typically rely on internal spin-
orbit effects and conical intersec>ons or external collisions [53].  

 

 
Figure 1.2 Dissocia>on pathways in a molecular system: (1) transi>on to a repulsive state, 
(2) transi>on to an unbound state above the dissocia>on limit, (3) transi>on to a bound 
excited state coupled to a dissocia>ve state by conical intersec>on. Adapted from [61] 
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In the strong field regime, transi>ons to dissocia>ve states can also take place through tunnel ioniza>on 
as presented in sec>on 1.2.3. 

 

1.2 Ionization		
The interrac>on between an electric field and a molecular (atomic) system can lead to the release of 
electrons so that the remaining system, the ion, is posi>vely charged and the free electrons are accu-
mulated in the con>nuum. Star>ng from the current density equa>on Y⃗ = [L\]⃗L (with [L the elemen-
tary charge, ]⃗L the velocity of the electrons and \ the electron density), the divergence theorem and 
the Newton's second law, the differen>al equa>on driving the free electron density over >me is [63]: 

 ^_\ = `(b)(\de − \) +
gh(i)
jkl

\b − m\E (1.5) 

 

where ̀ (b) is the photoioniza>on rate, b = n
opqrs

o is the pulse intensity (if V is the electric field), gh(i) 
is the inverse Bremsstrahlung cross sec>on, jkl=IP, \de is the ini>al atomic density and m is the recom-
bina>on coefficient. The ioniza>on frac>on of a gas is therefore given by: 

 t(u, v) =
\(u, v)
\de

 (1.6) 

 

The photoioniza>on rate depends on the ioniza>on regime. Indeed, this process can be linear if the 
energy of the photon VwxyeyX is higher than the ioniza>on poten>al (IP) of the system (typically 
VwxyeyX > 10 eV or { < 124 nm or i > 2418 THz, where VwxyeyX = ℎ-/{ and i = 2Ä-/{, - is the 
speed of light and ℎ is the Planck constant) or nonlinear if the photon energy is lower than the ioniza-
>on poten>al of the system (VwxyeyX < IP). If the process is nonlinear, typically at infrared wavelength, 
it must be considered from three different regimes depending on the Keldysh parameter [64], [65]: 

 ÅÇ = iÉ
Ñ2ÖLjkl
[LVÜdá

 (1.7) 

 

with VÜdá the electric field maximum amplitude, iÉ the electric field frequency and ÖL the electron 
mass, as introduced below. 

 

1.2.1 Multiphoton	ionization	(MPI)	
This regime is dominant for “small” electric fields, i.e. large Keldysh parameter ÅÇ ≫ 1. It is character-
ized by a power law dependence of the ioniza>on rate on the laser intensity: 
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 ầlk(b) ∝ gXbä (1.8) 

 

where ã = Öåç éèêëℏíq
ì + 1 is the minimal number of photons required to ionize the system and gX is 

the n-photon absorp>on cross sec>on. To get a feeling on the number of photons required for MPI in 
the nonlinear laser-gas interac>ons occurring in the context of this thesis, see Table 1.1. 

 

Field wavelength 
nm 

Photon energy 
eV 

Krypton 
(14 eV) 

Argon 
(15.8 eV) 

Neon 
(21.6 eV) 

Helium 
(24.6 eV) 

1800 0.69 21 23 32 36 
2100 0.59 24 27 37 42 

Table 1.1 Number of photons required for MPI in different gases. The 1st ioniza>on poten>al is 
given for each atom. 

 

 

1.2.2 Tunneling	regime	(TI)	
Tunneling ioniza>on (TI) is the dominant regime when ÅÇ < 0.5 [66], but VÜdá is small enough such 
that the barrier-suppression regime (sec>on 1.2.4) is not yet reached. The strong electric field can bend 
the poten>al energy surface of the system and the electron is released through tunneling. Based on 
the Keldysh’s theory [65], the so-called strong field approxima>on (SFA) considers the Coulomb poten-
>al as a perturba>on and treats the laser field exactly. The 0th order SFA therefore totally neglects the 
poten>al and the ioniza>on only takes place efficiently near the peak of the field (see figure Figure 1.3 
(blue curve)) [16]. This regime is characterized by an exponen>al dependence of the ioniza>on rate on 
the instantaneous electric field [67]: 

 ñ̀k(V) ∝ exp	(−
2(2jkl)ö/E

3V ) (1.9) 

 

1.2.3 Tunneling	in	molecules	
Because of the non-spherical molecular orbitals and the nuclear degrees of freedom, molecular ioni-
za>on has addi>onal features compared to atomic ioniza>on. The complex molecular orbital symmetry 
proper>es, discussed in sec>on 1.1, usually lead the TI rate to be anisotropic. Moreover, it has been 
shown that the effect of lower-lying orbitals (HOMO-1, HOMO-2, …) cannot be excluded a priori [68], 
such that mul>channel strong field ioniza>on [69] must be considered. From the intui>ve picture of 
the outermost electron being loosely bound, molecules should have decreasing IP with increasing size. 
Yet, it has been demonstrated that a few organic molecules reach a full-ioniza>on degree for intensi>es 
much higher than predicted by their TI rate [70]. This apparent resistance to strong field ioniza>on can 
be explained by different factors discussed in the thesis of M. Oppermann [61]. 

I 



 

 22 

As an alterna>ve ioniza>on channel, TI from a lower-lying orbital (HOMO-1, HOMO-2, …) should also 
be possible. When combining the Koopmans’ theorem [71] with the single ac>ve electron approxima-
>on (SAE), in which the evolu>on of the remaining electrons is neglected [72], the distribu>on of the 
remaining electrons should not be modified. Therefore, excited states of the ion can be reached 
through ioniza>on from lower-lying orbitals and shares the same orbital symmetry as its associated 
excited state in the neutral. The probability of reaching an excited state via this channel scales like the 
molecular orbital TI rate for the associated neutral orbital [61]. From another point of view and consid-
ering non-adiaba>c electron dynamics during TI (SAE no more valid), the excited state of the ion can 
be associated with the electron hole moving to a lower-lying orbital during TI [73]. This mechanism is 
referred to as inelas>c tunneling. 

 

1.2.4 Barrier-suppression	regime	(OTBI)	
This regime, also called over-the-barrier ioniza>on (OTBI), is reached when the external field is strong 
enough such that there is no energy barrier separa>ng the electron from the free space. It is charac-
terized by a nearly linear dependence of the ioniza>on rate on the incident electric field. The corre-
sponding cri>cal intensity can be approximated by [74]:  

 b*ñhk ≅
-ùÉöÄEjklû

2üE[L†
 (1.10) 

 

where ü is the charge state of the corresponding atom or ion. 

 

1.2.5 Ionization	rate	models	
When ÅÇ ≪ 1 , the last two regimes (TI and OTBI) are well described by the quasi-sta>c approxima>on. 
The varia>on of the laser field is so slow that the instantaneous ioniza>on rate coincides with a sta>c 
one. This is in contrast with the mul>photon regime, where the rate exponen>ally decreases with the 
laser frequency. If the sta>c ioniza>on rate `(V) is well described in the tunneling regime by the Am-
mosov-Delone-Krainov (ADK) formula [67] and has been experimentally verified for small molecules 
un>l ÅÇ ≅ 3 [75], this is not sufficient when looking at the intermediate regime as it is the case in the 
context of this thesis. For this reason, M. Yudin and M. Ivanov have developed a non-adiaba>c model 
(YI, based on the Perelomov, Popov and Terent’ev (PPT) tunneling model [76]) that allows calcula>ng 
sub-cycle, >me-dependent ioniza>on rates for larger values of ÅÇ. 
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Figure 1.3 Comparison of the instantaneous ionisa>on rates in krypton as a func>on of the 
laser field phase. Le^: at 800 nm wavelength. Right: at 1800 nm wavelength. The pulse 
dura>on of 15 fs and the intensity of 1014 W/cm2 are kept constant. Both quasi-sta>c (ADK) 
and nonadiaba>c (YI) model rates are shown, together with the laser field. 

 

A comparison between the ADK quasi-sta>c model and the YI non-adiaba>c one is shown in Figure 1.3 
for two laser frequencies ({=800 nm and {=1800 nm). If both models follow a similar rate descrip>on 
in the low laser frequency ({=1800 nm) case where ÅÇ = 0.48, the divergence is obvious as the field 
frequency is increased and {=800 nm (ÅÇ = 1.08). 

 

1.3 Propagation	of	short	and	intense	laser	pulses	
While a typical low intensity laser beam propagates and diverges following the Gaussian op>cal theory, 
ultrashort (~10DG£ s) IR pulses can maintain high intensity (6 ∙ 10Gö W/cm2 in air) over mul>ple Ray-
leigh range ¶ß. Such phenomenon is called laser filamenta>on and implies a dynamical interplay be-
tween at least two nonlinear processes. Typically, and in the purpose of this thesis, the main effects are 
Kerr self-focusing, Gaussian diffrac>on, geometrical divergence and plasma defocusing.  

Over the filament propaga>on, different effects occur that lead to a strong spa>o-temporal reshaping 
of the pulse. Hence, the spectrum typically broadens and is modulated because of the interferances 
between the newly created frequencies. The temporal shape is also strongly modified as the refrac>ve 
index changes over the intensity profile.  

 

1.3.1 Kerr	self-focusing	
The Kerr self-focusing effect is at the origin of the filament. It is the result of the transverse intensity 
profile of the beam and the nonlinear dependance on the medium refrac>ve index:  

 ã(u, v) = ã® + ∆ãÇL©©(u, v) (1.11) 

 

where ∆ãÇL©© directly rely on the Kerr index ãE and the intensity b in the pulse by: 

 ∆ãÇL©©(u, v) = ãEb(u, v) (1.12) 
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The spa>al intensity gradient of the pulse profile therefore induces an inhomogeneity of the refrac>ve 
index that acts as a convex lens in the case of a Gaussian profile. In order to effec>vely focus the beam, 
such effect must be stonger than the compe>ng defocusing one. In a loose focusing geometry, and for 
pulses in the short-wavelength infrared (SWIR) range that require high nonlinear processes to effi-
ciently generate a plasma, the Gaussian diffrac>on is the first defocusing effect that appear. Therefore, 
the threshold value that a Gaussian laser pulse has to reach for the Kerr effect to equal the diffrac>on 
is the cri>cal power: 

 ™́ © ≅
1.896{E

4ÄãÉãE
 (1.13) 

 

For a given wavelength { and a pulse peak power, it is therefore possible to control the filamenta>on 
regime by selec>ng an adequate gas and adjus>ng the pressure ≠, assuming ãE~≠/≠deÜ.  

 

1.3.2 Plasma	defocusing	
From equa>on 1.5 driving the free electron density over >me for a given ioniza>on rate `(b) (see 
sec>on 1.2), pulse intensity b, and recombina>on coefficient m, the plasma quan>ty \(u, v) can be ex-
pressed in e-/cm3. Analogously to the Kerr nonlinear index ∆ãÇL©©(u, v), the plasma defocusing index is 
given by [77]: 

 ΔãØ(u, v) = −
2Ä[LE\(u, v)
ãÉÖLiÉE

 (1.14) 

 

As the plasma is cumula>ve, the maximal free electron density is found at the trailing edge of the pulse 
and the defocusing effect is stronger for the delayed spectral components. 

In addi>on to the plasma effect, the geometrical constraint plays an important role as shown in Figure 
1.4. By focusing a pulse with a 1.5 m focal lens, the filament regime holds over ~60 cm, while only 
~5 cm distance is calculated for a 0.5 m focal lens. 

 
Figure 1.4 Free electron density in the center of a same pulse (1.5 mJ, 60 fs, 3 mm diameter) 
focused with 0.5 m, 1 m and 1.5 m into 1 bar of Argon. The 0 posi>on corresponds to the 
focus of each lens. Taken from [63] 
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From Figure 1.4, the loose focusing geometry also allows to reduce the plasma density in the core of 
the filament.  

 

1.3.3 Spectral	broadening	
During filamenta>on, the spectrum is strongly broadened and can, in some cases, leads to a supercon-
>nuum. In the framework of Fourier op>cs, spectral pulse broadening is a[rac>ve as it allows a band-
limited pulse to be further compressed in >me. The Kerr nonlinearity is directly responsible for this 
effect through self-phase modula>on (SPM) [78], [79]. Because of the intensity dependence of the re-
frac>ve index over >me ã(v) = ãÉ + ãEb(v) (from equa>on 1.11), the varia>on of ã(b) is: 

 çã(b)
çv = ãE

çb
çv 

(1.15) 

 

which results in the phase shi^: 

 ∞(v) = iÉv +
2Ä/
{É

ã(b) (1.16) 

 

where / is the propaga>on length. This phase shi^, in turn, induces the pulse frequency to follow: 

 i(v) = −
ç∞(v)
çv = iÉ −

2Ä/ãE
{É

çb
çv = iÉ − ∆i (1.17) 

 

Thus, the leading edge of the pulse is redshi^ed (i.e. shi^ed toward the low frequencies), while the 
trailing edge is blue shi^ed (i.e. shi^ed toward the high frequencies). If the Kerr effect acts alone, the 
spectrum broadens symmetrically. Although, the refrac>ve index also modifies because of higher order 
effects such as plasma defocusing that acts as a concave lens and is stronger at the trailing edge in 
reason of the density of plasma accumulated over the pulse dura>on. The blue shi^ed wavelengths are 
more defocused than the redshi^ed ones and thus propagates faster, because of the reduced refrac>ve 
index ã(v) outer the core of the filament. This propaga>on effect is known as self-steepening and can 
drive the pulse to self-compress in >me under specific condi>ons. 

 

1.4 High	Harmonic	Generation	(HHG)	
When the regime of the interac>on between the laser pulse and the atom is strongly nonperturba>ve 
(ÅÇ ≪ 1), the drama>cally nonlinear process of high-order harmonic genera>on (HHG) can occur. This 
process describes the conversion of an intense ultrashort laser pulse to integer mul>ples of its funda-
mental frequency. 

-----
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The first observa>ons of this process were made in Chicago (KrF laser’s 17th harmonic) [12] and in 
Saclay (Nd:YAG laser’s 33rd harmonic) [13] in the late 1980s. Following the perturba>on theory, a typ-
ical HHG spectrum generated in a noble gas shows a rapid decrease of the low-order harmonics (below 
the ioniza>on poten>al of the gas). When entering the non-perturba>ve regime, the nearly constant 
efficiency conversion forms a broad “plateau” that extends un>l the abrupt cut-off of the signal on the 
high energy side.  

 

1.4.1 The	three-step	model	
The first theore>cal framework for the descrip>on of the broad harmonic plateau was introduced in 
the early 1990s by Krause et al. [14] and Corkum [15]. Based on a semiclassical theory, they proposed 
a “three-step model” in which an electron is first tunnel ionized by a strong laser pulse electric field 
and driven away from the nucleus. In a second >me, when the oscilla>ng electric field changes its sign, 
the electron is accelerated back towards the nucleus. Finally, the electron recombines with the atom 
and the significant amount of kine>c energy acquired from the electric field in the con>nuum cumu-
lates to the ioniza>on poten>al of the atom and is emi[ed by a high energy photon. Since the emission 
process occurs twice per op>cal cycle, it results in a comb of odd-order harmonics of the fundamental 
driving laser field in the frequency domain. 

From this simple picture, the universal law for the energy cut-off value can be wri[en [14]:  

 VÜdá  = jkl  +  3.17 ∙ jw (1.18) 

 

where jw ≅ 9.33 ∙ {E ⋅ bS is the ponderomo>ve energy, i.e. the mean quiver energy of the electron in 
the laser field, jkl is the ioniza>on poten>al of the genera>on gas and bs is the maximal intensity of 
the driving laser pulse during the interac>on.  

 

1.4.2 Wavelength	dependence	and	strong->ield	approximation	model	(SFA)	
As the main interest of HHG in this thesis is to produce bright tabletop so^ X-ray pulses for probing 
ultrafast molecular dynamics in the water window (284–543 eV), the cut-off energy and its dependen-
cies are of most importance. If the single-atom harmonic cut-off energy is propor>onal to {E and to the 
laser intensity bs, a first approach to extend the energy is to increase the laser intensity. Unfortunately, 
due to the deple>on of the ground state there is a limit beyond which the ioniza>on is saturated and 
the laser intensity b does not contribute to further accelerate the electrons (b = bs). Moreover, the 
plasma defocusing effect does not allow the intensity to be indefinitely increased in the core of the gas-
field interac>on. The alterna>ve way to extend the cut-off energy is via the {E scaling and then using 
longer-wavelength lasers. Nevertheless, the challenge of long-wavelength HHG driving is the dras>cally 
reduced single-atom yield ∂∑ which scales as {D£.£ [80], [81]. Fortunately, this could be par>ally com-
pensated by increasing the gas b™ (i.e. going for another noble gas) which reduces the ground state 
deple>on and allows for higher laser intensi>es with reduced plasma forma>on. 
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Analy>cally, the semiclassical approach of the three-step model was confirmed by a quantum treat-
ment from M. Lewenstein et al. based on the strong-field approxima>on (SFA) and including the wave 
packet spreading and interference effects [16]. The deple>on of the ground state was ini>ally ne-
glected, and added in a second publica>on [82]. The model relies on the SAE approxima>on and treats 
the free electron without the influence of the Coulomb poten>al.  

 

 
Figure 1.5 Simula>ons of a single atom HHG process at 1800 nm for three genera>on 
condi>ons using the SFA model implemented with the YI ioniza>on rate. Le^: genera>on in 
neon with a 5x1014 W/cm2 pulse intensity of 45 fs FWHM dura>on. Right: genera>on in 
helium with a 7x1014 W/cm2 pulse intensity of 12 fs FWHM dura>on and two different 
carrier-envelope phase (CEP) for comparison. The top panels show the simulated HHG 
spectra with respec>ve cut-off energies whereas the bo[om panels show the temporal 
structures of the pulses. The gray shaded areas of the top panels explicit the validity range 
of SFA. 

 

The implementa>on of the model in a Python package allowed to efficiently simulate different condi-
>ons of genera>ons and the results that accurately reproduced the experimental observa>ons made 
in the context of this thesis are shown in Figure 1.5. For a similar conversion efficiency, the model cor-
rectly predicts the extension of the cut-off when switching from neon (IP=21.6 eV) to helium 
(IP=24.6 eV) as genera>on gas. Addi>onally, when using a short laser pulse (Figure 1.5 (right)), the 
model an>cipates the strong dependence on the fundamental carrier envelope phase (CEP) value close 
to the cut-off region. As the effect of the Coulomb poten>al is not included, the model fails to correctly 
describe the harmonics at the low energy side of the spectrum.  

The semiclassical model also predicts the dispersion of the recombina>on >mes as shown in Figure 1.5 
(bo[om, right). This effect is called the a[ochirp and corresponds to a spectral group delay dispersion 
(GDD) of the emi[ed harmonics [38]. It is the main limita>on to the dura>on of Fourier-synthesized 
pulses generated by HHG. As this chirp is almost constant for a given class of trajectories of the 
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electrons in the con>nuum, it can in theory be compensated by propaga>ng the pulses in a suitable 
dispersive gas [38]. 

 

1.4.3 Propagation	effects	
In order to result in a detectable so^ X-ray radia>on, the HHG signal of the isolated emi[ers must 
coherently build up. Indeed, a sa>sfactory flux will arise only if good propaga>on condi>ons are 
achieved over the interac>on’s length. This macroscopic response [83]–[85] plays an important role in 
the descrip>on of the HHG in the far field, where they are used for spectroscopic measurements in this 
study. In addi>on to the specific effects of the HHG process discussed in this sec>on, all the propaga>on 
effects of short and intense laser pulses discussed in sec>on 1.3 must be considered. 

Of most importance, the phase matching provides the condi>on for which the phase front of the gen-
erated harmonic field is synchronized with the phase front of the fundamental laser field over the prop-
aga>on axis ¶. Following Popmintchev et al. [86], the phase mismatch rela>on for the qth harmonic can 
be wri[en as: 

 
∆∏∑ = π∏∑ − [∏É∫ − ª∑,º%w	

= ∆∏∑,@Ly + ∆∏∑,LΩ + ∆∏∑,de − ª∑,º%w (1.19) 

 

with ∏∑ and ∏É the wave vectors of the harmonic and of the fundamental laser fields. The coherence 
length /∑´yx = π ∆∏∑⁄  being propor>onal to the inverse of the phase mismatch, efficient HHG is 
achieved if ∆∏∑ is minimized. The geometric dispersion: 

 ∆∏∑,@Ly  = −[
^
^¶ ¿tan

DG ¶
¶ß
−

∏ƒE

2≈(¶)∆
«,»→É

≅ −
[
¶ß

 (1.20) 

 

accounts for the “Gouy” phase shi^ introduced by focusing a laser pulse with a beam radius of curva-
ture ≈(¶) to a small region in space. In the conven>on used in this sec>on, the sign of this effect is 
always nega>ve. In the strong-field regime, the single-atom induced dipole phase strongly depends on 
the laser intensity. Therefore, the Gaussian spa>al intensity distribu>on results in longitudinal and 
transverse gradients of the dipole phase. Its contribu>on to the phase mismatch is: 

 ª∑,º%w  = ∇ ∑,º%w (1.21) 

 

where the intrinsic dipole phase  ∑,º%w is the ac>on acquired by the electron during its trajectory in 
the laser field. In the harmonic spectral plateau region, this effect depends on the class of trajectories, 
“short” or “long”, where the phase-matching condi>ons select one of these two trajectories. 

As already introduced in sec>on 1.3.2, the free electron density \(u, v) generated by the ioniza>on 
process causes a modifica>on in the refrac>ve index. The associated phase mismatch is: 
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 ∆∏∑,LΩ  = ∏∑,LΩ(u, ¶) − [∏É,LΩ(u, ¶)	
≈ −[{ÉuÉ\(u, v) 

(1.22) 

 

where uÉ is the classical radius of the electron and the plasma dispersion for the harmonic field is ne-
glected as the frequencies of high harmonics are much higher than the plasma frequency. Finally, ∆∏∑,de 
accounts for the neutral (atomic) dispersion mismatch. Considering equa>on 1.6 and \de = ≠/∏hÃ 
where ∏h is the Boltzmann constant, Ã the gas temperature, and ≠ the gas pressure, and assuming a 
non-guiding genera>on geometry (gas cell) with ª∑,º%w ≈ 0, these contribu>ons lead to: 

 ∆∏∑ ≈
[≠
∏hÃ

Õ
2Ä∆ãÉ,∑
{É

(1 − t(u, v)) − {ÉuÉt(u, v)Œ −
[
¶ß

 (1.23) 

 

Here, ∆ãÉ,œ is the difference between the atomic refrac>ve indices of the gas at the fundamental and 
qth harmonic wavelengths. Therefore, if the spa>otemporal reshaping effects discussed in sec>on 1.3 
are ignored, the gas pressure ≠, the ioniza>on frac>on t(u, v), and the Rayleigh range ¶ß are the only 
adjustable parameters to achieve good phase matching. Although, because of the >me dependence of 
the ioniza>on frac>on t(u, v) along the propaga>on, perfect phase matching can be achieved only over 
a finite propaga>on length [85]. Moreover, as a consequence of the phase-matching condi>on ãwÜ,É →
1, the group velocity ]@ = -(ã − {çã/ç{)DG must also be considered, especially for short SWIR pulses 
[87]. Indeed, in contrast to the group velocity of the harmonics ]@,∑ = -, the group velocity of the fun-
damental ]@,É = - cannot be achieved in a noble gas, because all the {Éçã/ç{ terms have the same 
sign [86]. Therefore, consistently to the coherence length /´yx, the walk-off length /–dΩWDyHH is the dis-
tance between two emi[ers whose harmonic emission interferes destruc>vely because of the group 
velocity mismatch [87]. This effect strongly depends on the pulse dura>on and can par>ally be com-
pensated by the other propaga>on effects. 

The last important effect of propaga>on is the gas absorp>on length /d—“, corresponding to the dis-
tance over which the intensity of the previously generated harmonics falls to 1/”. 

 /∑d—“ =
1

\deg∑
 (1.24) 

 

where g∑ is the ioniza>on cross sec>on for the qth harmonic. With \de = ≠/∏hÃ, this distance can be 
es>mated using the X-ray absorp>on table from Henke et al. [88]. Table 1.2 provides the values of /d—“ 
for the genera>on condi>ons used during this thesis. 

 

Gas Pressure (mbar) ‘’÷◊	ÿŸ⁄€‹  ‘›fi◊	ÿŸ⁄€‹  
Neon 750 1 mm 6 mm 

Helium 4000 5 mm >30 mm 

Table 1.2 /d—“ for typical HHG condi>ons over the water window at 292.3 K. 
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Taking all these effects into account, it is possible to build a macroscopic HHG response using a simple 
one-dimensional model. The generated signal in a sta>c gas cell of length / is the coherent sum over 
all single atom emi[ers ∂∑ (see sec>on 1.4.2) and can be wri[en as [85]: 

 
=∑ ∝ fl∂∑ ‡ d¶

‚

É
exp „‰π∆∏∑ + ‰\deg∑∫(/ − ¶)Âfl

E

	

= Ê∂∑Ê
EeDÁËÈÍÎ‚ ∙

cosh \deg∑/ − cos ∆∏∑ /
∆∏∑E + (\deg∑)E

 
(1.25) 

 

 

1.5 Soft	X-ray	absorption	spectroscopy	
As introduced in sec>on 1.1, every molecular system contains many electronic transi>ons. While outer 
lying molecular orbital transi>ons typically corresponds to the energy of photons in the ultraviolet to 
infrared wavelength range, promo>on or ioniza>on of an electron from a core shell require much 
higher energies. As the HHG conversion process introduced in the previous sec>on allows reaching 
these core energies for some atomic species, using HHG to probe the molecular structure from core 
shell electrons is accessible for energies up to 540 eV. A list of all electronic transi>ons spanning from 
150 to 540 eV is given in the appendix A.1. Also, in reason for the sub-femtosecond dura>on of the 
generated SXR pulses and the intrinsic temporal synchroniza>on with the driving laser, combining both 
fundamental and HHG pulses permits the measurement of ultrafast (<10-14 s) dynamics. During this 
thesis, the dynamics are probed using the X-ray absorp>on spectroscopy (XAS) technique in the trans-
mission geometry. 

 

1.5.1 The	absorption	cross-section	
In order to understand and characterize radia>ve processes, the transi>on probability R%→H from an 
ini>al state Ψ% to a final state ΨH introduced in sec>on 1.1.4 and given by equa>on 1.4, must be related 
to experimental observables. The oscillator strength is given by [89]: 

 Ô%H =
2ÖL
3ℏ ∆V%HR%H (1.26) 

 

where ∆V%H is the energy required to promote an electron from the ini>al state to the final state. In the 
case of a photoabsorp>on process, it corresponds to the energy of the absorbed photon ∆V%H = ℎI.  

On the other side, the experimental measurement of a sample absorbance  = ln	(b©LH b⁄ ) (see sec>on 
2.5.6) relates to the absorp>on cross-sec>on g%H [cm2/molec] with: 

  = g%H/\ÜyΩ (1.27) 

 



 

 31 

where / [cm] is the absorp>on path length given by the sample thickness, and \ÜyΩ [molec/cm3] is the 
molecular density. Finally, the absorp>on cross-sec>on is linked to the oscillator strength by: 

 
‡g%H(V) dV =

Ä[LE

ÖL-
Ô%H	

g%H(V) =
Ä[LE

ÖL-
/(V − ∆V%H)Ô%H							with	‡/(V − ∆V%H) dV = 1 

(1.28) 

 

where the Lorentzian func>on /(V − ∆V%H) provides an accurate approxima>on to the actual line pro-
file. The intrinsic width of the absorp>on line reflec>ng the uncertainty in the transi>on energy due to 
the finite life>mes of the excited state.  

 

1.5.2 X-ray	absorption	near-edge	structure	(XANES)	
The X-ray absorp>on near-edge structure (XANES) introduced in the early 1980s and also called near-
edge X-ray absorp>on fine structure (NEXAFS), is the spectrum region close to the ioniza>on threshold 
energy edge. The structure of the spectrum is dominated by the core transi>ons to unoccupied molec-
ular orbitals and to broad shape resonances lying above the ioniza>on poten>al as shown in Figure 1.6. 
It provides a direct measurement of the absorp>on cross-sec>on and allows to energe>cally resolve 
the element-specific localized molecular structure. 

 

 
Figure 1.6 Schema>c reprensenta>on of a XAS measurment. Top le^: the complete 
measured spectrum is divided into two regions. The XANES provides a direct measure of the 
absorp>on cross-sec>on, wheras the EXAFS shows oscilla>ons induced by the sca[ering of 
the ionized photoelectron from neighboring atoms. Top right: close-up on the XANES region 
related to the schema>c poten>al of a diatomic molecule (bo[om). The main molecular 
orbitals features are represented in both the schema>c poten>al (bo[om) and the close-up 
(top right). The blue color refers to SXR absorp>on induced transi>ons and the orange color 
refers to the IR pulse possible excita>ons.  
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1.5.3 Extended	X-ray	absorption	>ine	structure	(EXAFS)	
In the high kine>c energy range of the photoelectron, the absorp>on spectrum is dominated by the 
extended X-ray absorp>on fine structure (EXAFS) where the sca[ering of the photoelectron from neigh-
boring atoms results in oscillatory modula>ons [90]. Its analysis can yield the number of atoms in the 
immediate environment of the absorbing one and provides accurate internuclear distances.  

The complete physical descrip>on when looking at standardized data Ù(V) is given in the k-space by 
the EXAFS equa>on [91]: 

 Ù(∏L) =,
ı̂ Ô̂ (∏L)
∏L≈̂E

expπ−2∏LEĝE∫ exp Õ−
E˜¯

˘¯(˙˚)
Œ sin „2∏2≈̂ + ¸̂ (∏2)Â

ˆ
 (1.29) 

 

where ∏L = Ñ2ÖL(V − b™) ℏE⁄  is the photoelectron wavenumber, ı̂  the atomic coordina>on num-
ber, ≈̂  the interatomic distance, ĝE represents the mean-square disorder in the distance for the ˝th 
shell, {̂ (∏L) is the photoelectron inelas>c mean free path, Ô̂  is the photoelectron back-sca[ering am-
plitude and ¸̂ (∏L) the corresponding phase.     
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Method	and	setup	description	

This chapter introduces in detail the different elements assembled and designed to get the 
so^ X-ray transient absorp>on experiment ready. Some maintenance rou>nes and opera>onal specifi-
ca>ons naturally stem from the laser source’s reliance on a commercial system. It describes and details 
every pulse involved in the experiment, as well as the op>cal post-treatments applied to the pump 
pulse and the high harmonic genera>on driver to increase the system overall performances. The con-
di>on of so^ X-ray genera>on in helium with long wavelength lasers is discussed and compared to the 
most advanced similar systems, providing an overview of the state of the art for tabletop >me-resolved 
absorp>on spectroscopy in the water window. The characteris>cs of the flat-field vacuum spectrome-
ters that were used to measure the signals over the full water window are also presented and discussed 
in detail. Finally, the data acquisi>on and data analysis methods are provided.  

  

Chapter 2 
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2.1 Introduction	
As required by the transient absorp>on scheme, a pump and a probe pulse are required to induce a 
perturba>on on the sample and observe the following dynamics. These two pulses must share a known 
>me rela>on, at least some>mes, to provide >me resolu>on. In typical tabletop pump-probe experi-
ment, the two pulses are extracted from the same oscillator source. It is the case of the setup presented 
here. Nevertheless, similar experiments rely on post synchronized pump-probe pulses as in the case of 
X-ray free electron laser (XFEL). 

High-order harmonic genera>on (HHG) based sources have recently achieved unprecedented, sub-
femtosecond, temporal resolu>on in transient absorp>on measurements [25]–[27]. While the pioneer-
ing HHG experiments were performed using near-infrared (NIR) laser-based sources with a cut-off lim-
ited to the sub-100 eV range, most spectroscopic studies providing both a[osecond >me resolu>on 
and atomic spa>al resolu>on require core electron excita>on at significantly higher energies. In par>c-
ular, the dynamics of organic and biological molecules would be op>mally addressed in the so-called 
water transparency window, which lies between the carbon and oxygen K-shell absorp>on edges (com-
monly 284-543 eV) enabling X-ray absorp>on measurements of aqueous solu>ons [28]. 

The recent advancements in high-power laser/parametric sources have achieved sufficient photon flux 
(kHz repe>>on rates) for performing >me-resolved transient absorp>on measurements in the water 
window range [50] and techniques, such as a[osecond streaking [37]–[39], have recently been ex-
tended to this spectral range enabling the genera>on of the shortest a[osecond pulses ever produced 
[40].  

 

 
Figure 2.1 General layout of the experimental setup. The 1.8 μm idler pulses (in red) are 
broadened by two successive filament lines of 2 m each and compressed in a fused silica 
plate before being focused into a gas target to drive the HHG process. The SXR beam is then 
refocused colinearly with the NIR pump pulse into the sample. A^er filtering the residual 
pump and driver radia>on by mul>ple metallic filters, the transmi[ed SXR is measured by a 
custom spectrometer. Adapted from K. Zinchenko, ETH. 

 

In the framework of this thesis, an SXR source was extended beyond the oxygen K-edge and can now 
reach 570 eV. The source is driven by 1.8 µm short-wavelength infrared (SWIR) pulses generated in an 
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op>cal parametric amplifier (OPA) that are now post-compressed in two filamenta>on stages. Long 
wavelength driving pulses are a[rac>ve for pulse post-compression in a filament, as the cri>cal power 
™́ © scales with l2 [49], [92]. As the wavelength increases, the filament plasma density decreases and 
its role in counterbalancing Kerr self-focusing decreases accordingly. The long wavelength driving 
pulses used in this setup thus allow efficient and scalable filament-based pulse compression as dis-
cussed in Chapter 4 without the detrimental effects of plasma forma>on. 

While broadband op>cal parametric chirped-pulse amplifiers (CPA) based on BiBO nonlinear crystals 
[93] or parametric amplifica>on in the Fourier-plane [94] have been previously successfully demon-
strated, the setup developed in this thesis shows that decent flux HHG can be achieved using a conven-
>onal BBO based Type-II op>cal parametric amplifier and a simpler and robust pulse compression 
method. Pulse compression together with the use of helium, a higher IP HHG gas target as compared 
to neon allow for SXR cut-off extension and improved temporal resolu>on in pump-probe experiments. 

 

2.2 Laser	systems	
The op>cal pulse driving the SXR genera>on and the one used to pump the sample are based on the 
same commercial femtosecond-laser system. A Ti:Sa oscillator (Vitara-T from Coherent) generates 
480 mW of a 110 nm FWHM bandwidth pulse train. The central wavelength is 800 nm and the repe>-
>on rate is 80 MHz. Such bandwidth is capable of suppor>ng <8 fs pulse dura>on.  

The beam is then pre-amplified within a regenera>ve amplifier (Hidra-25 USP Hybrid HE). In a first 
stage, the pulse is stretched in >me in order to avoid any high-intensity nor nonlinear effect during and 
a^er amplifica>on. The chirped pulse train is then resampled to 1 kHz by an electro-op>c Pockels cell 
and injected into a previously pumped Ti:Sa rod. By the mean of a resonator geometry, the pulse typi-
cally undergoes 15 round trips through the gain medium, being amplified to about 4 W, respec>vely 
4 mJ. The pulse is then extracted from the resonator by a second electro-op>c switch and subsequently 
amplified in a cryogenically cooled two-pass amplifier (Legend USP Cryo Amplifier from Coherent) 
pumped by two 45 W pulsed green lasers. A^er final amplifica>on, the available energy is 23 mJ. Before 
being released from the laser box, the pulse is compressed to 45 fs FWHM and reaches maximum 
17 mJ.  

This intense beam can be split by an 80:20 beam spli[er to get 800 nm photons available for pumping 
the sample. Most of the pulse energy is used to pump a BBO-based Type-II parametric amplifier (HE-
TOPAS-Prime-Plus from Light Conversion) seeded with a white-light supercon>nuum derived from the 
same pump pulse. The parametric amplifier output wavelength is tunable around the crystal degener-
acy at 1600 nm from 1160 nm to 2480 nm. The energy conversion from parametric amplifica>on is 
shown for the signal and the idler in Figure 2.2. 
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Figure 2.2 Parametric amplifier output energies over the full range of signal and idler wave-
length. The system is pumped at 1 kHz by 15 mJ of 800 nm, 45 fs pulses.  

 

The idler pulse is dedicated to the high-harmonic genera>on process while the signal is either used to 
pump the measured sample or directly dumped. The signal is separated from the idler by a high reflec-
>on polarized beam spli[er followed by two high-reflec>on mirrors centered around the idler wave-
length and having extremely low reflec>vity over the signal wavelength range. These two mirrors can 
easily be replaced to fit the OPA set idler wavelength (see sec>on 2.3.1). The mul>stage amplifica>on 
design coupled to the narrow phase-matching band given by type-II crystals seeded away from degen-
eracy implies to apply a temporal delay between signal and idler before the last amplifica>on stage to 
avoid interferences. Such delay is easily realized as signal and idler propagate with orthogonal polari-
za>on in a case of type-II phase-matching. The last amplifica>on stage pump delay is therefore op>-
mized for a be[er idler pulse spa>al mode and highest power. As a result, the corresponding signal 
beam is affected by temporal and spa>al chirp [95]. At this stage, the idler is p-polarized and the signal 
is s-polarized.  

Because of mechanical constrains and thermal fluctua>ons of the laboratory building, the laser speci-
fica>ons are subject to small dri^s that must be measured and adjusted for good opera>on. Typically, 
the built-in laser chain requires a power check and small adjustments every day while a full realignment 
is necessary every week of measurement.  

 

2.2.1 OPA	signal	and	idler	pulse	characteristics	
At the output of the Ti:Sa CPA laser, and for a fixed OPA seÅng, there are 3 available pulses. The 800 nm 
pump pulse (extracted before OPA), the SWIR idler pulse and the corresponding NIR signal pulse. De-
pending on the experiment requirement, it is therefore possible to choose the best combina>on. Figure 
2.3 shows the available spectra used in this work to drive HHG or pump samples. The retrieved tem-
poral profile as well as the temporal phase of the 1.8 µm idler at the OPA output is shown in Figure 2.4. 
Its typical spa>al intensity profile is measured by 2 photons absorp>on on a CMOS camera a^er slightly 
reducing the beam size to fit the camera sensor. 
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Figure 2.3 OPA output pulse spectra measured with a 
NIRQuest spectrometer (by Ocean Op>cs). Only the 
1.3 µm signal (2.1 µm idler) is presented as it is the 
only one used to pump the sample. 

 
Figure 2.4 Uncompressed 1.8 µm idler re-
trieved temporal intensity profile and phase 
(le^) and spa>al mode (right). The scale of 
the spa>al profile may be not accurate. 

 

2.2.2 Procedure	for	CPA-compressor	grating	cleaning	
On the side of the common transmissive and reflec>ve op>cs cleaning methods described in every 
system manuals, the surface of the first gra>ng in the Cryo two-pass amplifier compressor is subject to 
coa>ng contamina>on at the center of the output beam posi>on that tends to considerably reduce the 
output power and the spa>al mode quality. Since the op>cal surface is made of epoxy and without 
overlying protec>on, any standard mechanical cleaning technique will fail and create permanent dam-
ages. 

In a first step, mul>ple pinholes are set as references in order to mount the gra>ng back precisely at 
the same posi>on. A^er a very careful removal of the op>c, the surface is first washed with clean water 
and a li[le dishwashing soap in a small container. By slowly bouncing the container, most of the grease 
and dirt are detached from the surface. Once most parts of the spot are removed, the gra>ng is rinsed 
with dis>lled water. In a second >me and only if the first cleaning failed to remove all the dirt, the 
surface is doused parallel to the groove orienta>on with small droplets of solvent using a bo[le of 
compressed air crossed with the nozzle output which sprays ethanol. This process had to be done in 
total 3 >mes during the period of this work in order to maintain the 74 % compressor transmission.  

 

2.3 OPA	pulses	optimization		
In a preliminary version of the setup, and as the neon generated SXR was able to cover the carbon K-
edge, the 800 nm pump pulse and the 1.8 µm idler pulse were used as they are delivered by the com-
mercial laser line. These pulses were later reshaped in space and >me in order to reach higher HHG 
efficiency and cutoff and improve the >me resolu>on of the transient absorp>on signal. As these post-
treatments are part of the improvements obtained during this thesis, the results are discussed in the 
Chapter 4 and only the descrip>on of setup elements and the method are discussed in the following 
sec>ons. 

 

2.3.1 Idler	pulse	broadening	and	compression	
In the process of high-harmonic genera>on, a well-established technique to extend the generated en-
ergy cut-off is to use longer wavelength (l) driving pulses [18], [86], taking advantage of the well known 
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{E dependence of the cut off frequency [14]. With the OPA idler set over 1.8 µm, it is possible to extend 
the SXR spectrum beyond the oxygen K-edge energy (535 eV), meaning a full coverage of the SXR water 
window [18]. The challenge of long-wavelength HHG driving is the dras>cally reduced single-atom yield 
which scales as {D£.£ [80]. However, this par>ally can be compensated using favorable phase-matching 
condi>ons and increased medium density. The use of short few-cycle dura>on pulses is highly desirable 
and allows HHG in the loose-focusing geometry thus increasing efficiency and compensa>ng for the 
single-atom yield decrease. 

During this thesis, the OPA idler pulses were post-compressed with a filamenta>on setup. As the cri>cal 
power ™́ © also scales with {E [49], long wavelengths are adapted for non-destruc>ve filamenta>on 
broadening. When the wavelength increases, the low-plasma density (10G£ − 10G˛	cmDö) decreases 
and its role in counterbalancing Kerr self-focusing decreases accordingly [96].  

The spectrum of the idler pulse is broadened by loosely focusing the beam using a 2 m focal length 
spherical mirror in a first 3.5 m long argon or krypton gas cell isolated by two 3-mm-thick CaF2 windows 
cut at Brewster's angle for the first stage of spectral broadening via self-phase modula>on. The beam 
is then collimated using a second 2 m focal length silver mirror and the residual chirp is compensated 
in a 1 mm thick fused silica glass plate. The pulse a^er the first compression stage is then launched into 
a second pulse compression stage consis>ng of an iden>cal argon- or krypton-filled cell for subsequent 
spectral broadening. The gas pressure in each cell can be independently controlled ranging from vac-
uum to 3 bar of absolute pressure. The two-stage pulse compression arrangement allows achieving a 
higher compression ra>o and cleaner compressed pulses than a single stage, as originally demon-
strated for a Ti:Sa laser pulses [46]. The beam is then collimated by a 3 m focal length silver mirror and 
the chirp is compensated again using a set of rotatable fused silica flat windows for fine adjustment of 
the dispersion.  

 

 
Figure 2.5 GVD (a) and TOD (b) dispersion curve for CaF2 and 
Fused Silica. Taken from [97] 

 CaF2 Fused Silica 
800 nm 27.873 36.163 
1.3 µm 9.1167 -2.3731 
1.8 µm -10.870 -62.986 
2 µm -21.178 -100.61 

2.1 µm -27.016 -123.48 

Table 2.1 GVD (fs2/mm) values of the 
most commonly used materials at the 
considered wavelength. 

 

At wavelengths longer than 1.3 µm, Fused Silica as many of the standard op>cal glasses become anom-
alously dispersive as shown in Figure 2.5. The material group velocity dispersion GVD (fs2/mm) of a 
medium with thickness / (mm) modifies the pulse dura>on. The induced pulse width Δv of a pulse with 
an original dura>on ΔvÉ at FWHM, can be es>mated by using:  
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Where ) is a chirp parameter defining the amount of ini>al posi>ve chirp in the incoming pulse [79]. 
The value of the parameter ) can be es>mated with 
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if vÜ%X is the bandwidth-limited pulse dura>on.  

During alignment, and pressure adjustment, the broadened spectrum is directly monitored using an 
InGaAs spectrometer while the fused silica flat window compression is op>mized by directly looking at 
the generated SXR spectrum. The temporal characteriza>on is performed on a separated beam line, 
picking the pulse just before focusing for HHG, using dispersion-free third-harmonic genera>on op>cal 
ga>ng (THG-FROG). 

While the full descrip>on of the compressed pulse is given in sec>on 4.5, the typical characteris>cs of 
the 1.8 µm pulse are his peak power of as much as 0.2 TW, for an average power of 2.1 W and a meas-
ured pulse dura>on down to 11.8 fs (sub-2 cycles). The losses in the whole compression process do not 
exceed 15 %, mainly due to Fresnel losses in the cell windows and reflec>vity of silver mirrors. Note 
that broadband reflec>ve mirrors were used in order to assure wavelength flexibility of the setup. A 
remarkable improvement of the spa>al beam profile is observed a^er the 2-stage filamenta>on thanks 
to the self-cleaning effect [98], which mainly originates from the spa>al dependence of the Kerr in-
duced non-linear refrac>ve index of the incoming beam [99], [100]. 

 

2.3.2 Dispersion-free	third-harmonic	FROG	
The pulse temporal characteriza>on is performed by a home-made frequency resolved op>cal ga>ng 
(FROG) setup adapted to be fully reflec>ve. It uses the third harmonic (THG) signal V“%@ñ/0(v, 1) =
VE(v)V(v − 1) of a pellicle thin plate in order to measure very short and broadband SWIR pulses. The 
advantages of the THG-FROG signal are its overall sensi>vity and the non-ambiguous phase sign allow-
ing for a direct and complete chirp and third order informa>on [101]. Moreover, typical spectrometers 
based on silicon CCD array detector cut at 1.1 µm and therefore don’t cover the whole second har-
monic signal. Nevertheless, swapping to a SHG configura>on V“%@F/0(v, 1) = V(v)V(v − 1) is straight for-
ward and was used in the present work to op>mize the symmetry of the alignment, as the measured 
autocorrela>on has to be symmetric in >me. The scheme of the setup is shown in Figure 2.6. 
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Figure 2.6 Scheme of the THG-FROG used to characterize SWIR pulses. The ini>al transmis-
sive beam spli[ers are replaced by two D-shape mirrors in order to avoid any dispersion of 
the short pulses during measurement. The THG medium is a 2 µm thick pellicle beam spli[er 
that can be easily replaced by a BBO crystal for SHG-FROG configura>on. 

 

The fundamental principle of the autocorrela>on measuring method is to record a signal generated by 
the interac>on of a pulse with itself. The signal is typically generated by a known nonlinear interac>on, 
ideally much faster than the pulse dura>on. The temporally gated pulse V(v) spectrum is measured as 
a func>on of the delay 1 between the two pulses giving a 2D signal, known as the spectrogram of the 
pulse: 

 b2ß*0(i, 1) = 3‡V“%@(v, 1)”D.í_ çv3
E

 (2.3) 

 

This measurement, by the aim of a fast itera>ve retrieval algorithm, is sufficient to completely deter-
mine V(v) [102].  

 

2.3.3 f-2f	CEP	stabilization	
As the transient absorp>on spectroscopy signal is obtained by comparing the HHG spectrum through 
the sample with a reference one, the pulse stability over the >me scale of the measurement is crucial 
in order to see the minor absorp>on features. In the few-cycle regime of the compressed idler pulse 
driving the SXR genera>on, the stability of the spectrum depends not only on the intensity of the 
source, but also on its carrier envelope phase (CEP) [103] which, if well controlled, can be used for the 
produc>on of isolated a[osecond pulses [40], [44]. 

To stabilize the phase of the idler pulses, a home-built ac>ve CEP control scheme was installed [104]. 
Relying on the phase rela>on between the white light supercon>nuum and the idler pulses ∞%ºΩL© =
∞wBÜw − ∞–Ω − 4

o due to the difference frequency genera>on in the OPA, the idler CEP is passively sta-
ble. The residual phase varia>on due to small dri^s in the different op>cal path lengths of the seed and 
pump pulses can therefore be compensated by an ac>ve delay line on the high energy pump path. A 
piezo mirror-shi^er STr-25 (from Piezomechanik) is mounted on the last flat mirror of the pump line 
and is ac>vated by an SVR 150/1 piezo amplifier. The feedback command loop is controlled via a 
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dedicated LabView interface at a maximum refresh frequency of 50 Hz. To perform the ac>ve stabiliza-
>on parallel to the experiments, a weak reflec>on of the last filament cell Brewster window is sent to 
the op>cal setup shown in Figure 2.7.  

 

 
Figure 2.7 f-2f interferometer scheme 
coupled to the filamenta>on broadening 
output to measure the CEP fluctua>on 
and provide PID values to control the pi-
ezo mirror shi^er installed in the OPA. 

 
Figure 2.8 1.8 µm idler CEP measured over 30 min using 
the f-2f interferometer. Passive free-running CEP (maple), 
corresponding to r.m.s. = 531 mrad ji[er where the ac-
>vely locked CEP (brown) stabiliza>on reduces it to r.m.s. 
= 180 mrad. 

 

The idler low frequency CEP varia>ons are measured by an f-to-2f interferometer where the second 
harmonic generated frequency b56#(i) is overlapping with a white light supercon>nuum of the fun-
damental b7‚(i). The frequency beat between the white light and the SHG pulses separated by the 
>me delay 1É and measured with the spectrometer can be wri[en as [104]: 

 =(i) = (1 − 8)b7‚(i) + 8b56#(i) + 2Ñ8(1 − 8)b7‚(i)b56#(i)
∙ cos(∞56#(i) − ∞7‚(i) + i1É +  ) 

(2.4) 

 

where 8 is the polarizer transmission for the SHG pulse and   is the CE phase. If the number of spectral 
interferometric fringes is sufficient, the argument of the cosine in equa>on 2.4 can be resolved by the 
standard algorithm of Fourier-transform for spectral interferometry [105]. Basically, it consists in Fou-
rier transforming the pa[ern into >me domain, applying a bandpass filter around v = 1É to select only 
the bea>ng contribu>on, and doing the inverse Fourier-transform. The phase of the retrieved complex 
spectral func>on contains the differen>al phase of the two fields modE9{∞56#(i) − ∞7‚(i) +  }. 
The rela>ve varia>on of   can then be extracted and is sent to the piezo amplifier by the mean of a 
digital PID controller. Note that such measurement doesn’t allow to calculate the absolute value of   
as ∞56#(i) and ∞7‚(i) are not fully resolved.  

When performing well, the ac>ve loop stabiliza>on permits to reduce the measured free-running CEP 
of r.m.s.=531 mrad ji[er down to r.m.s.=180 mrad and maintain it over 30 min as plo[ed in Figure 2.8. 
Recently, with the idler shi^ed to 2 µm and 2.1 µm, the reflec>on of the filament cell Brewster window 
does not provide enough intensity to generate a stable white light con>nuum and longer f-2f signal 
integra>on >me is required, reducing maximum feedback loop update frequency to <10 Hz. It should 
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be replaced by the reflec>on of the uncoated fused silica GVD compensa>on plate or another dedi-
cated reflec>on for be[er results. 

 

2.3.4 Preparation	of	the	pump	pulses	and	associated	speci>ications	
Depending on the experiment and the measured phenomena, the requirement on the pump pulse 
might be different. As the concern of this work was to observe >me resolved signals at the very limit 
of the actual SXR energy cutoff and over the full SXR water window, the results presented in the next 
chapters were all measured using NIR strong field ioniza>on. In this regime, the amplitude of the elec-
tric field of the laser, VÉ = Ñ2b/ùÉ-, is of high importance as it has to be comparable to the Coulomb 
field (108 V/cm to 109 V/cm) between the electron and the binding ion-core of the measured molecule 
to ini>ate the ioniza>on process. The fundamental wavelength of the pump pulse can be chosen be-
tween the 800 nm or the OPA signal. An a[empt was done to extract the central frac>on of the com-
pressed 1.8 µm idler beam with a drilled-mirror but the remaining intensity to drive HHG in helium was 
too low to achieve enough SXR flux for the transient absorp>on measurements. Nevertheless, such 
configura>on combined with lower IP gases such as neon or argon should be inves>gated in order to 
benefit of the sub 12 fs pulse dura>on resolu>on. 

The 2 mJ of 800 nm separated from the OPA pump pulse with an 80:20 beam spli[er was used for 
experiments on the gas phase while the OPA 1.3 µm signal wave was used to pump in liquids. 

The delay line is realized with a 0.1 µm precision transla>on stage allowing to scan the delay between 
the pump pulse and the SXR probe with 0.2 µm, respec>vely 667 as >me resolu>on. A shu[er is set 
into the pump line and synchronized with the spectrum acquiring camera enabling the measurement 
of the pumped and unpumped absorp>on spectra at each delay step. 

A^er about 7 m propaga>on to compensate for the OPA op>cal path length, the 800 nm pump pulse is 
measured with 50 fs and 1 mJ on target posi>on. It is focused with a 40 cm focal length lens and the 
M2 coefficient is es>mated of about 1.4. Assuming a Gaussian beam with a central hole of 3 mm due 
to the recombina>on mirror (see sec>on 2.4.2) leading to a Bessel type focus, the upper limit of the 

pump-pulse intensity at focus is es>mated to be around 4 ∙ 10Gû <

´Üo, respec>vely an electric field am-

plitude of 1.7 ∙ 10=	V/cm.  

In the case of the 1.3 µm pulses, the temporal chirp and the spa>al profile at the output of the OPA 
didn’t allow for enough intensity at the target focal posi>on requiring some more op>cal correc>on. 
The residual lateral divergence was first corrected by two cylindrical an>-reflec>ve coated lenses in 
order to retrieve sufficient collima>on. The spa>al mode was then filtered by a 0.5 µm diameter pin-
hole installed at the 1 m focal posi>on of a spherical mirror. To avoid filamenta>on and other nonlinear 
effects during propaga>on, the focusing line is inserted into a transparent vacuum cell of 1.5 m length 
pumped with a primary scroll pump. The residual distance required to compensate for the idler com-
pression setup is realized with an extra round trip over two compressing mirrors introducing -135 fs2 at 
1.3 µm. The FROG trace and the temporal retrieved profile are given in Figure 2.9. 
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Figure 2.9 SHG-FROG trace from the spa>ally 
filtered 1.3 µm pump pulse (le^) and tem-
poral intensity with phase (right) a^er chirp 
mirrors par>al compression. 

 
Figure 2.10 1.3 µm pump pulse beam profile at the 
target posi>on measured with a standard CCD sen-
sor. The mean value of x- and y-axis FWHM is 100 ∙
√2 ≅ 142 µm (where √2 corrects for the 2-photon 
absorp>on). 

 

A^er the delay stage, the pulse is focused by a Galilean telescope for increasing the numerical aperture 
with a focal length of 1.2 m. Considering a main pulse dura>on of 30 fs for half of the overall intensity, 
the measured energy of 0.7 mJ together with the 142 µm FWHM focal diameter shown at Figure 2.10 
leads to a pulse intensity of 5 ∙ 10Gö	W/cmE.  

 

2.4 Vacuum	beam-line	system	
Because of the argon, carbon, nitrogen and oxygen cons>tu>on of air which are exactly the main tar-
geted element of most SXR studies and because the resul>ng mean a[enua>on length of SXR energies 
is very short (3 mm), the full SXR beam line, from genera>on to spectrum detec>on, has to propagate 
under vacuum. The total actual 3 m op>cal path is composed by a differen>ally pumped genera>on 
chamber, a pump-probe recombina>on and refocusing chamber, the interac>on chamber and the SXR 
spectrometer. All elements are designed in order to support high vacuum pressure (10-6 mbar) condi-
>ons and such typical values are reach in every chamber when no experiment is running. 

 

2.4.1 Soft	X-ray	generation	
The SXR pulse is generated in neon by directly focusing the idler pulses with a CaF2 400 mm focal length 
lens or in helium by focusing the compressed idler pulses using a 250 mm focal length spherical mirror 
into a sta>c high-pressure gas target. The HHG chamber has been designed by Kris>na Zinchenko with 
contribu>ons of other members of the group of H.J. Wörner at ETHZ, and replicated for the experi-
ments in Geneva by the ETHZ workshop. The focusing mirror is placed outside the chamber and the 
beam enters the vacuum setup through a CaF2 window mounted at Brewster’s angle. The genera>on 
high-pressure gas is confined in a lateral laser-drilled tube target of 6 mm or 4 mm diameter adjustable 
in XYZ by an external manual stage system. The interac>on length can be roughly es>mated to be about 
the same 6 mm or 4 mm. As shown in Figure 2.11, the high-pressure stage, around the high-pressure 
target, is pumped by a 35 m3/h scroll vacuum pump (by Edwards) and the two second differen>al 
pumping stages are connected to a 100 m3/h industrial mul>-roots pump (by Pfeiffer). A third differen-
>al pumping stage is pumped by a turbo-molecular vacuum pump in order to ensure good evacua>on 
while HHG with high pressure and lightweight helium gas. Using this three-stage differen>al pumping 
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vacuum design, the pressure is reduced down to 10-4 mbar range in the third stage of the chamber and 
to 10-6 mbar in the refocusing chamber.  

 

 
Figure 2.11 High pressure differen>al pumping chamber for HHG genera>on. Each stage is 
isolated by minimum pinhole diameter along the beam axis to reduce gas flux and to filter 
the SWIR radia>on a^er HHG. Design: Yoann Pertot and Mario Seiler, ETHZ 

 

When genera>ng in neon, the maximal HHG flux is reached with the 6 mm diameter target and 
700 mbar backing pressure. For these condi>ons, the driving 1.8 µm pulse was not compressed so that 
the 45 fs FWHM and 2 mJ idler energy leads to more than 0.5 PW/cm2 at target posi>on with a Rayleigh 
range of 15 mm. With these parameters it was possible to see a strong reddish plasma plume forma>on 
before and a^er the target. Depending on the experiment requirements, the HHG spectrum was 
shaped in order to obtain more flux in the higher (above 250 eV) or lower (below 250 eV) energy range; 
slightly increasing the backing pressures favored the emission of higher photon energies. The maximum 
measured cutoff generated in neon was 400 eV. 

When genera>ng in helium, in order to benefit from its higher ioniza>on energy (24.6 eV) as compared 
to neon (21.6 eV), allowing for higher cut-off energy, the best genera>on condi>ons were found with 
the shorter interac>on length of 4 mm and around 4 bar of backing pressure. In order to increase the 
peak intensity in the interac>on volume, the post-compressed pulses are used, leading to 2.1 PW/cm2 
intensity and a Rayleigh range of 6 mm when focused with a f=250 mm spherical mirror. The high-
pumping capacity and the differen>al stage configura>on permit reducing the pressure in the second 
stage to 10-2 mbar and to <10 mbar in the high-pressure stage, thus resul>ng in a strong helium pres-
sure gradient. With this setup it was possible to increase the helium backing pressure to more than 
6 bar without facing pumping satura>on over >me. Thus, the previously predicted [86] phase-matching 
pressure range between 3.5 and 5.5 bar can be covered for the 1.8 µm driver. As for the neon case, a 
strong plasma plume forma>on before and a^er the target is visible. The generated SXR beam is spa-
>ally separated from the co-propaga>ng IR by 3 pinholes filtering the outer part of the highly divergent 
IR pulse. 

In order to reach even higher cut-off energies and cover the oxygen k absorp>on edges, the idler wave 
of the OPA was recently tuned to a longer wavelength, around 2 µm and 2.1 µm, taking advantage of 
the jw ∝ {E ⋅ bS wavelength dependence. A comparison between the best condi>ons for SXR HHG 
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spectra averaged over all CEP and generated at 1.8 µm, 2 µm and 2.1 µm is shown in Figure 2.12. In 
both cases of neon and helium genera>on target gas, the harmonic flux is op>mized simultaneously 
for all photon energies by posi>oning the beam waist slightly a^er the center of the target. Such ge-
ometry induces a small intensity varia>on over the interac>on length, reducing the intensity-depend-
ent dipole phase gradient, which can explain the increase of harmonic flux observed for this rela>ve 
focus posi>on [33]. 

 

 
Figure 2.12 SXR spectra, a^er Al filter, generated 
in neon (blue) and helium (others) for different 
driving pulse wavelength. In each case, genera-
>on parameters are op>mized for maximum cut-
off energy.  

 
Figure 2.13 Helium pressure genera>on map. The 
2.1 µm pulse, 2.1 PW/cm2 is keep with same pa-
rameters while only the gas backing pressure is 
adjusted. The spectra are recorded a^er an SiO2 
substrate to show the oxygen K-edge. Each spec-
trum is averaged over 3 min. 

 

The relevant adjustable parameters for the op>miza>on of the SXR signal are the pulse post compres-
sion and CEP, the pulse energy, the genera>on gas pressure and the intensity of the beam on the target. 
These parameters are either coupled together in some way or can be tuned independently. Yet, Figure 
2.13 shows a direct comparison of different helium pressures used to generate the harmonics. Highest 
flux and cutoff are observed for the same 4 bar of backing pressure. The 1.8 µm driving pulse is tem-
porally characterized and discussed in the results chapter and the op>mal (shortest) pulse parameters 
were always considered as a star>ng point before final op>miza>on of the HHG generated spectrum. 

The laser-drilled target hole diameter strongly affects the gas pressure distribu>on and therefore 
phase-matching condi>ons even though it is difficult to precisely characterize it. The target tube was 
usually replaced a^er about 20 hours of opera>on because the HHG flux decreased or because the 
vacuum pumps could not cope with the increasing gas load. A large variability in both the hole diame-
ters and shapes was observed a^er the 20 hours opera>on. Typically, the output hole was about 3 
>mes smaller than the input one. It is supposed that the evolu>on of the hole diameter during its duty 
life>me strongly affects the pressure gradient, the effec>ve intensity at focus posi>on and the interac-
>on length of the HHG. This parameter should be inves>gated more rigorously and simulated for as-
suring reproducible condi>ons over the experiments. 
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Figure 2.14 Calcula>ons for the ioniza>on degrees of neon and helium with the ADK and YI 
models (see sec>on 1.2.5). Le^: neon ioniza>on with the 0.5 PW/cm2 uncompressed 45 fs 
pulse. The HHG build up occurs in the central most intense 6 op>cal cycles. Right: helium 
ioniza>on with the clamped 0.7 PW/cm2 intensity of the 12 fs driver. The HHG build up oc-
curs over 1.5 op>cal cycles. 

 

Under the condi>ons described above, efficient HHG is reached by strongly ionizing the genera>on gas 
(see the calcula>ons of the ioniza>on frac>ons shown by Figure 2.14) and maybe crea>ng a filament 
over the interac>on length. Indeed, the compe>>on between the generated plasma induced defocus-
ing and the Kerr self-focusing effect might allow the pulse to significantly reshape in space and >me 
over a few millimeters. Although the Rayleigh range (6 mm) is larger than the interac>on length (4 mm) 
so that it is difficult to claim for a classical filament regime, the accumula>on of nonlinear effects during 
the propaga>on leads to an important restructuring of the spa>otemporal pulse profile as the plasma 
refrac>ve index is larger in the center of the pulse than on the edges. The trailing part of the pulse then 
propagates faster than the center, inducing pulse steepening and self-compression [106]. Moreover, by 
calcula>ng and measuring the ioniza>on frac>on of helium at 4 bar pressure and the resul>ng plasma 
defocusing for a 1.8 µm pulse, Johnson et al. shown that the intensity is clamped to about 0.7 PW/cm2 
over the propaga>on [33]. This effect explains the devia>on between calculated and measured cut-off 
energies and would also contribute to extend the phase-matching range by reducing the plasma dis-
persion induced mismatch. To define this “overdriven HHG regime” [33], Johnson et al. use the ioniza-
>on frac>on F as a criterion : “the overdriven regime is entered for an 1800 nm pulse if the ioniza>on 
defocusing in a thin medium clamps the peak intensity achieved to less than 70 % of the vacuum prop-
aga>on case”. They provide an empirical formula to help the comparison between different setups. 
Based on the recent results of numerical simula>ons including all phase matching effects and showing 
that group velocity mismatch plays an important role for HHG with short SWIR driver pulses [87], this 
nonlinear pulse reshaping and intensity clamping supports a more complex approach to extend the 
coherent build-up range and generate bright SXR pulses [29], [32], [33]. 

The Figure 2.15 displays the ioniza>on frac>on dependence on laser wavelength and pulse peak inten-
sity of the HHG driving pulses in helium at three wavelengths (1.8 µm, 2.0 µm and 2.1 µm). In all these 
cases, the suggested criterion for the overdriven regime is fulfilled.  
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Figure 2.15 Overdriving criterion [33] map together with the 3 pulse configura>ons used for 
HHG in helium. All of them are below the 0.7 criterion limit and are therefore in the “over-
driving regime”. 

 

Table 2.2 compares some genera>on parameters with similar setups from the literature. The resul>ng 
energy per pulse values over the water window are all in the same order of magnitude. The methods 
of flux determina>on are nevertheless different between studies; Johnson et al. [33] and S. M. Teich-
mann et al. [32] determine the harmonic flux from their photon-coun>ng X-ray CCD camera, gra>ng 
diffrac>on efficiency, spectrometer angular acceptance, filter transmission and the carbon line absorp-
>on. In contrast, the flux value determined for this setup results from a compara>ve flux calibra>on 
using a calibrated photodiode while keeping experimental condi>ons of alignment as similar as possi-
ble. 

 

Ref. Gas Interac=on length 
mm 

Pressure 
bar 

Peak intensity 
PW/cm2 

Total WW energy 
pJ 

this work neon 6 0.7 0.5 - 
Johnson et al. [33] neon 0.8 1.1 >2 71 (1 kHz) 

S. M. Teichmann et al. [32] neon 1.5 3.5 0.5 - 
this work helium 4 4 2.1 2 (1 kHz) 

Johnson et al. [33] helium 0.8 4 >2 7.7 (1 kHz) 
S. M. Teichmann et al. [32] helium 1.5 12.5 0.5 0.9 (1 kHz) 

Table 2.2 Comparison of achieved SXR pulse energies over the water window between similar 
HHG setups.  

 

2.4.2 Spectral	>ilters	and	refocusing	chamber	
By entering the second vacuum chamber, the HHG radia>on can be filtered from the remaining co-
propaga>ng SWIR pulses using specific energy metallic bandpass filters. The transmission curves in the 
spectral region of interest for the most used ones are represented in Figure 2.16. 3 filters can be 
mounted together on a motorized wheel in order to select the appropriate one without ven>ng the 
chamber. 
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Figure 2.16 Spectral transmission of the metallic filters used to remove SWIR radia>on from 
SXR pulse. The filters can be remotely introduced into the beam before refocusing onto the 
sample and in the spectrometer. Because of its sharp L2,3-edge, the Ti filter is also used for 
the spectrometer calibra>on. Data from [88] 

 

The slightly divergent SXR beam is then refocused with a nickel-coated grazing-incidence toroidal mir-
ror (by ARW Op>cal) onto the sample. Its 85x30 mm concave surface offers an f=500 mm focal length 
at 3 deg grazing angle with <1 nm rms slope error. The radii of curvature of the mirror in horizontal 
Rh=19107 mm and ver>cal Rv=52.34 mm direc>ons sa>sfy the condi>on RB Rx⁄ = sinE m = 0.0027 so 
that focal distances of the mirror are the same in the horizontal and ver>cal direc>ons and the toroidal 
geometry allows one-to-one imaging of the point-like SXR source at distance r1 (from the toroidal) onto 
the sample at distance r2 (from the toroidal). In order to sa>sfy the Bragg condi>on over the en>re area 
of the mirror, the SXR source and the sample are located on the Rowland circle in a symmetrical con-
figura>on, leading to the condi>on: 

 uG = uE = ≈C sin m =
≈D
sin m = 1	Ö = 2Ô (2.5) 

 

The toroidal is mounted on a custom full piezo-motorized system allowing to adjust all Euler angles 
independently. A similar geometry and complete toroidal alignment discussion is available in the thesis 
of M.-F. Lin [107]. 

A^er refocusing, the SXR pulse is recombined with the pump pulse (see sec>on 2.3.4) using a 45 deg 
annular mirror or a flat mirror. The annular mirror used to collinearly align the 800 nm beam has a 
central hole of 3 mm resul>ng in a Bessel type focus at sample posi>on. To reflect maximum pulse 
energy, the flat mirror is used in case of pumping with the 1.3 µm signal. The la[er leads to a non-
collinear transient absorp>on geometry, where the angle between pump and probe is minimized to 
2 deg. 

 

2.4.3 Sample	interaction	chambers	
The interac>on chambers are different and dedicated to specific experiment. The gas phase measure-
ment chamber is a 40 cm x 40 cm x 40 cm cube pumped by a 7200 m3/h turbomolecular pump. It was 
brought to Geneva by the group of H.J. Wörner for this common experiment. The sample gas target for 
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transient absorp>on measurements was very similar to the 6 mm HHG one. It consisted of a tube with 
two holes drilled by the 800 nm pump laser beam itself. The tube was placed inside a differen>ally-
pumped cube located within the vacuum chambers. Backing pressures of 150 mbar for CF4 and 20 mbar 
for SF6 were applied to the target, resul>ng in background pressures in the low range of 10Dû mbar in 
the outer vacuum chambers. 

 

 
Figure 2.17 Experimental scheme of TR-XAS in liquid samples. (a) The liquid flat microjet is 
posi>oned at the focal spa>al overlap of the pump and the probe beam. (b) Photograph of 
the laser–liquid interac>on. The sample is liquid ethanol. Adapted from [24] 

 

The experiments in the liquid phase are performed using a flat jet system as shown in Figure 2.17. The 
flat jet was developed at ETH and is comprised of two micro jets, taking inspira>on from a commercially 
available system [108]. A simple explana>on is that the collision of the two microjets results in the 
forma>on of several thin sheets, and finally the forma>on of a singular cylindrical jet. The liquid is 
pumped using a high-performance liquid chromatography (HPLC) pump selected for its high stability 
and capability to pump liquids with a consistent backing pressure at a desired flow rate. The overall 
setup can be used within a cubic vacuum chamber, in addi>on of two nitrogen cold traps to ensure 
suitable working range (<5x10-3 mbar). For the experiments presented within this thesis, 30 μm nozzles 
have been used to produce a flat micro jet of approximately 1 μm. The thickness of the jet depends on 
the flow rate, nature of the sample and nozzle size. The typical flow rate for stable opera>on with 
solvents was 1.3 ml/min. Under these condi>ons, the liquid exits the nozzles at about 10 m/s, which is 
fast enough to guarantee a complete recycling of the sample between successive measurement at 
1 kHz repe>>on rate. More details on the setup are available in a recent publica>on from ETH [24], 
where T. T. Luu et al. used the same system to generate XUV pulses by HHG in liquids. 

 

2.4.4 Pump-probe	spatial	and	temporal	overlap	
The pump and probe spa>al overlap is a redundant problema>c occurring at every measurement align-
ment. Because the SXR beam is not always perfectly collinear with the remaining SWIR driver, overlap-
ping the NIR pump and the SWIR driver as a proxy for the SXR beam is not enough. Typically, a thin 
aluminum foil is a[ached to the movable sample target in order to be at the exact same SXR-axis posi-
>on that the center of the sample when in measurement posi>on. The pump beam is then used to drill 
a small hole in the foil and the foil posi>on is adjusted to maximize the SXR detected flux. The pump 
alignment is itera>vely corrected un>l no adjustment of the foil is required. Once sa>sfactory overlap 
is obtained, a camera is set at the virtual pump-probe focal posi>on reached by a movable “pick-up” 
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mirror allowing sending both beams outside the chamber a^er recombina>on. The posi>ons of both 
spots on the camera are recorded and used as references for further alignment. 

The determina>on of the pump-probe >me overlap Dt0 is done a^er the recombina>on mirror. The 
camera used as reference for the spa>al overlap is replaced by an interac>on medium (e.g. a BBO crys-
tal) to create a nonlinear effect demonstra>ng the temporal overlap of the two pulses. 

In the case of the 800 nm pump pulse, a fused-silica plate of 500 μm thickness is used as an interac>on 
medium. The intense pump pulse transiently changes the refrac>ve index of the thin fused silica plate, 
introducing a local increase of transmission for the 1800 nm pulse. For the 1.3 µm pump, the sum 
frequency genera>on iö=iG + iE occuring in a BBO crystal generates wavelengths around 800 nm 
observed directly on a screen or via a spectrometer. The delay introduced by the different group veloc-
i>es of the HHG driver and the pump pulse in the CaF2 chamber output window was considered. A 
schema>c explana>on of the method is shown in Figure 2.18. 

 

 
Figure 2.18 Scheme of the pump-probe spa>al and temporal overlap method. The pick-up 
mirror is used to monitor the beams a^er recombina>on. Design: Kris>na Zinchenko, ETHZ 

 

This method relies on the assump>on that both driver and SXR maxima coincide. From the ioniza>on 
degree calcula>ons of neon and helium during HHG shown in Figure 2.14, it is reasonable to consider 
that the high harmonics are mainly generated in the central part of the driving pulse in both cases. 
Hence, the peak intensi>es of the SWIR and the SXR pulses coincide, which assures precise determina-
>on of Dt0. 

 

2.5 SXR	spectrometer	
The recent development of bright HHG X-ray sources can benefit from the previous and parallel 
achievements done on detectors by the third genera>on of synchrotron and free electron laser facili-
>es. In the transient absorp>on experiment setup presented here, the SXR spectrometer is the final 
instrument and one of the most important. Its performance significantly affects the quality of the ac-
quired data. In par>cular, the covered energy range, the efficiency and the resolving power are of most 
importance when designing or assembling the system for a specific experiment. Note that a flexible 
geometry and a standardized design are also relevant for such a research-oriented instrument.  

movable 
pick-up mirror

SWIR
NIR

NL medium or camera
at virtual focus

sample focus

I= I 



 

 51 

In order to resolve the electronic transi>ons and energy values of the observed system, the probe beam 
spectrum is diffracted into a detector able to convert the energy into a digital value. Depending on the 
energy range, the approach to diffract the light can be different. The Bragg law can be used to resolve 
signals with crystal spectrometers in the hard X-ray regime [109], [110], while the required laÅce con-
stant of crystals is too high and the quality of the planes of these crystals not adapted for energy reso-
lu>on in the so^ X-rays. Pioneering works in the 80s [111], [112] demonstrated the possibility of using 
gra>ng spectrometers based on the Rowland circle principle to perform high-resolu>on measurements 
in the so^ X-ray regime, giving access to the study of core transi>on lines of systems containing vital 
elements like C, N, and O [113]–[120]. More recently, high resolu>on so^ X-ray spectrometers based 
on varied line-spaced (VLS) gra>ngs have been developed [115], [121]–[125]. Compared to the com-
mon gra>ng spectrometer based on Rowland geometry, the VLS gra>ng minimizes aberra>ons and fo-
cuses on a flat focal plane which facilitates the detec>on with X-ray CCDs [126] or array-type micro-
channel plates (MCP). The two-dimensional detector therefore becomes the energy resolu>on limi>ng 
factor. The distance between the gra>ng and the detector is obviously also determinant. For instance, 
the actual SAXES spectrometer detector arm is 5 m long in order to increase the resolving power [123], 
giving the opportunity to directly observe vibra>onal states in the spectrum [127] of the ADRESS beam 
line [128] of Swiss Light Source of the Paul Scherrer Ins>tute. Similar projects just implemented arm 
lengths up to 15 m to overpass the detector array resolu>on. 

The purpose of this sec>on is to present the different characteris>cs of the compact tabletop spec-
trometer versions used to collect the data presented in the result chapters. In total, three different 
instruments (G1, G2 and G3) were used depending on the campaign and the sample type (gas, solid, 
liquid). They are all based on a flat field spherical VLS gra>ng and an array-type microchannel plate 
(MCP) with a phosphor screen imaged by a standard camera. For the recent campaign of liquid sample 
measurements, requiring sustaining large differen>al pressures for good MCP opera>on, the geometry 
of the main chamber has been op>mized. 

 

Configura=on Gra=ng  
model 

r’  
mm 

Array-type detector  
 

Imaging camera Pumping capacity 
M3/h 

G1 30-001 235 MCP ZWO ASI1600MM Pro 206-1240 
G2 001-0659 563.2 MCP PCO pco.edge 4.2 206-1240 
G3 001-0659 563.2 X-ray CCD -  

Table 2.3 Main characteris>cs of the custom SXR spectrometer configura>ons 

 

2.5.1 SXR	>lat	>ield	varied	line-space	gratings		
The energy diffrac>on op>c is the fundamental element of the spectrometer. It defines most of the 
dimension of the chamber as well as the performance characteris>cs. At the so^ X-ray domain, reflec-
>vity of op>cs decreases very rapidly when the incident light angle (a in Figure 2.19) becomes smaller, 
requiring adapted surface coa>ng and small, grazing, angle for maximizing the efficiency. Concave grat-
ings allow for systems free from focusing mirror designs. Different configura>ons for concave spec-
trometers have been designed. Some are varia>ons of the Rowland circle geometry, while others, in 
combina>on with a VLS groove design, focus the spectrum on a flat field, which is suitable for coupling 
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with an array-type detector. For a compact instrument compa>ble with the requirement of a tabletop 
so^ X-ray HHG beam line, VLS concave gra>ngs that focus onto a flat-field plane at a sub-meter distance 
are a sensible choice. 

 

 
Figure 2.19 Concave gra>ng descrip>on coordinates. Taken from [129] 

 

The VLS groove design allows the tangen>al focal curve to be shaped, while keeping the sagi[al focal 
curve fixed. Such design allows compensa>ng for the defocusing and aberra>ons introduced by the 
concave blank geometry on the diffracted energies, thus strongly increasing the resolving power of the 
system. The complete formalism of imaging proper>es for a concave VLS gra>ng was developed [129] 
following the usual formalism for reflec>ng op>cs. The path func>on E given by equa>on 2.6 can be 
calculated and fully resolved for a given geometry. 

 

E =,E.ˆ˙F.Gˆ

.ˆ˙
 

where E.ˆ˙ = ¶˙).ˆ˙(m, u) + ¶I˙).ˆ˙(J, uI) +
Ö{
çÉ

Ô.ˆ˙ 
(2.6) 

 

with a and b the incident and reflected normal angle, r and r’ the distance from the object to the 
gra>ng center and from the gra>ng to the detector, d0 the ini>al groove separa>on, Ö the diffrac>on 
order and l the diffracted wavelength. F and G being the gra>ng surface coordinates as describes by 
Figure 2.19. The ).ˆ˙	and Ô.ˆ˙ terms related to the strength of the ‰, ˝ aberra>on of the wavefront and 
to the higher order groove pa[ern respec>vely are given up to the sixth order [130].  

In a so^ X-ray HHG beam line, the rela>vely low photon flux compared to synchrotron or free electron 
laser sources mo>vates to use the gra>ng with the most efficient transmiÅng diffrac>on order Ö. 
Moreover, typical replica gra>ngs for such applica>on are gold coated and they are op>mized for best 
performances at the 1st diffrac>on order. In the following, it will always be assumed that Ö = 1. 
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Figure 2.20 Scheme of gra>ng specifica>ons. 

 

In the context of this work, we used two flat-field concave replica gra>ngs of 2400 ln/mm groove den-
sity with different parameters. The two gra>ng models are claimed by the manufacturers to be aberra-
>ons rec>fied and op>mized for the same 206-1240 eV energy range. The typical parameters are listed 
in Table 2.4. 

 

Model Manufacturer Grooves Coa=ng E1-E2 
eV 

Plane length 
mm 

r 
mm 

a 
deg 

b1 
deg 

b2 
deg 

ri’ 
mm 

bi 
deg 

Size 
WxHxT 

30-001 Shimadzu Holographic Au 206-1240 23.5 237.0 88.65 85.81 80.17 235.0 90 50x30x10 
001-0659 Hitachi Ruled Au 206-1240 56.83 564 89 85.91 80.21 563.2  70x40x12 

Table 2.4 Gra>ngs manufacturer specifica>ons 

 

The model 30-001 from Shimadzu relies on a holographic ruled VLS design whereas the 001-0659 from 
Hitachi [131] is mechanically ruled. The differences between holographic and ruled gra>ngs are their 
groove profile and the manufacturing technique of their master pieces. Ruled gra>ngs have a “saw-
tooth-shaped” groove profile where the blaze angle is calculated for maximum efficiency at a specific 
wavelength. The typical sinusoidal pa[ern of holographic surface is usually less efficient than a compa-
rable ruled gra>ng except when the groove spacing to wavelength ra>o is nearly one [132]. Holographic 
replicated gra>ngs generally have higher signal-to-noise ra>o than those replicated from ruled master 
gra>ngs, since they have no ghosts due to periodic errors in groove loca>on and lower interorder stray 
light [132].  

The 001-0659 model is designed for a larger incidence angle a and longer r and r’ arms resul>ng in 
larger diffracted angles b and larger imaging focal plane. A similar replica gra>ng is in use at the so^ X-
ray beamline P04 at PETRA III where the surface was inspected using an atomic force microscope. The 
measured slope error was 0.1 µrad rms [133]. The effec>ve performance comparison between the two 
gra>ngs is discussed in sec>on 2.5.5. 

During measurements, both gra>ngs suffered from carbon deposi>on on their surface. Such contami-
na>on deteriorates their performance and leads to a permanent absorp>on line on every measured 
spectrum. This occurred although the op>cs were kept under high vacuum chambers as some hydro-
carbon and other gases (CH4, CO, CO2) present in the surrounding gases get dissociated by the high-
intensity laser radia>on over the surface of the gra>ng. To get rid of this contamina>on, they were 
regularly exposed to uniform plasma discharges that spu[ers the carbon atoms from the surface [134]. 
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Recently a strong UV lamp facing the gra>ng was installed in the chamber in order to generate in-
chamber ozone at every ven>ng of the spectrometer [135]. 

 

2.5.2 Array-type	micro	channel	plate	detector	stack	
To convert the diffracted energy spectra into readable data, one needs a detector sensi>ve to the so^ 
X-rays. Thanks to the flat-field imaging gra>ngs, it is now possible to use array-type detectors capable 
of measuring a full or par>al spectrum at the same >me. Currently, most of the spectrometers are 
based on a charge-coupled device (CCD) or micro channel plates (MCP). Since the spa>al resolu>on 
and efficiency of X-ray sensi>ve CCD can be higher than that of MCP [136], the large energy range of 
CCD make them ultra-sensi>ve to visible and infrared light.  

Channel mul>pliers have a surface work func>ons which allow photoelectron produc>on at incident 
wavelengths shorter than 200 nm. The BOS-40 beam observa>on system bought from Beam Imaging 
Solu>ons INC, rely on a 40 mm diameter ac>ve area dual MCP plates with a P-43 phosphor screen. The 
stack is assembled in a chevron configura>on as shown by Figure 2.21 within a 6 inch conflat flange 
with a glass view port. Each MCP has an ac>ve area composed of 10 µm diameter channels with 12 µm 
pitch and an 8° bias angle which gives a photoelectron conversion efficiency near 10 % in the 170-
800 eV region [137]. Such configura>on should even reach 27 % efficiency at 860 eV [138]. The P-43 
phosphor screen is aluminum coated on the MCP side to minimize for the fluorescence peak occurring 
at 545 nm to return toward the MCP and filter out the remaining contamina>on light. 

 

 
Figure 2.21 Scheme of the MCP and phosphor plates assembly. The drawn arrows represent 
the electron cascading and spreading at inter-plates. Adapted from [139]. 

 

To reduce ambient chamber electron and ion amplifica>on by the MCP stack, a nega>ve poten>al is 
applied to the front MCP while the back MCP is grounded [140]. The typical experimental voltages are 
-1800 V between front and back MCP and +3000 V between back MCP and phosphor plate. The maxi-
mum recommended poten>al across the MCP stack is -2000 V. Note that the conduc>ve ring spacing 
the two MCP is at floa>ng poten>al as the electrical impedance of both MCP is supposed to be iden>-
cal. To operate safely and reduce the noise, the detec>on system requires high vacuum pressure (10-

6 mbar) and the chamber ion-based gage is always switched off.  
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Such detectors are known to suffer from electron clouds spreading between MCPs and phosphor plate 
as represented in Figure 2.21 [141]–[143]. While this electron distribu>on helps for the overall gain of 
the MCP stack, it decreases a lot the spa>al resolu>on of the detector, thus reducing the spectral re-
solving power of the spectrometer. To quan>fy this spreading effect in experimental condi>ons, the 
phosphor screen emission corresponding to a single charged par>cle arriving into a micro channel was 
measured. The resul>ng spot sizes are given in Figure 2.22 for different realis>c MCP gains and are 
fi[ed with Gaussian func>ons to extract the FWHM mean value.  

 

 
Figure 2.22 Phosphor screen measured spot sizes induced by single photoelectron events at 
front MCP channel. The size depends on the MCP applied voltage and event intensity. At 
1800 V, the mean FWHM spot size is 200 µm. The phosphor plate poten>al is 3000 V for all 
measurements. 

 

The mean spot size is 200 µm FWHM which is very large as compared to the ini>al 10 µm MCP channel 
diameter. It is, however, comparable to the value measured on similar systems [142], [143]. Given the 
Rayleigh criterion for instrumental resolu>on gß (i.e. the distance separa>ng the two resolvable fea-
tures): gß ≥ 0.849	 × E`LR = 170	µm. The respec>ve effect on the effec>ve spectral response of 
the spectrometer is discussed in detail in the sec>on 2.5.5. 

 

2.5.3 Phosphor	plate	imaging	camera	
To image the fluorescent phosphor plate and record the spectrum, a large numerical aperture objec>ve 
is coupled to a standard CMOS camera at atmospheric pressure. The performance of CMOS cameras 
has made significant progress with very high detec>on efficiency at 545 nm, high dynamic range and 
high resolu>on. Moreover, the fast and low noise readout performances introduce no losses to the 
acquired data as they outreach the MCP stack resolu>on and signal-to-noise capaci>es. The Table 2.5 
gives the main characteris>cs of the two-imaging camera used for measurements. 

 

Model Sensor Diago-
nal 

Pixels Pixel 
Size 

Exposure 
Range 

Read 
Noise 

QE 
(at 545 

nm) 

Dy-
namic 
Range 

Coupled Objec-
=ve  
NA 

ZWO  
ASI1600MM Pro 

CMOS 21.9 
mm 

4656 x 
3520 3.8 µm 32 µs – 2000 

s 1.2 e- 60 % 12 bits 1.4 

PCO  
pco.edge 4.2 

sCMOS 18.8 
mm 

2048 x 
2048 6.5 µm 30 µs -10 s 1.3 e- 68 % 16 bits 0.95 

Table 2.5 Imaging camera technical data 
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During the measurements, the energy spectrum region of interest was always centered on the camera 
in order to reduce Barrel distor>on introduced by the large NA objec>ve, and thus avoid energy reso-
lu>on losses while conver>ng 2D images to spectra by ver>cal integra>on. A typical experimental rec-
orded image of the HHG spectrum is shown by Figure 2.23. 

 

 
Figure 2.23 Experimental raw image of SXR spectrum generated in neon and acquired over 
5 s with the pco.edge camera. The weak absorp>on at 285 eV originates from the gra>ng 
carbon-contamina>on. 

 

2.5.4 SXR	spectrum	calibration	
A calibra>on procedure is required to correct for gra>ng misalignment and to find the absolute detector 
and imaging camera posi>ons. It is necessary to repeat the calibra>on process every >me the beam 
line has been modified or vented. In the case of the results presented in this work, the calibra>on 
process was repeated for each set of data measurement. During measurements, a first order correc>on 
was directly applied to the spectrum in order to replace the pixel posi>on by an explicit energy axis. All 
the final results have been post-calibrated for be[er accuracy. 

The spectral calibra>on is based on known sharp absorp>on lines in addi>on to the carbon K-edge that 
is present in all spectra as a result of a residual carbon contamina>on on the surface of the gra>ng (see 
2.5.1). The typical lines used for calibra>on together with the sample type are listed in Table 2.6. 

 

Element Assignment Molecule Phase Energy 
eV 

Ref Comment 
 

Sulfur L2,3 (2p3/2) SF6 Gas 173 [144]  
 L2,3 (2p1/2) SF6 Gas 184 [144]  
 L2,3 (2p1/2,3/2) SF6 Gas 196 [144]  

Argon L3 (2p3/2) Ar Gas 249 [145]  
Carbon K (1s) C Solid 285 [146] Gra>ng contamina>on (REXAFs) 

Nitrogen K (1s) a-Si3N4 Solid 407 [147] 50 nm substrate 
 K (1s) N2 Gas 407 [147]  

Titanium L2,3 (2p3/2) Ti Solid 454 [88] Filter 100 nm 
Oxygen K (1s) SiO2 Solid 534 [148] 100 nm substrate 

Table 2.6 Reference absorp>on lines used for calibra>on 

 

The sulfur, argon and N2 known lines were only used in the case of gas and liquid phase experiments. 
In the following, a typical calibra>on of the spectrometer with the 001-0659 gra>ng for the liquid alco-
hol (CnH2n+1OH) experiment is described. 

Energy/ eV 285 100 

' 

Clll 
:carbon K-edge 
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In a first step, the background-subtracted transmi[ed spectra are overlapped together in order to ex-
tract the pixel value of the iden>fied reference line as shown in Figure 2.24. 

 

 

The flat-field gra>ng equa>on 2.7 [149] is used to fit the known energy points with the spectrometer 
geometry parameters. In the case presented here, the Ti at 454 eV, C at 285 eV and S at 196 eV, 184 eV 
and 173 eV reference lines were considered.  

 
λ = çÉ ⋅ „sin m − sin „O − arctan „cotJÉ +

P(ØDØq)
QR

ÂÂÂ  

JÉ = arcsin „sin m − ˘q
Sq
Â  

(2.7) 

 

with çÉ the nominal groove spacing, ∂ and ≠ respec>vely the size and posi>on of camera pixels, m the 
gra>ng incident beam angle, O the angle between gra>ng and detector, uI the distance from gra>ng to 
detector, {É and ≠É the wavelength and pixel posi>on of the known lines. The resul>ng energy calibra-
>on curve is shown in Figure 2.25. Both given and retrieved fiÅng parameters are given in Table 2.7. 

 

 
Figure 2.25 Pixel to energy calibra>on curve fit-
>ng known lines with equa>on 2.7. 

 
Figure 2.26 30-001 gra>ng efficiency 
curve provided by the manufacturer. 

 

As the retrieved parameters are extremely sensi>ve to the pixel a[ribu>on of the reference lines, none 
of m∗ nor O∗ retrieved parameters were considered to correct for the spectrometer misalignment. This 
should probably be inves>gated in the future. Nevertheless, the values were always contained in a ±0.3 

 
Figure 2.24 Background-subtracted transmi[ed spectra with reference lines. Low pixel val-
ues correspond to higher photon energies. We clearly see the Ti L2,3-edge, the C K-edge and 
the three S L2,3-edges used for this calibra>on. 
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deg interval for the m and ±1 deg interval for the O as compared to the parameters provided by the 
manufacturer. 

 

U◊  

m 
V 
m 

W◊∗ 
pixel 

X∗ 
deg 

Y∗ 
deg 

ZI 
m 

1/2400000 3.73e-05 4073 89.23 87.78 0.547 
Table 2.7 Typical flat-field equa>on fiÅng parameters. * The retrieved parameters. 

 

Once the energy calibra>on is applied, the gra>ng-efficiency curve provided by the manufacturer is 
used to correct for the intensity. This intensity correc>on is only relevant for absolute emission and 
transmi[ed spectra as all molecular measured quan>>es are given in rela>ve intensi>es. The correc-
>on is directly given by b́ y©© = ”@©de%X@ ∙ bÜLd“B©Lº as the MCP, phosphor plate and camera sensi>vity 
are expected to be constant over this energy range. To represent the spectra on an energy scale, the 
Jacobian conversion [150] is applied to the data. Indeed, the energy conserva>on involves equa>on 
2.8:  

 Ô(V) = Ô(λ)
dλ
dV = Ô(λ)

d
dV Õ

ℏ-
V Œ = −Ô(λ) Õ

ℏ-
VEŒ (2.8) 

 

A^er final normaliza>on on the maximum intensity value, a typical generated spectrum together with 
the reference lines is displayed in Figure 4.9. 

 

2.5.5 Ef>iciency	and	spectral	performances	
The performances of a spectrometer typically rely on its spectral efficiency and resolving power. Since 
the overall efficiency response of the devices has never been measured experimentally on this setup, 
it can only be es>mated from the gra>ng and MCP stack efficiency curves given by the manufacturer 
with ”PØ2r_Q® = ”[Q\_.ä[”]&^. The gra>ng efficiency curve is shown in Figure 2.26. 

These efficiency values do not take into account the spectrometer entrance slit size used in the spec-
trometer configura>on G2. The efficiency response of the instrument is important as it directly impacts 
the signal-to-noise ra>o and acquisi>on >me. At the so^ X-ray energies, it is difficult to really increase 
the reflec>vity of the gra>ng at 1st order and the two gra>ng models described in 2.5.1 are both first 
genera>on of replicas. Note that the typical 10 % MCP detector efficiency can be almost doubled by 
the use of CsI coa>ng on the front MCP surface and a repeller grid in front of the MCP [140]. The CsI 
coa>ng increases the photoelectron effect where the repeller grid set at front MCP poten>al avoid the 
highly nega>ve poten>al of the front MCP to repel photoelectrons generated at its surface or at the 
very entrance of a channel.  

One important characteris>c of an op>cal element is its capacity to show separate images of very 
closely placed objects. It is called the resolving power R and can be derived from the well-known 
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Rayleigh criterion. In the case of energy diffrac>on, the criterion gives: max {I = min { and defines the 
ability of a system to form separate diffrac>on maxima of two closely separated wavelengths. By defi-

ni>on, ≈ = ˘
'˘ =

s
's and from the gra>ng theory, ≈ = Öı = ı where ı is the number of grooves illu-

minated. This value is the theore>cal maximal achievable resolving power given by the gra>ng only. It 
does not consider its surface geometry nor the spectrometer design and thus does not define the per-
formance of the final spectrometer system.  

The effec>ve instrumental line spread func>on can be es>mated by the vector sum of the main contri-
bu>ons to the resolu>on derived from equa>on 2.6 [129]: 

 ΔV2__ = `ΔVP"._E + ΔVS2_E + ΔVaE + ΔVP2E (2.9) 

 

where ΔVP"._ = bcq defg
hij

so gives the slit size S contribu>on, ΔVS2_ = kcq defl
hij

so being the effect of the 
limited spa>al resolu>on of the array detector s along the diffrac>on axis, ΔVa = cq

h
„mnmoÂ is the aberra-

>on term derived from equa>on 2.6 and ΔVP2 = op
ÈË,gqlΔ∞ the contribu>on from the slope error Δ∞ 

induced by micro-roughness imperfec>on on the grooves. The ª = 1.24 ⋅ 10† constant is to convert 
from wavelengths to energy units. As the two used gra>ngs are presented to be Coma and aberra>on 
corrected by the manufacturer and also because the E.ˆ˙ coefficients are not fully known for these two 
gra>ngs, the ΔVa term is discarded. The Δ∞ values considered in the analy>cal resolu>on es>ma>ons 
are 2.2 µrad rms for the 001-0659 gra>ng model [133] and 1.6 µrad rms for the 30-001 model (from 
the manufacturer). Considering the measured MCP detector spa>al resolu>on of g = 170	µm, as de-
scribed in sec>on 2.5.2, the spectral resolu>on and resolving power for a 250 µm slit size, correspond-
ing to the measured SXR beam size at target posi>on, are represented in Figure 2.19. 

 

 
Figure 2.27 Resolu>on and resolving power calculated for G1 (blue) and G2 (green) for the 
main contribu>ons. The instrumental line spread func>on is the vector sum of each contri-
bu>on. 

 

The MCP stack is by far the resolu>on limi>ng factor in the two designs. In such case, the bigger the 
diffrac>on, the higher the resolu>on as it helps to overreach the spa>al resolu>on. Therefore, the G2 
design with the 001-0659 gra>ng offers a resolu>on of 1.2 eV at the carbon K-edge (285 eV) and 3.2 eV 
at the oxygen K-edge (534 eV) where the G1 instrument only resolve 3 eV at carbon and 7.9 eV at oxy-
gen K-edges.  
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These bad resolving power due to the MCP electron cloud (see sec>on 2.5.2) is, of course, not adequate 
for tracking small spectral shi^s at the X-ray absorp>on near edge structure or oscilla>ons at extended 
X-ray absorp>on fine structure. By replacing the MCP detector with a 13 µm pixel size X-ray CCD cam-
era, the G3 geometry should achieve the resolu>ons of 0.3 eV and 0.9 eV at carbon and oxygen K-edges 
respec>vely. The recent calibra>on of the G3 spectrometer using the N2 gas 1s to 1pg* transi>on 
demonstrated the ability to resolve 1 eV at the nitrogen K-edge (405 eV), assuming that the natural 
linewidth is 0.5 eV. Such configura>on (i.e. with X-ray CCD detector) becomes limited by the entrance 
slit size, respec>vely the imaging spot size, and an even be[er resolu>on should be reached by further 
improvements of the SXR focal spot at the sample posi>on. 

 

2.5.6 Transient	absorption	signal	acquisition	
Once pump-probe spa>al and >me overlapping is achieved (see sec>on 2.4.3), a background is rec-
orded with similar acquisi>on seÅngs and ambient light condi>on as during the experiment. The MCP 
voltage is reduced to avoid random noise from amplified photoelectron events at the MCP front sur-
face. The scan is then automa>cally driven by a LabView so^ware that synchronizes the camera capture 
frame rate with the pump line shu[er and the delay stage. For each >me step, a series of about 
100 frames is recorded with the shu[er alterna>vely opened and closed, leading to 50 pump-on and 
pump-off pair images. Every single pass scan is reproduced mul>ple >mes in order to remove ar>facts 
from SXR spectrum shape or from flux varia>on and other environmental fluctua>ons. 

Reference spectra with no sample as well as spa>al overlap at virtual focal posi>on (on the reference 
camera, see sec>on 2.4.3) were addi>onally recorded and compared before and a^er each scan to 
check the SXR beam stability and pump alignment. Since the >me scale for a scan is only about 
45 to 60 minutes, only small dri^s were observed. However, if reference spectra before and a^er the 
scan are different, the data can be discarded. 

 

2.6 XANES	data	normalization	
The measured intensi>es, when performing a transient absorp>on experiment, depend on the amount 
of informa>on desired. Assuming that the background, accoun>ng for the residual ambient light and 
the noise level of the detector, is directly subtracted from all measured spectral intensi>es, the required 
quan>>es, as a func>on of the >me delay between the pump and the probe Dv are: bÉ(Dv), that is the 
spectrum transmi[ed through the neutral sample (i.e. with pump off), and b(Dv) which is the spectrum 
transmi[ed through the excited sample (i.e. with pump on). Recording bÉ(Dv) at each >me step allows 
correc>ng for the laser intensity and sample interac>on fluctua>ons. Nevertheless, if the experiment 
does not allow recording bÉ(Dv) for each >me step, it can be assumed to be constant or equivalent to 
bÉ(Dv < 0) (where Dv = 0 is the overlap between the pump and the probe pulses, and nega>ve >me 
delays correspond to the probe preceding the pump). From these two quan>>es, the transient signal 
∆(Dv), given in ∆OD, is defined by: 
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 ∆(Dv) = (Dv) − É(Dv) = ln Õ
b©LH
b(Dv)Œ − ln Õ

b©LH
bÉ(Dv)

Œ = lnt
bÉ(Dv)
b(Dv) u (2.10) 

 

where b©LH represents the probe spectrum without sample interac>on. If this value cancels while cal-
cula>ng this transient signal quan>ty, it can be of great interest to represent the absorbance (Dv) and 
0(Dv) separately and compare it with the literature and theore>cal calcula>ons. 

Moreover, if the sample is only par>ally ionized, a frac>on of the neutral absorbance can be subtracted 
from É(Dv). The absorbance quan>ty of the excited sample thus becomes:  

 (Dv) = ln Õ
b©LH
b(Dv)Œ − Jln Õ

b©LH
bÉ(Dv)

Œ (2.11) 

 

where J is a real number between 0 and 1 describing the non-ionized frac>on of the probed sample. 
The mo>va>on to subtract a non-ionized frac>on can have two reasons. A certain frac>on of the sam-
pled molecules may remain neutral in the interac>on volume of the pump beam and the excited and 
probed volumes may not overlap perfectly. The value of J is then es>mated by comparison between 
calculated and observed absorp>on spectra. 

With the current SXR flux in the water window and the sample availability (i.e. non-recycled gas and 
liquid samples) requiring short measurement >mes at each step, the signal-to-noise ra>o in the EXAFS 
region of the spectrum is too weak so that only the XANES informa>on can be extracted. In the follow-
ing, the typical procedure for data normaliza>on of XANES signal is detailed for the carbon K-edge of 
CF4.  

Typical near-edge absorp>on spectra of CF4 before and a^er strong-field ioniza>on and subsequent 
dissocia>on are shown in Figure 2.28. The aim of the data normaliza>on is to get rid of the constant 
background and measurement ar>facts and extract standardized data for further peak fiÅng and cross-
setup comparison. As the measured spectra cover the XANES and part of the EXAFS regions that pro-
vides sufficient homogeneity for linear background subtrac>on, the pre-edge and post-edge regions 
are fi[ed with linear func>ons as shown in Figure 2.28. The data are then subtracted from the pre-
edge func>on and normalized to 1 on the post-edge func>on.  
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Figure 2.28 Pre-edge and post-edge regions of a typical carbon K-edge absorp>on spectrum 
fi[ed by linear func>ons before (le^) and a^er (right) strong-field ioniza>on. The green fit 
of the pre-edge region is subtracted for analysis. The data are normalized on the post-edge 
func>on. 

 

For >me-scan data normaliza>on, the same func>ons are applied to the en>re scan a^er verifica>on 
of their equality, as the objec>ve is to normalize over a constant background. In the present case, the 
pre-edge func>on is Ô(ƒ) = 1.24 − 0.0032ƒ and the post-edge func>on is Ô(ƒ) = 5.33 − 0.0155ƒ 
(where ƒ is in eV). They are both sa>sfying for neutral and excited CF4 as shown in Figure 2.28.   
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Time-resolved	XAS	of	gas	dissociations	

Time-resolved X-ray absorp>on spectroscopy has for long been experimentally limited to pi-
cosecond temporal resolu>on measurements in large-scale facili>es. Recently, the expansion of high-
harmonic genera>on table-top laser sources have led the femtosecond resolu>on of Ti:Sa oscillators to 
measurements in the extreme ultraviolet. This experimental chapter details the first results of the tran-
sient absorp>on setup developed in collabora>on with the group of H.J. Wörner of ETHZ that are de-
scribed in Chapter 2. This experiment measures the dissocia>on of molecules in the gas phase from 
the sulfur L-edges and the carbon K-edge in the so^ X-rays. The temporal resolu>on of the setup allows 
to follow light-induced chemical reac>ons of the lowest electronic states with a few femtoseconds res-
olu>on. By comparing the calculated core-level transi>ons with the observed spliÅng of orbital states, 
the assignment of resolved structures, in accordance with the literature, allows to reconstruct the ge-
ometry changes of the molecules along their reac>on path. As most of the experimental results and 
interpreta>ons have already been published together with the group of H.J. Wörner [5], the descrip-
>ons and analysis given in this chapter provide a complementary view and some further discussions of 
the physical concepts involved in this experiment.  

  

Chapter 3 
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3.1 Introduction	
The applica>on of X-ray sources to the study of the structure of ma[er has led to some of the most 
prominent advances in science in the 20th century. During the early 21st century, the temporal dimen-
sion has been added to X-ray measurements, both at synchrotrons [3] and through the recent devel-
opment of free-electron lasers [151]–[154]. Aside of these fields of research, incoherent table-top hard 
X-ray sources have been applied to picosecond >me-resolved studies [5], [6]. As an alterna>ve ap-
proach, high-harmonic generated (HHG) so^ X-rays combine the advantages of full temporal and spa-
>al coherence with perfect temporal synchroniza>on.  

The results presented in the following sec>ons, represent the first successful femtosecond >me-re-
solved experiment using so^-X-ray into the water window [50]. Using the experimental setup described 
in Chapter 2 with its 1.8 μm driver pulse configura>on of high average power (2.5 W, i.e. 2.5 mJ at 1 
kHz), a so^ X-ray supercon>nuum ranging from 100 to 350 eV is generated by HHG in neon. Covering 
the chemically and biologically important K-edge of carbon, the laser source becomes a mean to study 
dissocia>on reac>ons of molecular ca>ons in the gas phase. As a first a[empt, molecules were targeted 
in the gas phase with strong-field interac>on, represen>ng the best op>on to generate a clear transient 
signal and demonstrate the feasibility of >me-resolved X-ray absorp>on spectroscopy (TR-XAS) with 
table-top light sources. These choices were made first because the targeted molecules are directly re-
generated between each measure in gas and secondly, because the signal induced by strong-field was 
expected to be easier to detect than for a resonant excita>on. This development considerably extends 
pioneering works on transient absorp>on in the extreme ultraviolet [25], [27], [155], [156], which were 
limited to photon energies below ∼100 eV, and therefore limited to the L-edge of silicon and the M- 
and N-edges of heavier elements. Recently, similar light sources reported measured molecular dynam-
ics in the gas phase over the water window [34], [157].  

Tetrafluoromethane (CF4) has been the object of fundamental inves>ga>ons in molecular chemistry for 
a long >me because of its wide use in technological applica>ons such as plasma dry etching of semi-
conductors, discharge switches, and gas-filled detectors [158], [159]. Besides, gaseous sulfur hexafluo-
ride (SF6) is an important electronic insulator used by industry as a subs>tute for PCB's, and large quan-
>>es are released into the atmosphere every year [160]. In the past decades, dissocia>on of CF4 and 
SF6 ions from the low-lying electronic states has been reported in many experimental methods, e.g., 
photoioniza>on [161], [162], electron impact ioniza>on [163]–[166] and velocity imaging photoioniza-
>on coincidence [167]–[171]. If these previous techniques describe the valence-shell electronic config-
ura>on of CF4 and SF6, their different ioniza>on channels and the respec>ve dissocia>on fragments, 
none of them can provide high enough temporal resolu>on to extract qualita>ve informa>on on the 
dynamics of the dissocia>on process. As a benchmark for the transient absorp>on system with sub-
50 fs >me resolu>on developed in this thesis, these two molecules were chosen for their high geomet-
rical symmetry, known ioniza>on energies (IE) and fast dissocia>on process.  

Exploi>ng the sensi>vity of X-ray absorp>on near-edge structure (XANES) spectroscopy to molecular 
conforma>on, the experiment follows the evolu>on of the unoccupied valence orbitals of molecules 
from the neutral to the final photodissocia>on reac>on products a^er strong-field ioniza>on.  
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3.2 Preliminary	density-functional	theory	calculations	
During the experiment prepara>on, density-func>onal theory (DFT) calcula>ons of core-shell absorp-
>on spectra were computed for the targeted molecules and their fragments. For these preliminary 
calcula>ons, the numerical StoBe (Stockholm-Berlin) program package was used to evaluate the mo-
lecular orbital electronic structure of the targeted transi>on. The algorithm is based on self-consistent 
solu>ons of the Kohn-Sham density func>onal theory equa>ons using a linear combina>on of Gaussian 
type orbitals (LCAO) approach. 

The DFT theory has become very popular in reason for its reduced computa>onal resource requirement 
as compared to other ab-ini5o or semi-empirical theories based on the many-electron wave func>on. 
It has ini>ally been developed to inves>gate the electronic ground-state structure of many-body sys-
tems in the condensed phases. Although the use of the DFT method is significantly increasing and was 
par>cularly a[rac>ve for these early calcula>ons, its formalism introduces some limita>ons when de-
scribing charge-transfer systems due to the locality of the exchange and correla>on (XC) func>onals 
[172]. Moreover, a >me-dependent (linear response) DFT formalism is generally required to accurately 
describe excited electronic state proper>es, where mul>ple electronic configura>ons are o^en in-
volved. Indeed, if such proper>es could in theory be derived using an exact func>onal that maps the 
ground state density onto the desired property, in prac>ce, only approximated func>onals that favors 
an op>mal arrangement of the electrons are used [172]. These considera>ons led to inves>gate, in a 
second >me, more advanced quantum calcula>ons based on the >me-dependent DFT (TDDFT) theory. 
These calcula>ons were realized by Yoann Pertot and Hans Jakob Wörner using the Amsterdam Density 
Func>onal (ADF) suite of programs at ETHZ. 

The DFT simula>ons presented in this sec>on were therefore mostly considered to evaluate the ex-
pected XANES shape modifica>on and compared with the resolving power of the detec>on spectrom-
eter. 

Based on previous works on CF4 [171], [173], [174], where the CF4
+ ion was observed to dissociate into 

CF3
++F and other fragmenta>on channels, the expecta>on to observe an ioniza>on-induced dissocia-

>on with the transient absorp>on setup was high. All the carbon-based ion fragments were therefore 
calculated with their corresponding spa>al symmetry geometry basis (Figure 3.1). The exchange and 
correla>on effects were gathered using the generalized gradient approxima>on (GGA) exchange func-
>onal of Becke [175] and the GGA correla>on func>onal of Perdew [176]. As the calcula>ons generate 
oscillator strengths (linked to the cross sec>ons, see sec>on 1.5.1) at specific energies and the experi-
mental measurements record con>nuous spectra, the discrete result form of the Kohn-Sham equa>on 
is directly broadened with a Lorentzian func>on of 0.5 eV FWHM (Figure 3.1, blue curve) [177], [178] 
instead of using an augmenta>on basis to expend the broadening representa>on over the edge. 
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Figure 3.1 Oscillator strength absorp>on of SXR photons at the carbon K-edge calculated for 
different dissocia>on fragments of CF4. The blue curve correspond to 0.5 eV Lorentzian 
broadening and the orange curve is a Voigt broadening with Å = 0.5 eV and g = 3 eV 
func>on parameters. The orange curve is ver>cally shi^ed for be[er visibility. The geometry 
basis used for each calcula>on are: Td (CF4), D3h (CF3

+), C2v (CF2
+), C2v (CF+) 

 

The Lorentzian natural broadening of the electronic state typically accounts for the life>me uncertainty 
of the excited state and the pressure effects [179]. To simulate the experimental spectral response of 
the G1 spectrometer configura>on (see sec>on 2.5.5) with 3 eV resolu>on at the carbon K-edge, a Voigt 
func>on-based broadening was applied to the discrete oscillator strength values with 0.5 eV FWHM 
Lorentzian parameter, accoun>ng for the natural broadening, and 3 eV FWHM Gaussian parameter 
(Figure 3.1, orange curve), accoun>ng for the spectrometer. The Voigt func>on is defined by: 

 w(V;g, Å) = ‡ y(VI;g)	/(V − VI; Å)	çVI
z

Dz
 (3.1) 

 

Where y(V;g) and /(V; Å) are the Gaussian and Lorentzian func>ons and V is the energy. The pre-
edge absorp>on band located at around 292 eV in CF3

+, CF2
+ and CF+ fragments was therefore supposed 

to be dis>nguishable from the neutral CF4 molecule. 

As a similar dissocia>on process was previously observed with the SF6 molecule. The corresponding 
calcula>on results are given in Figure 3.2 and Figure 3.3 for the sulfur L23 and L1 edges respec>vely.  

 

 
Figure 3.2 Oscillator strength absorp>on of SXR photons at the sulfur L23-edge calculated for 
different dissocia>on fragments of SF6. The blue curve corresponds to 0.5 eV Lorentzian 
broadening and the orange curve is a Voigt broadening with Å = 0.5 eV and g = 3 eV 
parameters. The orange curve is ver>cally shi^ed for be[er visibility. The geometry basis 
used for each calcula>on are: Oh (SF6), D3h (SF5

+), C3v (SF3
+) 

 

In the case of SF6 fragments, the structure appears to be much more complicated than for the CF4 with 
the appearance of mul>ple features between the main absorp>on peak in SF5

+ and SF3
+. Also, the first 
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band calculated in SF6 at about 172 eV splits in two bands in SF5
+ and SF3

+ that should not be directly 
resolvable with the spectrometer. However, dissocia>on of the molecule appears to be observable from 
the overall sulfur L23-edge structure modifica>on. Calcula>ons of the L1-edge spectral cross-sec>on 
(Figure 3.3) also shows a split of the main contribu>ng peak that should be large enough to be directly 
measured experimentally. 

 

 
Figure 3.3 Oscillator strength absorp>on of SXR photons at the sulfur LI-edge calculated for 
different dissocia>on fragments of SF6. The calcula>on and representa>on parameters are 
similar to Figure 3.2. 

 

 

3.3 Time-resolved	XANES	of	the	CF4	carbon	K-edge	during	strong->ield	
ionization	induced	dissociation	

The experimental data were measured in Geneva using the setup introduced in Chapter 2 in its first 
configura>on. Strong-field ioniza>on of neutral CF4 in the gas phase is induced by a 50 fs NIR pulse 
centered at 800 nm delivering 4 ∙ 10Gû	W/cmE at focus posi>on. The acquired data are normalized 
following the procedure detailed in sec>on 2.6. Two typical >me scans are represented in Figure 3.4, 
while the averaged XANES profile of the neutral (no pump pulse) CF4 and post-ionized (300 fs a^er 
strong field) fragments are shown in Figure 3.5 together with some spectral fiÅng a[empts.  

When looking at the >me evolu>on of the absorbance in Figure 3.4, the following observa>ons are 
made. At Dv = 0 delay, corresponding to the maximum temporal overlap between the pump and the 
probe pulse, a redshi^ of about 0.1 eV and a small increase of absorbance from the main structure is 
observed. This spontaneous transient effect can be interpreted as a change in the XANES cross-sec>on 
of CF4

+ as compared to the neutral CF4 during strong-field ioniza>on or as a signature of the op>cal 
Stark effect [180], more precisely of the variable electromagne>c field (AC) Stark shi^. Such effect can 
be observed [181], [182] when an intense laser radia>on interacts with an atom and induces an energy 
shi^ ∆V = −m(i()b(/4 of the ground state (where the polarizability m(i() depends on the dipole 
matrix elements and the laser frequency i(, and b( is the laser intensity) [183]. At about 130 fs posi>ve 
delays, a stronger increase of the absorbance and a larger red shi^ of its maximum are observed in the 
TR-XAS spectra shown in Figure 3.4. A^er reaching a maximal absorbance, the large and smooth main 
absorp>on structure progressively splits, and a strong pre-edge peak arises at 288 eV. At 200 fs delay, 
the pre-edge peak is stabilized, and the main absorp>on structure broadens on the blue side, showing 
some oscilla>ons on the post-edge side. The same 10 eV band shi^ and main structure broadening 
have been observed in mul>ple scans. 
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Figure 3.4 Time-resolved transient absorp>on spectroscopy of CF4 molecules in the gas 
phase. The color scale refers to the absorbance (Dv) as a func>on of the >me delay Dv 
between the 800 nm pump and the SXR probe pulses. Nega>ve >me delays correspond to 
the SXR probe preceding the NIR pump. Le^: 160 >me-steps of 5 fs each from -200 fs to 
+600 fs. Every step is acquired over 20 s. Right: Similar experimental condi>ons with 80 >me-
steps a^er delay Dv = 0. Every step is acquired over 40 s. 

 

For the data analysis, a J = 0.5 frac>on of the neutral CF4 absorp>on spectrum has been subtracted 
from the data set to account for par>al ioniza>on of the probed sample (see sec>on 2.6). The frac>on 
of ionized molecules has been es>mated using the ADK formula, for a hydrogen-like 1s orbital in a 50 fs, 
800 nm pulse with a peak intensity of 4 ∙ 10Gû	W/cmE and an IE of 16.3 eV, corresponding to the ver-
>cal ioniza>on energy of CF4. This calcula>on predicts an ioniza>on frac>on of 90 %. Although, consid-
ering that the p-orbitals of the fluorine atoms are domina>ng the HOMO, HOMO-1 and HOMO-2 of the 
CF4 molecule (see sec>on 1.1.3), their ioniza>on rate is expected to be significantly reduced as com-
pared to the hydrogen 1s-orbital. Combined with the uncertainty on the pump and probe volume over-
lap, such es>ma>on supports the determined ioniza>on frac>on of 50 % (J = 0.5). 

 

3.3.1 Details	on	time	resolution	
In order to quan>fy the >me scales involved in the reac>on process, it is important to dis>nguish the 
pump-probe pulse cross-correla>on >me from the intrinsic >me evolu>on of the measured dynamics. 

The experimental >me resolu>on (cross-correla>on) has been determined over mul>ple 0.3 eV wide 
energy intervals over the 284 to 289 eV range, corresponding to the appearance of the pre-edge ab-
sorp>on band assigned to CF3

+. A Heaviside step func>on convoluted with a Gaussian func>on has been 
used to fit each of the extracted signals. Since narrow energy bands have been extracted for this anal-
ysis, it is assumed that the >me broadening is dominated by the setup >me resolu>on. All the individual 
Gaussian FWHM retrieved dura>ons were averaged together in order to obtain a >me resolu>on of 
40±5 fs. 

The determina>on of the dissocia>on >me is achieved by a similar fiÅng of the varia>on in energy as 
a func>on of >me delay of the pre-edge feature. The center of mass of the pre-edge was used to extract 
the peak energy value at each >me step (see Figure 3.9 (a)). The retrieved shi^ dura>on is 40±2 fs and 
represents the experimental >me appearance of the CF3

+ pre-edge absorp>on band. As this >me value 
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is limited by the >me resolu>on of the measurement, it only gives an upper limit of the >me dura>on 
for the appearance of the CF3

+ ca>on. 

 

3.3.2 K-edge	XANES	peak	assignment	of	CF4	and	CF3+	
To date, mul>ple a[empts to assign the carbon K-edge XANES dominant features of CF4 have been 
proposed [56], [173]. According to its tetrahedral (Td symmetry) geometry, the two lowest unoccupied 
orbitals (LUMOs) in the ground state are 5a1 and 5t2. These two states are formed from an admixture 
of the C sp3 hybridized orbitals and F 2p orbitals and consist of four degenerate orbitals with an>bond-
ing character (s*). As these orbitals appear to have very close binding energies [56], the assignment of 
the main feature preliminary calculated by DFT for CF4 and shown in Figure 3.1 require a deeper theo-
re>cal analysis of the C 1s core electron to valence transi>on in order to correctly describe the spectral 
profile. From the advanced TDDFT results of the neutral CF4 it appeared that the transi>on from the C 
1s to the 5a1 orbital is forbidden and that possible transi>ons towards a higher valence orbital (6t2) can 
occur. The broad measured structure might therefore correspond to transi>ons to two overlapping 
states and was a[ributed to the 5t2 and 6t2 orbitals [50]. 

 

 

In order to compare the results from calcula>ons with the corresponding measured species, the aver-
aged carbon K-edge XANES are normalized and fi[ed for CF4 and CF3

+. The spectrum of CF4 was rec-
orded without the pump pulse and, the spectrum of CF3

+ was taken 300 fs a^er the pump pulse. The 
acquisi>ons were realized over 500 s in both cases and the results are shown in Figure 3.5 together 
with an assignment of the main features.  

In accordance with the DFT calcula>ons presented in sec>on 3.2, the CF4 spectrum is fi[ed with a single 
Voigt func>on and the CF3

+ with two Voigt func>ons. To account for the strong absorp>on edge induced 
by the C 1s ioniza>on energy previously calculated [184] and measured [185] at 301.8 eV, an error 
func>on centered at IE=301.8 eV with 3 eV width parameter is used in both spectral fits [186]. The 

 
Figure 3.5 XANES experimental absorp>on cross-sec>on of CF4 (le^) and 300 fs a^er (right) 
strong field ioniza>on. An error func>on is centered at 301.8 eV and represent the strong 
absorp>on edge induced by the ioniza>on energy. Le^: the measured spectrum is correctly 
fi[ed with a single Voigt func>on a[ributed to the C 1s to 5t2 transi>on. Right: the measured 
spectrum, of high CF3

+ dominance, require two Voigt func>ons for good fiÅng. The pre-edge 
component is assigned to the C 1s to 5a2’’ transi>on and the main peak to the C 1s to 5e’ 
transi>on in CF3

+. 
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Voigt func>on w(V;g, Å) parameters are op>mized using the Levenberg-Marquardt non-linear least-
squares minimiza>on method of the IFEFFIT's (standing for Interac>ve f_eff FiÅng, where f_eff is the 
effec>ve sca[ering amplitude coefficient when calcula>ng X-ray absorp>on fine structure [187]) pack-
age [90]. The ini>al guesses for the line-width accoun>ng for the natural broadening and the 3 eV res-
olu>on of the spectrometer at 300 eV (see sec>on 2.5.5) are g=0.5 and s=1.3. The retrieved E0 and 
FWHM parameters are given in Table 3.1. 

 

Molecule (symmetry) Assigned MO E0 (exp.) 
eV 

E (DFT) 
eV 

HWHM 
eV 

CF4 (Td) 5t2 296.3 (0.3) 298.2 6.2 (1) 
CF3

+ (D3h) 2a2’’ 287.90 (0.03) 293.3 5.40 (0.08) 
 5e’ 297.70 (0.07) 303.1 11.9 (0.1) 

Table 3.1 CF4 and CF3
+ C K-edge XANES peak assignment together with the fi[ed Voigt 

parameter E0 and FWHM and the corresponding preliminary DFT calculated values. 

 

For these CF4 and CF3
+ “sta>c” profiles, the summa>on of an error func>on with one or two Voigt func-

>ons was enough to explain the measured XANES. The retrieved FWHM of the different peaks (6.2, 5.4 
and 11.9 eV respec>vely) are in remarkably good agreement with the literature [56], [188], [189] that 
describe broad features before the ioniza>on energy. Moreover, if the absolute energy values of the 
extracted peaks are globally shi^ed as compared to the preliminary DFT calcula>ons, the energy sepa-
ra>on between the 2a2’’ and the 5e’ absorp>on bands of CF3

+ of 9.8 eV was well predicted.  

The observed changes in the absorp>on spectrum are the signature of symmetry lowering that occurs 
when the ini>ally tetrahedral (Td) CF4 molecule dissociates into the trigonal planar (D3h) CF3

+ molecule. 
Indeed, arguments from group theory combined with dipole-selec>on rules show that the transi>on 
from the carbon 1s core orbital to a valence t2 orbital in CF4 must split into two transi>ons of type 1s 
to a2ʹʹ and 1s to eʹ in CF3

+.  

Further insight accoun>ng for Rydberg orbitals and par>al valence to Rydberg mixing of the 5e’ state 
of CF3

+ was obtained by comparison with advanced ab-ini5o TDDFT calcula>ons and are discussed in 
the following sec>ons. 

 

3.3.3 CF4	dissociation	paths	
The CF4 molecule has a tetrahedral (Td symmetry) geometry. Its ground state electronic configura>on 
is given in Figure 1.1 from sec>on 1.1.3. The highest occupied molecular orbitals are 1t1, 4t2 and 1e of 
respec>vely 16.29, 17.51 and 18.54 eV ver>cal ioniza>on energies [190]. Ionizing one electron from 
one of these valence orbitals leads to CF4

+ in the X2T1, A2T2 or B2E ionic state [171], [189]. As previously 
observed, ioniza>on of CF4 to each of these three lowest-lying CF4

+ ionic states results in spontaneous 
dissocia>on into CF3

+ and F [171], [174], [191]. Previous >me of flight experiments of the ionic frag-
ments released from electron impact ioniza>on of CF4 measured the different components, CF3

+, CF2
+, 

CF+, F+ and C+ and reported the dominance of the CF3
+ fragment [189]. 
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Figure 3.6 Experimental measure of the CF4 fragmenta>on with a velocity-map-imaging 
spectrometer for different NIR ionizing pulse intensi>es with similar parameters as used in 
the TR-XAS measurement together with a schema>c representa>on of the molecule 
dissocia>on (right). 

 

In order to verify the domina>ng CF4
+ à CF3

+ + F dissocia>on under similar strong-field ioniza>on con-
di>ons as measured by the reported TR-XAS experiment, the NIR pump pulse parameters and focusing 
geometry have been reproduced in a velocity-map-imaging spectrometer by Vit Svoboda and Yoann 
Pertot in the group of H.J. Wörner at ETHZ. The ion >me-of-flight measurements shown in Figure 3.6 
are consistent with exclusive single ioniza>on of the parent ion and a strong predominance of CF3

+. The 
unstable CF4

+ parent ion is not observed in these results because of its very short life>me [192]. 

The typical >me scale for ioniza>on induced dissocia>on spans from the sub-femtosecond to a few 
picoseconds depending on the dissocia>on mechanism involved along the reac>on path. From the ex-
perimental data of Figure 3.4, the >me between strong-field and full dissocia>on is measured to be 
less than 200 fs. By assuming a spontaneous ioniza>on of CF4 to CF4

+ at Dv = 0 fs >me delay, the com-
plete dissocia>on >me given by the appearance of the CF3

+ XANES signature accounts for 147±5 fs.  

Depending on the ioniza>on pathway, different dissocia>on mechanisms have been recently discussed 
by [171] and are shown in Figure 3.7. The first CF4

+ ionic state (X2T1) poten>al energy surface was pro-
posed to have a shallow minimum of C3V symmetry (CF3+F complex) far away from the Franck-Condon 
region. This first ioniza>on pathway is expected to have a long enough life>me so that the CF4

+ (X2T1) 
ions survive over a few vibra>onal periods before dissocia>on [193]. The inves>ga>on of such vibra-
>onal states is discussed in sec>on 3.3.5. The second ionic state A2T2 dissocia>on is expected to be very 
fast in agreement with the steeply repulsive poten>al curve in the Franck-Condon region that drives 
CF4

+ to dissociate by Coulomb explosion. Finally, the dissocia>on through the third ionic state is sug-
gested to follow a two-step dissocia>on mechanism, where the B2E bound state first converts to the 
lower A2T2 state via internal conversion, then dissociates along its steep repulsive poten>al energy sur-
face [171]. 
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Figure 3.7 Le^: schema>c poten>al energy curves of the minimum-energy reac>on path 
from the three low-lying electronic states of CF4

+ as a func>on of a single C-F internuclear 
separa>on. Taken from [171]. Right: core to valence XAS probed electronical transi>ons for 
CF4 and CF3

+. 
 

To confirm these previous results from the literature, the minimum-energy reac>on path for the disso-
cia>on of CF4

+ was calculated at ETH Zürich using the Gaussian09 package at the coupled-cluster sin-
gles-doubles CCSD/6- 31G∗ level of theory. The C-F internuclear separa>on has been fixed to a range 
of values between 1.32 and 5.3 Å while all other degrees of freedom have been relaxed in order to 
minimize the poten>al energy of the CF3

++F electronic ground state along the dissocia>on path. The 
calculated energy curve precisely corresponds to the solid line of Figure 3.7 (le^) and exhibits the same 
minimum at 2.5 Å corresponding to a C3v symmetry. As this minimum was found to be much smaller 
than the internal energy of CF4

+ following strong-field ioniza>on of CF4 in its electronic ground state 
(i.e. the Franck-Condon region), all CF4

+ molecules created by strong-field ioniza>on were calculated to 
dissociate [50].  

Although, a more advanced theore>cal treatment would require the calcula>on of the three lowest 
ionic state poten>al-energy surfaces with full dimensionality (9 dimensions in the case of CF4

+) and 
wave-packet propaga>on on these coupled surfaces, the dissocia>on through this minimum-energy 
reac>on path corresponding to the first CF4

+ ionic state (X2T1) has been simulated (see Figure 3.8) and 
appears to be in very good agreement with the measured data. 

With these observa>ons, it is difficult to conclude on any favorable ioniza>on pathway for the dissoci-
a>on. Nevertheless, the sub-40 fs required for the CF3

+ pre-edge appearance together with the “dead-
>me” observed a^er the pump pulse maxima (Dv = 0 delay) suggests a two-step dissocia>on mecha-
nism with a very fast final reac>on. Such interpreta>on can promote the dissocia>on pathways using 
the first ionic state CF4

+ (X2T1) and its shallow minimum [50] or the third ionic state B2E that converts 
to the lower A2T2 state via internal conversion and further dissociates to CF3

+. 

 

3.3.4 CF4+	(X2T1)	ionic	state	dissociation	mechanism	
The dissocia>on mechanism of the first ionic state X2T1 and its shallow minimum is elucidated by fol-
lowing the evolu>on in >me of the main iden>fied structures from the >me-resolved measured ab-
sorbance and compare them with the unrestricted TDDFT calcula>ons of the XANES for each geometry 
found along the minimum-energy reac>on path. For these calcula>ons, a Slater-type basis set of 
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quadruple-zeta quality augmented with 4 polariza>on func>ons has been used for all the atoms of CF4. 
As the wavelength of the SXR radia>on of the probe pulse lies between 3.5 and 6 nm, which is much 
larger than the molecular dimensions (i.e. the F-C-F overall length of 0.3 nm), these calcula>ons were 
done within the electric-dipole approxima>on. 

 

 
Figure 3.8 A) Calculated X-ray absorp>on spectra as a func>on of one C-F internuclear 
separa>on along the minimum-energy reac>on path. The TDDFT method was used together 
with the LB94 func>onal and the QZ4P basis set. A linear intensity scale has been used. B) 
Unoccupied orbitals characteris>c a^er the X-ray transi>on, corresponding to the dominant 
absorp>on bands of panel A. Adapted from [50] 

 

The increase of the absorbance and the red shi^ of its maximum observed in the measured spectra at 
about 130 fs a^er the strong field ioniza>on is a[ributed to the spliÅng of the 5t2 orbital into three 
nondegenerate orbitals in CF4

+. This first spliÅng is a result of the Jahn-Teller effect sta>ng that: "A 
nonlinear polyatomic system in a spa>ally degenerate electronic state distorts spontaneously in such a 
way that the degeneracy is li^ed and a new equilibrium structure of lower symmetry is a[ained." [194] 
The Jahn-Teller geometrical distor>ons therefore spontaneously remove the threefold degeneracy of 
the unequally occupied 5t2 orbital by reducing the symmetry of the molecule from Td to C2v at short 
(≤1.6 Å) C-F bond lengths [174]. As the C-F bond length increases along the reac>on path, the mini-
mum-energy geometry changes to D3h and is accompanied by a very large shi^ of the lowest-energy 
orbital assigned to the unoccupied 2a2ʺ orbital in CF3

+ and corresponding to the strong pre-edge peak 
appearing at 288 eV in the measured spectra of Figure 3.4. This large energy split mostly occurring 
toward the low energy side originates from the reduced energy of the unoccupied 2a2ʹʹ orbital of CF3

+ 
as compared to the 5t2 orbital of CF4. In parallel, the second- and third-lowest energy orbitals merge 
toward a single band, a[ributed to the 5eʹ orbital in CF3

+, which explains the main absorp>on structure 
broadening on the blue side observed in the scan a^er 200 fs. Addi>onally, the appearance of two new 
absorp>on bands at 302 eV and 303 eV also contributes to this blue side broadening. Such structures, 
ini>ally absent from the preliminary DFT calcula>ons of sec>on 3.2, required these unrestricted TDDFT 
calcula>ons to be revealed in reason of their ini>al Rydberg character. Indeed, when the fluorine atom 
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detaches from the central carbon atom, the effec>ve poten>al barrier created by the presence of the 
surrounding electronega>ve fluorine atoms becomes more transparent and the Rydberg orbitals with 
ini>ally small overlap with the carbon 1s core orbital exhibit an increase of their absorp>on by acquiring 
par>al valence character. By group symmetry, these bands are a[ributed to the CF3

+ 6eʹ and 7eʹ orbitals 
of valence-Rydberg mixed character [50]. 

The presence of the shallow minimum in the minimum-energy reac>on path suggests a residual bind-
ing interac>on between the detaching fluorine atom and the CF3

+ structure at equilibrium. To confirm 
that the planar D3h symmetry is obtained in the dissocia>on process and with the inten>on of correctly 
describe the XANES at the end of the measured reac>on (> 300 fs), a restricted calcula>on on the 
closed-shell molecule CF3

+ has been realized and compared to the open shell CF3
++F complex with very 

long C-F internuclear separa>ons. The two calcula>ons converged into similar absorp>on spectra, such 
that all the orbital symmetries of the final product were easily assigned by comparison. These compar-
a>ve results also pointed out the importance in the choice of the exchange-correla>on func>onal (LB94 
in this case) for describing the asympto>c behavior of the electron close to the ioniza>on threshold 
and for ionic species.  

 

3.3.5 Transient	vibrational	modes	analysis	
In order to inves>gate the presence of vibra>onal modes expected during the CF4

+ X2T2 ion dissocia>on 
channel [171], the extracted pre-edge peak, shown in Figure 3.9 (a), was used to find the energy center 
of mass of the peak at each >me step. A^er the subtrac>on of an error func>on allowing removing the 
energy band shi^ contribu>on to the signal, the rela>ve energy shi^ values of the absorp>on line as-
signed to the 2a2’’ orbital of CF3

+ were used to perform a sliding-window Fourier transform as a func>on 
of the delay. A 150 fs FWHM Gaussian >me window has been used to extract the main frequencies as 
a func>on of >me. The resul>ng spectrogram is shown in Figure 3.9 (d), together with vibra>onal fre-
quencies of CF3

+ taken from ab-ini5o calcula>ons [195] and spectroscopic measurements on isolated 
molecules in the gas phase [196]. 
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Figure 3.9 Transient vibra>onal modes analysis. (a) Extracted 2a2” absorp>on band from the 
experimental >me scan of CF4 dissocia>on. (b) Retrieved energy center of mass of the 
extracted band as a func>on of the >me delay Dv. The blue curve is the energy where the 
orange curve is the rela>ve energy shi^ a^er subtrac>on of an error func>on accoun>ng for 
the band shi^. (c) Fast Fourier transform of the 2a2” energy shi^ signal. Some literature 
values of vibra>onal frequencies for CF3

+ in its electronic ground state are indicated by the 
ver>cal lines. The umbrella mode line accounts for the previously measured 809 cm-1 
frequency [196] and the breathing mode line corresponds to the previously calculated 
1056 cm-1 frequency [195]. (d) Spectrogram of the 2a2” energy shi^ signal with the same 
literature values. A 100 fs FWHM moving Gaussian window has been applied to the data in 
order to obtain the representa>on.  

 

The two main vibra>onal features extracted from the different CF4 dissocia>on scans and visible in 
Figure 3.9 (c and d) are observed between 100 and 400 fs a^er the strong-field interac>on. This indi-
cates that some CF3

+ vibra>onal modes are excited during the dissocia>on process. The first retrieved 
frequencies in the range of 750 to 850 cm-1 correspond to the previously calculated and measured 809 
cm-1 frequency of the CF3

+ umbrella mode with a2’’ symmetry [196]. The second feature visible between 
1000 and 1200 cm-1 may correspond to the CF3

+ a1’ breathing mode previously�calculated at 1056 cm-1 
[195]. 

The agreement between the experimentally observed Fourier components and the values found in the 
literature suggest that both, the umbrella and breathing modes of planar CF3

+ undergo a few oscilla-
>ons a^er the dissocia>on process. As the oscilla>on period of the breathing mode is 31.6 fs, about 
10 oscilla>ons are observed. The umbrella mode seems to oscillate over a shorter period and is less 
defined. Moreover, as the 40±5 fs measurement >me resolu>on is of similar >me scale than the 41.2 fs 
period of the umbrella mode, the energy oscillatory signal of Figure 3.9 (b) might contain false features 
and more data with a higher >me resolu>on (e.g. shorter pump pulse) are required to be[er dis>nguish 
between physical processes and measurement ar>facts. 
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3.4 Time-resolved	 XANES	 of	 the	 SF6	 sulfur	 L2,3-edge	 during	 strong-
>ield	ionization	induced	dissociation	

A^er the successful observa>ons made in CF4, the strong-field induced photodissocia>on of SF6 was 
studied by looking at the sulfur L-edges in a similar way as for the CF4 molecule. The strong-field ioni-
za>on (Keldysh parameter Å{ = 0.5) of neutral SF6 in the gas phase is induced by a 50 fs NIR pulse 
centered at 800 nm delivering 5 ∙ 10Gû	W/cmE at the focus posi>on. Comparably as for the previous 
case, all the three lowest ionic states of SF6

+ with respec>ve ver>cal ioniza>on energies of 15.7, 17.0 
and 17.0 eV [197] are known to dissociate to SF5

++F [198]. 

For the data analysis process, a frac>on (55 %) of the measured SF6 absorp>on spectrum has been 
subtracted from the whole data sets to account for the par>al ioniza>on of the probed sample (see 
sec>on 2.6). The measured XANES spectrum of the neutral SF6, shown in Figure 3.10 (le^) before the 
Dv = 0 fs delay, is dominated by the sulfur 2p1/2 and 2p3/2 core shell transi>ons to the a1g unoccupied 
orbital (LUMO) and to the shape resonances of t2g and eg symmetry lying above the sulfur L2,3-edge as 
shown in Figure 3.10 (right) [199]. These two shape resonances (see sec>on 3.4.2) are confined by the 
strong poten>al barrier formed by the 6 surrounding electronega>ve fluorine atoms [200]. In the case 
of SF6, the presence of these transi>ons in the experimental XANES spectrum is explained by their 
strong overlap with the central sulfur atom. As they are both lying above the 2p1/2 and 2p3/2 ioniza>on 
thresholds, they are contained within the cage (see sec>on 3.4.2).  

 

 
 

Figure 3.10 Experimental TR-XAS scan of SF6
+ together with its respec>ve calculated 

absorp>on spectra along the dissocia>ve reac>on path. Le^: Scheme of the dissocia>on 
process with a typical experimental scan. The color scale refers to the absorbance (Dv) as 
a func>on of the >me delay between the 800 nm pump and the SXR probe pulses. Every 5 fs 
>me-step is acquired over 40 s. Right: The calculated absorp>on spectrum of SF5

+ is shown 
above the two-dimensional spectrogram of the complete dissocia>on. These advanced 
calcula>ons were performed using the spin-orbit rela>vis>c coupling TDDFT theory from the 
ADF suite of programs. The orbital shapes of the dominant absorp>on bands are shown with 
labels in order to illustrate the measured transforma>ons. 
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A^er strong-field ioniza>on, a global redshi^ is observed for all the spectral features. The a1g band shi^s 
by 2 eV, the t2g band shi^s by 2.5 eV and seems to split into two peaks separated by 6.5 eV, while the 
eg structure also strongly shi^s and broadens considerably. If the shi^ of all transi>ons appears to occur 
almost simultaneously, the spliÅng of the t2g band is delayed by ∼30 fs. According to the advanced 
TDDFT calcula>ons realized at ETH Zürich, this retarded pre-edge peak appearance is caused by a strong 
sensi>vity of the t2g shape resonance to bond angle changes. The rapid change of the bond angles 
occurring for S-F distances from 2.5 to 3 Å may cause a strong varia>on of the LUMOs energies close to 
the sulfur L2,3-edge. Besides, the global observed red shi^ is dominated by a core-level shi^ of the sulfur 
atom. As a fluorine atom is moved away from the ini>al structure during the dissocia>on process, the 
2p core orbitals shi^ to smaller (less nega>ve) binding energies, lowering the photon energy of the 
rela>ve absorbing transi>ons [50]. These insights are suggested by the advanced calcula>ons per-
formed using a spin-orbit rela>vis>c coupling TDDFT theory with the ADF suite of programs. In this 
package, the exchange and correla>on effects were gathered using the PW92 [201] LDA exchange func-
>onal and the GGA correla>on func>onal of Perdew [176]. 

The broadening of the 7eg shape resonance was numerically properly predicted (see Figure 3.2) by the 
appearance of addi>onal resonances on both sides, which par>ally merge to produce a broad absorp-
>on feature consis>ng of mul>ple shape resonances in SF5

+. In the advanced TDDFT calcula>ons, the 
split of the 3t2g absorp>on band was also correctly reproduced and is visible in Figure 3.10 (right). How-
ever, the two bands resul>ng from this spliÅng are experimentally observed to shi^ towards lower 
photon energies, whereas the calcula>on converged in one of the two bands shi^ing to higher ener-
gies. This inconsistency between experiment and theory is a[ributed to the limited accuracy of the 
advanced TDDFT calcula>on realized in this work and the complexity in describing strong-field induced 
dynamics. 

The assignments of the observed XANES features during the >me-resolved dissocia>on are done 
through symmetry group theory and by comparison with previous studies [144], [199], [202]. The SF6

+ 
ca>on can dissociate into the SF5

+ ground state from each of its three lowest electronic states [198]. 
SF5

+, in its electronic ground state, has a trigonal bipyramidal geometry that belongs to the D3h point 
group. In this symmetry, the transi>on from core to a1g orbital of Oh group (SF6) is a[ributed to a tran-
si>on leading to an a1’ orbital. Analogously, the t2g and eg shape resonances of SF6 correlate with a1’, eʹ 
or eʹʹ shape resonances in SF5

+. These symmetry assignments were done by comparing the experi-
mental observa>ons to the advanced calcula>ons shown in Figure 3.10 (right). 

 

3.4.1 Details	on	time-resolution	
As in the case of CF4, the >me resolu>on of the measurement has been determined by integra>ng the 
signal at each delay over a narrow energy range, corresponding to the appearance or to a shi^ of an 
absorp>on band. The a1g band intensity was integrated over the 168.5-169 eV energy range, the t2g 
lower energy component appearance over the 175.9-176.5 eV energies, the t2g main shi^ over 180.6-
181.2 eV and the eg energy shi^ between 187.6 and 188.2 eV. A Heaviside step func>on convoluted 
with a Gaussian func>on has been used to fit each of the extracted signals. The mean FWHM retrieved 
dura>on provides an experimental >me resolu>on of 45±7 fs. This >me resolu>on is slightly worse than 
the value found when looking at the XANES of the carbon K-edge (CF4, see sec>on 3.3.1). This difference 
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can be induced by mul>ple factors. First, by considering the probe pulse dura>on. As the involved har-
monic orders are lower at the sulfur L2,3-edges (180 eV) than at the carbon K-edge (285 eV), more op-
>cal cycles of the NIR driving pulse contribute to the SXR genera>on. Nevertheless, with the high non-
linearity of the HHG process, it is more suitable to believe that the >me resolu>on of the experiment, 
typically given by the convolu>on of the pump and the probe pulses, is actually limited by the pump 
dura>on. During the strong-field interac>on between the pump pulse and the gas sample, the instan-
taneous ioniza>on rate of the sample strongly depends on its ver>cal ioniza>on energy. Indeed, the 
ADK ioniza>on rate calcula>on for the CF4 molecule with IE=16.3 eV shows that despite a 50 fs FWHM 
measured pump pulse dura>on, the FWHM of the envelope of the instantaneous ioniza>on rate is only 
24 fs. Doing a similar calcula>on for SF6, gives a slightly larger temporal FWHM due to it respec>ve 
lower ver>cal ioniza>on poten>al of 15.7 eV. These considera>ons are therefore consistent with the 
slightly shorter >me resolu>on found for the CF4 carbon K-edge than for the SF6 sulfur L2,3-edges. 

 

         
Figure 3.11 Experimental retrieved central energy values of the absorp>on lines during the 
dissocia>on of SF6

+ to SF5
++F. The do[ed blue line was ar>ficially added and was not 

extracted from the measured data. Right: normalized >me-dependent representa>on of the 
line shi^s. The shadow black feature illustrates the excita>on of the sample. 

 

The determina>on of the dissocia>on >me was achieved by a similar fiÅng of the retrieved peak en-
ergy shi^ values shown in Figure 3.11 (le^). The absorp>on peak energy posi>ons have been extracted 
for each >me step by fiÅng the signal intensity with Gaussian func>ons over restricted energy ranges 
corresponding to the considered structures. The posi>ons of every Gaussian profile were then com-
bined to reconstruct the evolu>on of the main measured XANES features over the dissocia>on process 
(see Figure 3.11). If the normalized line shi^s representa>on of Figure 3.11 (right), shows no no>ceable 
>me delay between the dynamics of the individual observed shi^s, the fiÅng analysis reveals >me 
dura>ons of 34±4 fs for the a1g band shi^, 74±10 fs for the t2g lower energy component appearance, 
40±8 fs for the t2g main peak energy shi^ and 46±4 fs for the eg band energy shi^. The retarded t2g band 
spliÅng already discussed above and a[ributed to the different spa>al structure associated to the one-
electron orbitals of the t2g shape resonance of SF6 [50], thus provides a lower >me limit of 74±10 fs for 
the full dissocia>on in the condi>ons reported in this experiment. 
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3.4.2 Cage	effect	and	shape	resonances	
In chemistry, the “cage effect” usually describes how the proper>es of a molecule are affected by its 
surroundings in solvents [203]. It suggests that an individual par>cle must diffuse from its solvent cage 
in order to interact with other molecules. Over the years, this effect has been used to describe similar 
behaviors in atomic and molecular poten>al surface descrip>on. Typically, the effec>ve poten>al bar-
rier created by the presence of the surrounding electronega>ve fluorine atoms [200], forms a cage 
around the central carbon or sulfur atom, as shown in Figure 3.12, of the CF4 or SF6 molecules, respec-
>vely. Therefore, a photoelectron excited from a sulfur or carbon core-level with energy higher than 
the ioniza>on threshold can be temporally trapped in the cage before subsequent tunneling to the 
con>nuum. 

When measuring XAS, a resonance describes the allowed promo>on of a core electron into an unoc-
cupied valence orbital. Such transi>on can occur towards an inner- or an outer-well state of the molec-
ular poten>al. In molecules, such configura>on typically arises when the electrons of the outer atoms 
produce a poten>al barrier along the bond direc>ons as previously described for the cage effect of CF4 
and SF6. Therefore, orbital states with an ini>al spa>al distribu>on inside the poten>al barrier (inside 
the cage) are recognized as inner-well orbitals. Allowed transi>ons to these states are usually resul>ng 
in intense absorp>on features in XANES spectra [144]. However, orbital states located outer the cage 
lead to Rydberg state transi>ons that are generally weak in XANES signals because of the poor spa>al 
overlap between the ini>al and final state orbitals [56]. When the core electron promo>on leads to a 
quasi-bound state, inside the effec>ve poten>al barrier, with energy above the absorp>on edge, as in 
the case of 3t2g and 7eg in SF6, it is called a shape resonance [144]. 

 

 
Figure 3.12 Illustra>on of the cage effect in the case of SF6. The t2g and eg shape resonances 
of energies above the ioniza>on poten>al are trapped by the effec>ve poten>al barrier 
created by the surrounding electronega>ve fluorine atoms. 

 

The t2g and eg shape resonances are the domina>ng features above the L23-edges. During the dissocia-
>on process, and with the detachment of a fluorine atom, the molecular cage becomes more transpar-
ent, so that the resonance becomes broader and more asymmetric in shape [199], as observed in the 
measured scan shown in Figure 3.10 (le^).  

In the advanced TDDFT calcula>ons realized for SF6, the global observed red shi^ induced by a core-
level shi^ of the sulfur atom when the cage opens, is underes>mated. Indeed, in order to describe such 
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evolu>on of the core levels accurately, larger basis sets including diffuse basis func>ons are required, 
which lead to excessive calcula>on >mes. 

 

3.4.3 Comparison	of	typical	measured	XANES	with	synchrotron	data	
To evaluate and characterize the quality and accuracy of these XANES measurements, it was natural to 
compare with previous experiments from mature synchrotron light sources. Typically, it allows for the 
energy calibra>on of the spectrometer and helps for the assignment and recogni>on of the observed 
features. 

As an example, a typical sta>c spectrum acquired over 60 s at the sulfur L2,3-edges of SF6, in the same 
condi>ons as reported for the >me-resolved experiment, was compared to a XAS spectrum measured 
using SXR from the SX700/II monochromator of the Freie Universität Berlin (BESSY) [204]. The compar-
ison between the two experimental spectra is shown in Figure 3.13 (right). With normal emi[ance at 
BESSY, the typical resolu>on of the first order of diffrac>on is 45 meV FWHM at 180 eV [144], where 
the experimentally determined resolu>on of the setup presented in this thesis is 600 meV at 180 eV.  

 

       
Figure 3.13 Le^: experimental photoabsorp>on spectrum of SF6 near the sulfur L2,3-edges in 
the gas phase measured with the synchrotron radia>on from the SX700/II monochromator 
at BESSY. Figure taken from [144]. Right: same data (dashed line) as the le^ figure compared 
to a sta>c measurement of SF6 with the same condi>ons as for the TR-XAS experiment 
reported in sec>on 3.4 (green line). The data are normalized on the a1g band intensity. 

 

When looking at the a1g and t2g features, it is apparent that the resolu>on achieved at the >me of this 
experiment prevented the double structures observed at Bessy [144] to be resolved correctly. However, 
and despite the much lower spectral resolu>on of the tabletop setup presented in this thesis as com-
pared to a synchrotron resolu>on, all the structures measured and shown in Figure 3.13 (le^) are ob-
servable in Figure 3.13 (right, green curve). Moreover, the overall shape of the spectrum is very similar 
and the weak Rydberg states lying between the a1g and the t2g are resolved. This is a consequence of 
the natural linewidth calculated to be around 0.54 eV for a sulfur L2 or L3 orbital to valence transi>on, 
considering the excited state life>me uncertainty only [179]. Such comparison demonstrates the ability 
to inves>gate the XANES signature of molecular species containing a core edge within the water win-
dow at the scale of a conven>onal op>cal laboratory. 
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3.5 Conclusion	
By measuring the CF4 and SF6 fast photodissocia>on process with core to valence transi>on at a 40 fs 
>me resolu>on, mul>ple temporal values and characteriza>on of the ionic states were proposed. The 
comparison with ini>al density-func>onal theory calcula>ons revealed the requirement of large basis 
sets including diffuse basis func>ons to correctly describe the evolu>on of the measured systems over 
their symmetry lowering. Generally, the good agreement with the advanced TDDFT simula>ons and 
the previously reported observa>ons from synchrotron light sources demonstrates the sensi>vity of 
the experimental setup to informa>on provided by XANES spectroscopy. 

The complete dissocia>on process of CF4 has been observed from the carbon 1s core electronic level, 
and a maximal >me dura>on of 152 fs has been determined un>l full molecular rearrangement. More-
over, the measured two-step like dissocia>on mechanism suggests mul>ple ioniza>on channels to be 
involved before the fast and final geometrical transforma>on. By extrac>ng the dominants Fourier 
components following the strong-field interac>on with the laser pulse and temporally resolved over 
the reac>on path, some previously reported vibra>onal modes were observed. Nevertheless, more 
qualita>ve insights on the spa>al evolu>on would require a higher experimental >me resolu>on or an 
analysis of the EXAFS for different geometries along the reac>on path. 

The strong shape resonances of SF6 resul>ng from the cage effect induced by the fluorine atoms sur-
rounding the sulfur central atom were iden>fied and a large redshi^ of the XANES absorp>on lines was 
a[ributed to a core-level shi^ of the sulfur atom occurring when the cage opens up. 

These results demonstrate the feasibility of TR-XAS with tabletop light sources and its poten>al in 
measuring the dynamics of electrons and nuclei in chemical reac>ons. Specifically, this method nicely 
complements other key techniques in molecular reac>on dynamics, such as >me-resolved photoelec-
tron spectroscopy [205] and >me-resolved high-harmonic spectroscopy [206]. TR-XAS can therefore be 
predicted to become a decisive technique for the inves>ga>on of molecular dynamics, such as those 
occurring at conical intersec>ons [207], [208].  

Owing to its sensi>vity to elements, TR-XAS will enable >me-resolved studies of electronic dynamics 
with atomic spa>al sensi>vity. Slightly increasing the signal-to-noise ra>o of such sources would bring 
>me-resolved extended X-ray absorp>on fine structure (TR-EXAFS) in combina>on with X-ray absorp-
>on near edge structure (XANES) experiments within reach, providing full structural and electronic in-
forma>on.   
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Pulse	peak	power	optimization	with	Eilamen-
tation	

This chapter presents the HHG driving pulse optimization results. The intensity and short 
pulse requirements to reach higher soft X-ray energies and better conversion ratio are discussed and 
different approaches are introduced. The previous, demanding, time-resolved X-ray absorption 
spectroscopy experiment in the gas phase leaned towards the option for an easy pulse shortening 
scheme. The adopted two-stage pulse broadening by filamentation coupled to a very simple post-
compression technique is environmentally robust and leads to a 0.2 TW sub-two-cycle short-
wavelength infrared pulse. The latter can drive high-order harmonics beyond the oxygen K absorption 
edge with similar flux conditions as obtained during the successful gas dissociation measurements at 
the carbon K-edge. 

  

Chapter 4 
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4.1 Introduction	
A^er the demonstra>on of the so^ X-ray (SXR) transient absorp>on (TA) measurements of gas disso-
cia>on presented in Chapter 3 [50], the wish to extend the high harmonic genera>on (HHG) cut-off 
over the oxygen K-edge and cover the full water window, required the replacement of the genera>on 
gas. As expressed by the cut-off energy law given by equa>on 1.18, combining long wavelength { dri-
vers with a high ioniza>on poten>al b™ gas can lead to dras>c extension of the SXR spectrum. Neverthe-
less, replacing neon by helium as genera>on medium required to increase the laser peak intensity to 
reach an equivalent Keldysh parameter, and achieve sufficient flux for sample measurement TA expe-
riments. For a given pulse energy, the temporal shortening of the electric field envelope leads to a 
maximiza>on of the HHG flux as it results in higher peak intensity and reduces the number of op>cal 
cycles [74]. The arising intensity gradient thus allows electrons of the genera>on gas to survive in the 
ground state up to laser fields many >mes higher than the binding Coulomb field, leading to higher 
ioniza>on rates. This was made possible by the idler pulse op>miza>on described in this chapter and 
the development of the high-pressure genera>on cell described in sec>on 2.4.1.  

Producing few-cycle short-wavelength infrared (SWIR) pulses via filamenta>on of femtosecond laser 
pulses in gases has been described in numerous studies a^er the improvement of tabletop amplified 
laser sources capable of reaching the cri>cal power for Kerr self-focusing in noble gases (~10GÉ	W) 
[46]–[49]. Some striking results reported highly efficient pulse compression in argon gas, down to less 
than 10 fs at 800 nm, with a conversion efficiency of 85% [47]. Alterna>vely, some research groups 
have developed gas-filled hollow fibers with pressure gradient to produce sub-10 fs pulses with post-
compressor [41]. Following those achievements at 800 nm wavelength, similar pulse compression tech-
niques at longer wavelengths were also developed [42]–[45], [209].  

The physics of filamenta>on received increased a[en>on as it enables a cost-efficient approach and 
robustness for intense laser pulse compression. Femtosecond pulses of peak powers close to the self-
focusing threshold ™́ © (see equa>on 1.13) indeed produce a single filament in which the spectrum 
broadens and typically acquires posi>ve group delay dispersion (GDD) from self-phase modula>on 
(SPM). In some cases, self-compression processes have been observed [46]–[48], [210], [211], revealing 
the presence of nonlinear effects that counterbalance the posi>ve induced chirp. As the cri>cal power 
™́ © scales with l2 [49], [92], longer wavelength reduces beam collapsing together with plasma density 
and its role in counterbalancing Kerr self-focusing.  

In a classical Ti:Sa pulse compression scheme, the posi>ve chirp acquired by SPM is compensated with 
a suitable nega>ve dispersion technique to obtain a short, transform limited pulse. Experimentally, this 
can be achieved with the aim of prisms or a reflec>ve compressor. While opera>ng in the SWIR 
(l>1.4 µm) spectral range, common op>cal materials such as fused silica (FS) or CaF2 offer an even 
simpler way to compensate for the residual posi>ve chirp with their anomalous dispersion curve [42], 
[212]. The amount of nega>ve introduced GDD being directly propor>onal to the length of the medium. 
In prac>ce, during filamenta>on, ultrashort pulses are also subject to higher-order dispersion and com-
pensa>ng only for GDD can lead to pulse pedestals and some>mes pulse spliÅng, which strongly affect 
the final pulse quality [213]. Therefore, the use of anomalous dispersion from bulk materials allowing 
for a simultaneous compensa>on of GDD and third-order dispersion (TOD) [42], [212] has to be care-
fully considered in order to find the best combina>on between self-guided propaga>on nonlinear ef-
fects and post-compression. 
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4.2 Filamentation	of	the	1.8	µm	OPA	idler	in	argon	
The spectrum of the 1.8 µm idler pulses is broadened by self-guiding propaga>on in a first 3.5 m long 
cell isolated by two 3 mm thick CaF2 windows cut at Brewster's angle and filled up to 3 bar of argon. To 
reduce plasma forma>on and its associated losses and instabili>es, a 2 m long focal length silver mirror 
loosely focuses the beam for the first stage of spectral broadening. The beam is then collimated using 
a similar 2 m focal length silver mirror and the residual chirp is compensated in a FS glass plate to 
temporally compress and reach maximum peak intensity before the second stage. The pulse is then 
launched into a second broadening stage consis>ng of an iden>cal argon-filled cell. The gas pressure in 
each cell can be independently adjusted. The beam is finally collimated by a 3 m focal length silver 
mirror to slightly increase its diameter, and the spectrum is monitored using an InGaAs spectrometer. 

 

 
Figure 4.1 Evolu>on of the pulse spectral broadening with increasing pressure in the first (a) 
and second gas cell (b) for the two-stage filament compression. For the second broadening 
stage (b), the pressure in the first cell is fixed at 1 bar. (c) Output pulse average power 
measurement at the output of each filament cell as a func>on of argon pressure in the (c) 
first gas cell and (d) second gas cell. 

 

The 45 fs pulses centered around 1.8 µm from the parametric amplifier reach a maximum peak power 
of 5 ∙ 10GÉ W which is equal to the cri>cal power ™́ © for 1 bar of argon pressure at 1.8 µm wavelength, 
considering a nonlinear refrac>ve index ãE = 1 ∙ 10DG=(≠/≠\_|) cm2/W [214] and a Gaussian beam. 
On account of the very structured spa>al profile of the pulse at OPA output, and the white-light con>-
nuum generated while argon pressure approaches 1.3 bar in the first cell, the assump>on that the peak 
power is actually lower than es>ma>on for a perfect Gaussian profile can be done. At this regime, Kerr 
self-focusing is expected to be sufficiently weak so that the diffrac>on prevents pulse collapsing and its 
associated break-up in mul>ple filaments. The focal spot diameter under vacuum is es>mated at 
600 µm, leading to an upper peak intensity of 0.3 PW/cm2. To quan>fy the energy losses due to the 
propaga>on in the two broadening stages, the mean power is measured at the output of each stage 
for different pressures of argon. The pressure is gradually increased from vacuum in both cells to 2.5 bar 
in the first cell. Then, the pressure in the second cell is increased up to 2 bar while keeping the first cell 
at 1 bar. The two-stage setup transmission is measured to be more than 85% while the ioniza>on in-
troduces virtually no losses as depicted in Figure 4.1 (c and d). The losses are therefore mainly 
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a[ributed to Fresnel coefficients of the cell windows, which confirms the low plasma density generated 
in the filaments. 

The spectral broadening dependence on argon pressure is shown in Figure 4.1 (a and b) for the two 
filament stages. From 0.6 bar of gas in the first cell, a dis>nct second peak forma>on centered around 
1850 nm appears in the spectrum while the broadening tends to slightly blue shi^ the overall spectrum 
center of mass. The main broadening process involved is via the Kerr nonlinearity ãE induced SPM. A 
>me-dependent nonlinear phase ∞M( = 2πãE/V(v)E/{É (/ is the propaga>on distance, {É is the car-
rier wavelength, ãE is directly propor>onal to the gas pressure and V(v) is the laser electric field) is 
accumulated while the pulse propagates, so that new frequencies (Δi = D }

}~
∞M() are produced in the 

spectrum. The >me-dependent intensity envelope thus produces red-shi^ed components near the lea-
ding edge of the pulse and blue shi^ed ones at the trailing edge. Pure SPM broadening exhibits oscil-
latory behavior, the number of peaks being associated with the maximal acquired nonlinear phase 
∞â#� [79]. The origin of these peaks is the produc>on of the same chirp within the pulse at different 
>mes and their interference. For a symmetric pulse envelope, a SPM broadened pulse should then 
exhibit symmetric peaks around the central carrier frequency. The addi>onal effect of self-steepening, 
however, breaks this symmetry. As the refrac>ve index ã(v) = ãÉ + ãEb(v) is larger in the center of 
the pulse than on the edges, the trailing part of the pulse propagates faster than the center, inducing 
a pulse steepening and eventually an op>cal shock [106]. This temporal asymmetry, in turn, modifies 
the spectrum as the steepness of the slopes on both edges of the pulse become asymmetric. Conse-
quently, the intensity of the red-shi^ed peak is strongly enhanced as compared to the blue-shi^ed 
ones. On the other hand, the spectral broadening on the blue side is wider than on the red side [79]. 
This prominence of the red-shi^ed SPM peak at 1850 nm, as well as the broader blue wing, are well 
observed in Figure 4.1, as the pressure increases from 0.6 bar to 1 bar. Recently, similar red-shi^ing 
behaviors have been shown with few-cycle 800 nm pulses in the filamenta>on regime [215], in the 
same spectral range by filamenta>on in krypton [81] and also with a hollow core fiber [43]. In par>cular, 
the self-steepening process and its associated red-shi^ing appears significant for further compression 
by a transparent bulk material [43]. Increasing the filling argon pressure above 1.5 bar deteriorates the 
pulse-to-pulse stability and the spa>al profile. By coupling with the second propaga>on cell, final op>-
mal pulse characteris>cs were obtained by limi>ng the broadening process of the first stage to the 
spectrum achieved at 1 bar. The broadening in the second filament stage follows similar descrip>on, as 
a clear redshi^ of the main peak together with blue shi^ broadening are observed as soon as the pres-
sure is increased. At 1.3 bar, which corresponded to the highest pressure for stable opera>on, the spec-
trum covers the wavelength range from 1200 to more than 2100 nm with a 400 nm FWHM bandwidth 
and a main peak at 1960 nm. 

Besides spectral broadening, the spa>al interplay of Kerr self-focusing and plasma self-defocusing has 
been pointed to be responsible for filament self-compression [47], [48], [216]. Indeed, the accumula-
>on of nonlinear effects occurring in filamenta>on leads to an important restructuring of the pulse 
>me profile. Self-focusing, self-steepening, and SPM instantaneous effects tend to accumulate the laser 
energy to the ascending side of the pulse, while the photoioniza>on effect tends to cut off the trailing 
part. Possibly, their combina>on can lead to significant >me reduc>on of the pulse. With the loose self-
guiding geometry adopted for this setup and the low-induced plasma density, such phenomenon is 
expected to be limited. The measured pulse dura>on at the output of the 1st and 2nd filament stages of 
respec>vely 59.2 fs and 57.5 fs together with the measured FROG traces (see Figure 4.4 and Figure 4.5) 

-
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indicate that such self-compression, if exis>ng, is limited to a small blue side region of the pulse and is 
not sufficient to efficiently compress all spectral components. 

 

4.3 Filamentation	of	the	2.1	µm	OPA	idler	in	krypton	
In order to take advantage of the jw ∝ {E ⋅ bS wavelength dependence and increase the flux at the high 
SXR spectrum energies, the setup was adapted to be used with the 2.1 µm OPA idler and the broa-
dening cells were reduced to 2 m length to be[er fit on the experiment table. The pulses are focused 
with a 1.25 m concave mirror to an es>mated 450 µm focal diameter under vacuum and is re-colli-
mated by a 2 m focal length mirror a^er the second stage. The 45 fs FWHM measured pulses centered 
around 2.1 µm reach a lower peak power of 2.8 ∙ 10GÉ W because of the reduced efficiency conversion 
of the OPA for longer wavelengths (see sec>on 2.2.1).  

Considering a nonlinear refrac>ve index ãE = 9 ∙ 10DEÉ(≠/≠\_|) cm2/W for argon [214] at 2.1 µm, the 
cri>cal power rises to ™́ © ≅ 7.3 ∙ 1010 W and is beyond the capacity of the OPA source. This deficit of 
peak power to ini>ate the filament can be compensated by increasing the argon pressure to 3 bar or 
by replacing the gas. Krypton, for instance, presents a higher nonlinear index coefficient ãE ≅ 27 ∙
10DEÉ(≠/≠\_|) cm2/W [217], [218]. The cri>cal power is therefore reduced to 2.4 ∙ 10GÉ W at 1 bar 
allowing for self-guided propaga>on with reduced pressure and thinner Brewster cell windows. 

 

 
Figure 4.2  2.1 µm pulse spectral broadening. The black dashed curve is the spectrum at OPA 
output, and the filled grey area is the spectrum a^er 2-stage broadening in 1.2 bar of 
krypton. The spectrum of the pulse displays an important SPM broadening accumulated over 
nonlinear propaga>on. The two argon curves are shown for comparison. Only the blue side 
of the spectrum is measurable with InGaAs spectrometer. 

 

As shown in Figure 4.2, comparable spectral broadening is reached with 1.2 bar of krypton and 3.2 bar 
of argon, confirming previous comparison with ultrashort Ti:Sa pulses [219]. The best broadening con-
di>ons are obtained by direct observa>on of the generated SXR spectrum. As in the case of the 1.8 µm 
pulse (sec>on 4.2), the op>mal pressure parameters for pulse broadening before high harmonic gene-
ra>on are found to be near the threshold for white-light genera>on, occurring when the pulse peak 
power just exceeds the medium cri>cal power ™́ © for self-focusing [220].  
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4.4 Spatial	mode	cleaning	
By looking at the far-field pa[ern of the beam a^er the two filamenta>on stages, the emerging SWIR 
pulse spa>al profile shows an intense quasi-Gaussian core surrounded by a weaker annular SWIR ra-
dia>on. Moreover, the imaged beam shows a more symmetric and smoother intensity profile a^er 
filamenta>on. The presence of the surrounding radia>on ring pa[ern coupled to the blue-shi^ed SPM 
induced wavelengths appearing during broadening may be a mark of the conical emission phenome-
non [221], [222]. The surrounding radia>on ring is visible in Figure 4.3 (b) which compares the spa>al 
beam profile of the SWIR before and a^er filamenta>on.  

 

 
Figure 4.3 1.8 µm spa>al beam profile in the far-field. Measured at the output of the OPA (a) 
and a^er the two-stage filamenta>on setup (b). The x and y scales are given in pixels and 
the rela>ve dimensions may be not conserved. The horizontal (c) and ver>cal (d) profiles are 
also represented for before (blue) and a^er (orange) filamenta>on. 

 

This feature is characteris>c of op>mized filamenta>on schemes, where self-cleaning of the spa>al 
mode occurs [98] and where radial symmetry is observed and discussed in many studies at similar 
propaga>on regime ™Ωd“L©~™́ © [99], [100], [223]. It appears that the mode cleaning effect is mainly due 
to the spa>al dependence of the Kerr induced nonlinear refrac>ve index ãEb(v) to the incoming pulse 
intensity distribu>on. Simula>ons also show that mode self-cleaning in gases can be associated with 
the genera>on of nonlinear X-waves [224]. These X-waves were ini>ally described being nondiffrac>ng 
and nondispersive extended solu>ons to the NLSE [225]. In filaments, high-intensity X-waves can result 
from the amplifica>on of new phase-matched frequencies in three- and four-wave mixing processes, 
and are triggered by the conical emission [226]. Recent simula>ons demonstrated that such phenome-
non can happen even without ioniza>on nor filamenta>on. The symmetriza>on is therefore only de-
pendent on the Kerr effect that generates transverse spa>al wave vectors, redistribu>ng the energy 
and reducing the high spa>al frequencies [98]. 

 

4.5 Sub-two-cycle	pulse	compression	
The temporal characteriza>on of the 1.8 µm pulse is performed using a dispersion-free third-harmonic 
genera>on op>cal ga>ng (THG-FROG, see sec>on 2.3.2) for different pressures of argon and FS plate 
thickness. The pressure in the two broadening gas cells is op>mized in order to achieve the broadest 
final spectrum a^er the two compression stages. This is done by moderately broadens the spectrum in 
the first stage in order to preserve clean temporal and spa>al beam profiles. Figure 4.4 displays the 
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measured FROG traces and associated autocorrela>on (AC) signals for the best 1 bar pressure condi>on 
found in the 1st filamenta>on cell. 

 

 
Figure 4.4 Measured THG-FROG traces and AC pulse dura>on a^er the 1st filamenta>on cell 
and for 0, 1, 2 and 3 mm FS plate compression. For a Gaussian pulse, the intensity envelope 
FWHM dura>on is given by ÄÅÇ

√o
 (where 1#) is the AC FWHM). 

 

A^er the first broadening stage, the about 300 nm FWHM broad spectrum supports a bandwidth-limi-
ted 14 fs pulse dura>on. Using the equa>on 1.5 for GVD chirp compensa>on applied to the 41 fs 
(59.2 fs AC) emerging pulse, the es>mated amount of FS required to maximally compress the pulse is 
2.8 mm as represented in Figure 4.6 (le^). The shortest measured 14.8 fs (20.9 fs AC) pulse for 2 mm 
of FS is therefore in good agreement with the calculated value. A^er compensa>on, the upper limit for 
the peak power is 1.5 ∙ 10GG W, which corresponds to 3 >mes the cri>cal power for self-focusing in 
argon at 1 bar pressure. 

 

 
Figure 4.5 Measured THG-FROG traces and AC pulse dura>on a^er 2nd filamenta>on cell 
and for 0, 1, 2 and 3 mm FS plate compression. The first cell is filled with 1 bar of argon and 
the pulse is compressed with 2 mm FS plate before the second stage leading to a 14.8 fs 
injected pulse. 
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The subsequent filament stage broadens the spectrum to about 400 nm FWHM, suppor>ng a band-
width-limited 11 fs pulse dura>on. Again, the 2.2 mm es>mated amount of FS required to maximize 
the compression of the released 40 fs pulse (see Figure 4.6 (right)) correctly agree with experimental 
data.  

 

 
Figure 4.6 GVD effect of 0,1,2 and 3 mm thick FS windows on the pulse dura>on. The solid 
curve is calculated from equa>on 1.5 and the data are measured by AC a^er 1st (le^) and 2nd 
(right) filamenta>on stages. The AC signals and respec>ve FROG traces are shown in Figure 
4.4 and Figure 4.5. 

 

As already introduced, the use of FS to take advantage of its anomalous dispersion and compensate for 
the posi>ve chirp induced during filamenta>on also influence the TOD. Indeed, all glasses present po-
si>ve TOD over their en>re transmission range. For instance, the 2 mm length FS plate used to com-
press the 1.8 µm pulse a^er filamenta>on, introduces 600 fs3 TOD which stretches a bandwidth-limited 
pulse dura>on from 10 fs to more than 12 fs [79]. Uncompensated TOD thus leading any femtosecond 
pulse to deviate from its transform-limited temporal profile even for zero GDD. Although the retrieved 
temporal profile shown in Figure 4.7 reveals some pedestals, typically revealing residual TOD in the 
pulse, the main peak dura>on of 11.8 fs suggests the presence of nega>ve TOD a^er filamenta>on. The 
la[er being a[ributed to the self-steepening effect, as previously discussed by B.E. Schmidt et al. [42], 
[97], and also observed for spectral broadening in hollow core fibers [43]. 

 

 
Figure 4.7 THG-FROG reconstruc>on of the op>mized compressed 1.8 µm pulse. Le^: THG-
FROG measured trace and the mul> algorithm retrieved trace. Right: normalized comparison 
in the spectral and >me domain of the OPA idler (input) and the same pulse a^er broadening 
and compression (measured). The input spectrum is centered at 1.79 µm with a 145 nm 
bandwidth and the measured spectrum shows a main peak shi^ed at 1.96 µm and is 400 nm 
wide at FWHM. The retrieved phase (right axis) is given for the compressed pulse only. 

 

The final temporal characteriza>on of the 1.8 µm pulse is carried out with full spa>al coupling of the 
pulse with the THG-FROG. The retrieved pulse spectrum is in good agreement with an independent 
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and direct measure with the InGaAs spectrometer. The retrieved temporal profile shows that the pulses 
are compressed by a factor of 4, down to 11.8 fs as summarized in Figure 4.7. With these characteris-
>cs, the peak power of the pulse reaches as much as 0.2 TW, for an average power of 2.1 W. 

 

4.6 Extended	SXR	spectrum	generated	in	helium	
The combina>on of 0.2 TW peak power with short intensity rise >me allows to efficiently generate 
harmonics in helium. The HHG geometry describes in sec>on 2.4.1 leads to a high enough intensity for 
strong tunnel-ioniza>on process, whereas the reduced free-electron density in the high-pressure gas 
target before the arrival of the main electric field increases the high energy side of the converted signal 
levels over the detec>on limit [227]–[229]. The strong intensity gradient of the driver determining the 
maximum field strength that atoms are exposed to before the ejec>on of an outer electron and the 
drama>c drops of their polarizability. 

The SXR generated spectrum shown in Figure 4.8 is calibrated in energy and intensity following the 
procedure described in sec>on 0 and the absorp>on lines observed from TiO2 nanopar>cles deposited 
on a Si3N4 substrate of 50 nm thickness. As comparison, a typical HHG spectrum generated in neon 
with the uncompressed pulse is shown to emphasize the SXR photon energy extension. For an equiva-
lent energy of 2 pJ per laser pulse around the carbon K-edge region, the helium-based harmonic con-
>nuum cut-off reaches 570 eV, represen>ng a full coverage of the water window. The overall stability 
combined with the kHz pulse repe>>on rate allows for transient absorp>on measurement in similar 
condi>ons and >me scale as previously reported in Chapter 3 [50]. For instance, the sta>c TiO2 nano-
par>cles transmi[ed spectrum acquisi>on was averaged over 30 s. 

 

 
Figure 4.8 SXR extended high harmonic spectrum a^er compression of the driver. In orange, 
the SXR generated in neon with the uncompressed 45 fs, 1.8 µm pulse. In blue, the spectrum 
generated in helium with the 11.8 fs, 1.8 µm short pulse. The genera>on is achieved with 
different target geometries and are overlapped to emphasis the 200 eV increase of the cut-
off. The black curve corresponds to the transmi[ance of TiO2 nanopar>cles deposited on a 
Si3N4 substrate. The white lines indicate the energies of the carbon (C) K-edge at 285 eV, the 
nitrogen (N) K-edge at 407 eV, the >tanium (Ti) L-edge at 454 eV and the oxygen (O) K-edge 
at 534 eV. Adapted from [31] 

 

When genera>ng high harmonics with the 2.1 µm pulse, the cut-off extends to more than 600 eV as 
shown in Figure 4.9. Though the SXR overall flux is globally lower than with the 1.8 µm wavelength 
because of the reduced efficiency conversion of the OPA source and the reduced single-atom yield 
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scaling with λD£.£ [80], the high-energy region of the spectrum presents a higher signal-to-noise ra>o 
so that the measurement of the oxygen K-edge (534 eV) is improved. This is depicted by the TiO2 na-
nopar>cle measurement realized with similar experimental condi>ons as with the 1.8 µm pulse (Figure 
4.8, solid line). 

 

 
Figure 4.9 SXR high harmonic spectrum generated in helium with the 2.1 µm short pulse. 
The genera>on is achieved in 4 bar of helium over 4 mm. The black curve corresponds to the 
transmi[ance of TiO2 nanopar>cles deposited on a Si3N4 substrate as for results presented 
by Figure 4.8. The dashed curve is extracted from the CXRO database [88]. 

 

While HHG with long driver pulses typically results in the emission of a train of a[o-bursts resul>ng 
from the interac>on of the atomic gas with each wave cycle of the electric field, the op>mized sub-two 
op>cal cycle SWIR pulse limits the recombina>on to an almost single wave cycle as shown in Figure 1.5 
(right) [230], [231]. However, single SXR pulse extrac>on and rela>ve a[ochirp characteriza>on is out-
side the scope of this work and should be inves>gated in the future.  

Finally, the conserva>on of the phase rela>on between the carrier wave and the pulse envelope over 
the filamenta>on process [46], validates the full compa>bility of the pulse presented here with CEP 
stabiliza>on. The f-2f interferometer feedback loop, presented in sec>on 2.3.3, that compensates for 
CEP dri^s in the last amplifica>on stage of the OPA can therefore be coupled to the output of the com-
pression setup in order to stabilize the cut-off region of the SXR spectrum for increased pump-probe 
signal-to-noise ra>o. 

 

4.7 Discussion	
Genera>on of high harmonic isolated pulses in the water window relies on high ioniza>on poten>al 
gases such as helium and long wavelength sub-two-cycle driving sources. For >me-resolved spectros-
copic inves>ga>ons like SXR transient absorp>on, a high flux is greatly appreciated, which requires high 
peak power SWIR sources with high repe>>on rates. In par>cular, recent inves>ga>ons based on post-
compression in hollow core fibers have shown that both high flux and cut-off frequencies at the oxygen 
K-edge [32], [33] are achievable.  

While gas-filled hollow core fibers represent a key technique to produce ultrashort pulses, they s>ll 
contain serious limi>ng factors. The maximal supported energy for damage threshold is about 1 mJ, 
while poin>ng instabili>es of the input beam directly induce unwanted energy and pulse parameter 
fluctua>ons at output [232], requiring beam poin>ng stabiliza>on for good coupling. As an a[rac>ve 
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alterna>ve, the filamenta>on-based pulse compression setup presented in this work and associated 
smooth HHG spectra covering the whole water window provides comparable performances. As com-
pared to hollow core fibers, filamenta>on provides significant advantages while coupled to demanding 
experiment such as SXR transient-absorp>on spectroscopy. Due to the absence of waveguide in the 
broadening scheme, the alignment is greatly simplified, and the induced op>cal damage probability is 
significantly reduced. In addi>on, the good transmission efficiency of the full setup as compare to hol-
low core capillary-based schemes [42]–[45], allows to take advantage of most of the high average po-
wer delivered by the commercial laser system. The two-stage pulse compression arrangement [46], 
[233] allows achieving larger broadening and cleaner pulse shapes as the group delay dispersion is 
temporally op>mized in the middle of the process. Moreover, the reduced required overall cell dimen-
sion allows for loose focusing geometries in a standard laboratory room. 

The results presented in this chapter demonstrate that self-guided schemes are suitable for efficient 
pulse compression and genera>on of clean SWIR driving pulses for HHG covering the full water window. 
Actually, moving to a longer wavelength provides a factor 5 in the cri>cal power (from 800 nm to 
1.8 µm) before modula>onal instability amplifies, while opera>ng in the SWIR (l>1.4 µm) spectral 
range allows simple compensa>on of the chirp by the anomalous dispersion of common op>cal mate-
rials. By analyzing the evanescent pulse in the far field, it is obvious that the self-mode-cleaning effect 
significantly improves the beam quality of the pulse, leading to be[er focusability and enhanced HHG. 
During the characteriza>on of the pulse compression, the best condi>ons for a smooth spectrum and 
temporal profile were always found for gas pressures set in order to be at the threshold for white-light 
genera>on in the second stage of filamenta>on.   
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Experimental	results	of	TR-XAS	in	liquids	

This chapter presents TR-XAS measurement results in the liquid phase. By coupling a vacuum 
flat jet interac>on chamber with the HHG water window source described in chapter 2 and taking ad-
vantage of the cut-off extension presented in chapter 4, the induced reac>on is tracked simultaneously 
from the carbon and nitrogen K-edges at sub-100 fs >me resolu>on. Measurements were performed 
on the liquid pyridine (C5H5N) excited by ultrashort NIR pulses in the high intensity regime and transient 
X-ray absorp>on near-edge structure (XANES) modifica>ons were observed.  

  

Chapter 5 
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5.1 Introduction	
Extending the cut-off of the SXR source to cover the full water transparency window as discussed in 
chapter 4 [31] and taking advantage of the vacuum flat jet system recently developed at ETH allowed 
following photo-induced chemical reac>ons of molecules in the liquid phase with femtosecond >me 
resolu>on. These measurements demonstrate the compa>bility of the developed tabletop so^ X-ray 
source with such type of experiments. The liquid form of the sample molecules (pure or in solu>on) 
allow performing measurements under condi>ons closer to the natural bio environment. In addi>on, 
it allows rapid sample renewal. 

In this chapter mostly the experimental measurement results and the corresponding spectral analysis 
are presented. The in-depth theore>cal calcula>ons of the strong-field induced dynamics are underway 
and are omi[ed from this chapter as it is beyond the scope of this thesis. 

Because of its chemical composi>on consis>ng of carbon and nitrogen, the pyridine molecule C5H5N is 
a good candidate for the first >me-resolved measurement in the liquid phase by looking simultaneously 
at two absorp>on edges in the water window. The C5H5N molecule is the simplest heterocyclic azoben-
zene containing one nitrogen atom that replaces a CH group in the benzene ring. This typical ring struc-
ture can be found in a wide range of pharmaceu>cal compounds like vitamins B3 and B6, and many 
agrochemical products such as bactericide, insec>cides and herbicides [234].  

From a purely sta>c point of view, a recent XANES study comparing gas to pure liquid pyridine with 
synchrotron using a transmission-type liquid flow cell, reported only very small energy shi^s (0.1 eV) 
arising from the difference in the intermolecular distance of the an>parallel displaced structures [235]. 
The photodissocia>on of pyridine in the gas phase has been previously observed using transla>onal 
spectroscopy [236] and mul>mass ion imaging [237] techniques when excited using 193 nm pulses. 
Furthermore, the vacuum ultraviolet 16 to 27 eV range induced photodissocia>on has been studied 
using photon-induced fluorescence spectroscopy (PIFS) [238] at synchrotron facili>es. The photoexci-
ta>on at 193 nm revealed the elimina>on of a hydrogen atom directly from the closed ring together 
with five other two-body dissocia>on channels, yielding HCN, CH3, C2H4, C3H3 and C2H2 fragments [237], 
[239]. Moreover, DFT and ab-ini5o calcula>ons of the poten>al energies for many dissocia>on path-
ways have shown that isomeriza>on of the molecule accompanied by hydrogen atom migra>on occurs 
before dissocia>on [237]. Besides, calcula>ons have shown that the pyridine ring opening by C–N bond 
rupture is favorable because of a low ac>va>on barrier [240]. In its neutral ground state, the highest 
occupied molecular orbitals HOMOs of pyridine have been calculated to be the 1b1 (1π), 2b1 (2π), and 
1a2 (3π) orbitals. The LUMOs are the 2a2 (1π*) and the 3b1 (2π*) [241]. The ver>cal ioniza>on energies 
of the first two ionic states of pyridine, 2A1 and 2A2 have been recently measured to be 9.55 and 9.85 eV, 
respec>vely [242]. 

In addi>on to the measurements performed on C5H5N, this chapter also includes measurements in 
liquid ethanol C2H6O. This demonstrates the possibility of measurement at the oxygen K-edge in liquid. 
Due to the extremely fast dynamics induced by single strong-field ioniza>on in ethanol, it is used as a 
benchmark for op>miza>on of the experimental parameters.  
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5.2 Time-resolved	XANES	of	C5H5N	
In order to inves>gate the ultrafast reac>on of pyridine (C5H5N) under strong field ioniza>on, the flat 
jet system described in sec>on 2.4.3 was coupled to the transient absorp>on beam line described in 
Chapter 2. The ioniza>on of C5H5N in the liquid phase (HPLC grade) is induced by a 30 fs NIR pulse 
centered at 1300 nm delivering 5 ∙ 10Gö	W/cmE at focus posi>on (see sec>on 2.3.4). The lowest ioni-
za>on poten>al of 9.6 eV has been reported by photoelectron spectroscopy studies in gaseous pyri-
dine [243]. Considering a single ioniza>on process and a strong-field regime with Keldysh parameter 
ÅÇ ≅ 0.8, the ioniza>on frac>on of the sample is roughly es>mated to be 24% using the Yudin-Ivanov 
model (see sec>on 1.2.5) as shown in Figure 5.1 (le^). 

 

    
Figure 5.1 Le^: calcula>on of the mul>photon ioniza>on frac>on of pyridine (IP=9.6 eV) 
using the Yudin-Ivanov non-adiaba>c model for the strong field parameters of this 
experiment. The ADK model is also represented as comparison. Right: comparison of the 
measured sample transmission (solid blue) with data extracted from the CXRO database [88] 
for liquid C5H5N of 1 µm thickness (dashed blue). The orange curve shows the measured 
DOD spectrum at Dv=500 fs. The effect of the strong laser field is visible simultaneously at 
the carbon (284 eV) and nitrogen (404 eV) edges. A representa>on of the C5H5N molecule is 
also shown. 

 

Following the transient absorp>on method described in sec>ons 2.5.6 and 2.6, the spectra transmi[ed 
through neutral pyridine bÉ(Dv) (i.e. with pump off) and excited pyridine b(Dv) (i.e. with pump on) are 
recorded at 13 delay >mes of 100 fs between the pump and the SXR probe pulses. In addi>on, the SXR 
spectrum without sample interac>on b©LH is measured before and a^er each scan. For these measure-
ments, the G3 configura>on of the spectrometer was used (see sec>on 2.5) providing the resolu>ons 
of 0.5 eV and 0.9 eV at the carbon and nitrogen K-edges respec>vely. To prevent from transmi[ed and 
sca[ered infrared light of the pump beam, a 100 nm thick >tanium metallic filter was installed at the 
entrance of the spectrometer chamber. The calibra>on of the spectrum is based on the carbon K-edge 
of C2H6O at 288 eV, the strong N 1sàπ* transi>on in N2 gas at 401 eV and the Ti L2,3-edges at 454 eV 
[88] coming from the metallic filter. Figure 5.2 shows a typical scan acquired between Dv=-150 fs and 
Dv=1150 fs and represented using equa>ons 2.10 and 2.11. 

Figure 5.1 (right) shows the measured transmission Ã = b/bÉ through the pure pyridine liquid jet to-
gether with data extracted from the CXRO database [88] for liquid C5H5N of 1 µm thickness. The good 
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agreement between the two curves confirms the es>mated 1 µm of the interac>on length (see sec-
>on 2.4.3). 

 

 
Figure 5.2 Time-resolved XANES of liquid pyridine. Le^: a waterfall representa>on showing 
the change in the XAS (DOD) as a func>on of photon energy and >me delay. The posi>ve 
delay >mes indicate that the SXR pulse follows the strong field excita>on. The third >me step 
is highlighted to emphasize the transient structure appearing just a^er the excita>on. Right: 
a surface representa>on of the carbon K-edge absorp>on region showing the new feature 
appearing as a shoulder at the low-energy side of the main peak for posi>ve delays. This 
scan was taken in 13 >me steps separated by 100 fs from Dv=-200 fs to Dv=1100 fs. For each 
>me-step, 10 measurments of both bÉ(Dv) and b(Dv), acquired over 6 s each, are averaged 
together leading to a complete scan acquisi>on >me of 30 min. 

 

From the DOD representa>on of Figure 5.2 (le^) it is possible to make the following observa>ons. Im-
mediately a^er excita>on, a global increase in the absorp>on occurs between 280 and 288 eV and is 
par>ally separated by a local minimum around 284 eV. This energy region is located just below the 
previously calculated carbon atom IP=292.5 eV in pyridine [244]. The valley between the two features 
corresponds to the posi>on of the main absorp>on peak shown in Figure 5.2 (right) and detailed in 
Figure 5.3. In Figure 5.2 (le^), the most notable transient feature is observed in the 50 to 150 fs >me 
window around 282 eV and might correspond to an ini>al broadening of the main transi>on towards 
lower energies or the appearance of a new allowed transi>on. A^er 150 fs, the amplitude of this tran-
sient feature decays, leading to a narrowing of the DOD signal un>l 800 fs delay. Between 150 and 
800 fs the measured signal is almost constant which is the signature of a stabilized structure. A^er 
800 fs and un>l the end of the scan, the measured signal broadens again toward the low energies. The 
evolu>on of the carbon and nitrogen XANES together with some transi>on assignments are detailed in 
the following sec>ons. 

 

5.2.1 Carbon	1s	XANES		
In order to get more insight from the measured data, the carbon XANES is extracted at two different 
delay windows and compared to the neutral structure. The XANES of neutral pyridine presented in 
Figure 5.3 (le^) is dominated by the intense band A centered at 284.5 eV and a[ributed to the carbon 
1sà1π* transi>on. At higher energy, a second resolved features B centered at 286.4 eV is also visible. 
The energy separa>on between peaks A and B is 1.9 eV which promotes the assignment of the B band 
to 1sà2π* transi>on [245] or to a 1sà3ss/s*C-H of final valence-Rydberg mixed orbital [241]. The 1π* 
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and 2π* orbitals derive from the 1π* degenerate orbital of benzene C6H6 (D6h symmetry), which splits 
to b1 (1π*) and a2 (2π*) orbitals in pyridine (C2v symmetry) by symmetry lowering [246]. Note that the 
asymmetry of the A transi>on, previously reported from observa>ons and quantum calcula>ons [235], 
[245]–[247] and a[ributed to the different contribu>ons of the ortho-, para- and meta-carbon sites to 
the total absorp>on could not be resolved here due to the limited resolving power of the spectrometer 
as compared to synchrotron measurements. 

 

 
Figure 5.3 C K-edge XANES of pyridine for 3 temporal windows of the >me-resolved 
measurements. The strong absorp>on edge contribu>ons have been removed using an 
iden>cal error func>on centered around IP=292.5 eV. The number of Voigt fiÅng func>ons 
has been chosen according to previously published DFT calcula>ons [244] and is the 
minimum to correctly reproduce the spectra below the IPs. Le^: spectrum of the neutral 
corresponding to the average over the full “pump OFF” >me scan. Middle: the delayed >me 
step highlighted in Figure 5.2 (le^) corresponding to the transient structure observed 
between 50 fs and 150 fs >me delays. Right: stabilized structure of averaged “pump ON” 
>me steps between 150 fs and 800 fs >me delays. In order to highlight the changes in the 
spectra induced by the strong field interac>on, the neutral spectrum is represented by the 
gray shaded area. 

 

In Figure 5.3 (middle) represen>ng the first step a^er Dv=0 fs, the shoulders at the low-energy side of 
the main transi>on require two Voigt func>ons C and D to be reproduced. The observa>on of a similar 
pre-edge broadening effects occurring on a short >me scale a^er excita>on of 1,3-cyclohexadiene C6H8 
ring structure has previously been a[ributed to a transient feature accoun>ng for the 1s→2π transi>on 
[34]. This 2π orbital being the HOMO of the C6H8 ring in its ground state, the short life>me of the hole 
generated by photoelectron excita>on indeed leads to a new transient feature on the pre-edge side. 
Such explana>on supports the a[ribu>on of the transient structure observed just a^er strong field to 
the pyridine ca>on (C5H5N)+. 

 

Table 5.1 XAS transi>on assignment of the measured neutral C5H5N carbon XANES and energy 
comparison with previously reported XAS data. 
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The stabilized structure measured between 150 fs and 800 fs >me delays and shown in Figure 5.3 (right) 
require deeper inves>ga>ons of both calcula>ons and measurements in order to be correctly under-
stood. Indeed, mul>ple direct dissocia>on channels together with ring opening induced dissocia>on 
channels have been previously reported from UV photoexcita>on studies [234], [237] and the future 
calcula>ons will allow assignment of long-wavelength ioniza>on induced reac>on pathways. The main 
observa>on is the disappearance of the D transient feature and a narrowing of the pre-edge shoulder 
induced by feature C. As compared to the neutral structure, the main band A also appears to be slightly 
broadened such that feature B at the high energy side is less resolved.  

 

5.2.2 Nitrogen	1s	XANES	
 

 
Figure 5.4 N K-edge XANES of pyridine extracted from the >me-resolved measurements of 
Figure 5.1 (right). The absorp>on edge contribu>ons have been removed using an iden>cal 
error func>on centered around IP=404.9 eV. The number of Voigt fiÅng func>ons has been 
chosen according to previously published DFT calcula>ons [244] and is the minimum to 
correctly reproduce the spectra below the IPs. Le^: spectrum of the neutral corresponding 
to the average over the full “pump OFF” >me scan. Right: structure of averaged “pump ON” 
>me steps between 150 fs and 1000 fs >me delays. To directly compare the changes in the 
spectra induced by the strong field interac>on, the neutral spectrum is represented by the 
gray shaded area. 

 

From the measured >me scan shown in Figure 5.2 it is possible to observe the effect of the strong field 
ioniza>on by looking at the spectrum of pyridine below the N 1s ioniza>on threshold. As for the C 1s 
XANES representa>on, the strong absorp>on edge of nitrogen has been removed using an error func-
>on centered around 404.8 eV [244]. The extracted data are shown in Figure 5.4 together with fi[ed 
absorp>on peaks. The neutral C5H5N spectrum is dominated by peak B at 399 eV ascribed to the N 
1sà1π* transi>on [235], [244]. The asymmetric line shape at the low-energy side due to the non-fully 
resolved structure A has been previously observed and calculated to be the signature of a vibra>onal 
fine structure in pyridine [246]. Just below the ioniza>on threshold, the second strong feature C cen-
tered around 403.8 eV is assigned to the N 1sà3π* transi>on characterized by a mixture of valence 
and Rydberg character [246]. SpliÅng between peaks B and C is about 4.8 eV. 
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Feature Assignment 
transi>on 

This work 
eV 

FWHM 
 eV 

Liquid [235] 
 eV 

Gas [244] 
 eV 

A  396.8 2.0 - - 
B 1sà1π* 399 2.8 398.8 398.7 
C 1sà3π* 403.8 3.9 - 402.7 

Table 5.2 XAS transi>on assignment of the measured neutral C5H5N nitrogen XANES and energy 
comparison with previously reported XAS data. 

 

When looking at the stabilized structure measured between 150 fs and 800 fs >me delays from the N 
XANES shown in Figure 5.3 (right) the following observa>ons are done. Similar to the carbon spectrum, 
the main feature B appears to be slightly broadened and the Voigt fiÅng retrieved a FWHM of 3.5 eV 
instead of the 2.8 eV found for the fit of the neutral spectrum. The shoulder-like feature A a[ributed 
to a vibra>onal structure in the neutral molecule is here redshi^ed and seems to broaden as well from 
an ini>al 2 eV to 3.2 eV FWHM. The C band also slightly redshi^s by 1 eV and tends to narrow from 
3.9 eV to 2.8 eV FWHM. Although the most important change is the appearance of the new feature D 
around 390.3 eV that is not visible in the XANES of the neutral structure.  

 

5.3 Time-resolved	measurment	of	C2H6O		
Besides the measurements of pyridine, TR-XAS of liquid ethanol C2H6O was also performed under sim-
ilar experimental condi>ons. As the oxygen K-edge (540 eV) is located at higher energy than the Ti L2,3-
edges (454 eV), the >tanium filter placed at the entrance of the spectrometer was replaced by an alu-
minum one that has high transmission in this spectral range (>80% at 540 eV for 100 nm thickness 
filter). Considering a single ioniza>on process with Keldysh parameter ÅÇ ≅ 0.85, the ioniza>on frac-
>on of the sample is es>mated to be approximately 5% using the Yudin-Ivanov model (see sec>on 
1.2.5). This lower ioniza>on frac>on, as compared to pyridine, is explained by the slightly higher ioni-
za>on poten>al of C2H6O (IP=10.5 eV [248]).  

 

       
Figure 5.5 XAS measurements of liquid C2H6O. Le^: transmission of ethanol (EtOH) together 
with the SXR spectrum. The absorp>on step around 540 eV shows the oxygen K absorp>on 
edge in liquid ethanol. Right: a waterfall representa>on showing the change in the XAS 
(DOD) as a func>on of photon energy and >me delay. The posi>ve delay >mes indicate that 
the SXR pulse follows the strong field excita>on. 
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The DOD >me evolu>on shown in Figure 5.5 (right) clearly indicates dynamics induced by the intense 
NIR pulse. The band appearing in DOD scan precisely at Dv=0 fs corresponds to the instantaneous effect 
of ioniza>on is stable over >me. The XANES analysis exhibits no pre-edge structure and the peak visible 
from the DOD representa>on is a[ributed to a global energy shi^ of the carbon K edge of the ca>on. 
Such interpreta>on is supported by ab-ini5o calcula>ons using the Q-Chem quantum chemistry pack-
age showing only a very weak pre-edge feature at the carbon K edge appearing upon ioniza>on. Nev-
ertheless, these calcula>ons predict a strong pre-edge feature induced by ioniza>on at the oxygen K-
edge with an energy separa>on of almost 8 eV from neutral features. Moreover, a significant change is 
expected in the overall oxygen XANES that should be visible in the TR-XAS measurements. This will be 
inves>gated in the future by op>mizing the cutoff region of the SXR spectrum, acquiring over longer 
exposure >mes and increasing the pump intensity. 

 

5.4 Summary	
The first >me-resolved measurement of strong-field induced chemical reac>on in liquid pyridine has 
been performed by simultaneous measurement of TR-XAS at carbon and nitrogen K-absorp>on edges. 
These results demonstrate the compa>bility of the developed tabletop so^ X-ray source with TR-XAS 
measurements of molecules in the liquid phase over the water window with femtosecond >me reso-
lu>on.  

From the observa>ons of the first 1200 fs delay a^er ioniza>on, it has been possible to iden>fy two 
different molecular structures along the reac>on path. The first transient structure was a[ributed to 
the pyridine ca>on (C5H5N)+ which is observed during only 100 fs a^er the strong field pump pulse. At 
longer delays, the ca>on signature decays and a second long-living structure was observed. Advanced 
quantum calcula>ons will help to correctly assign the measured electronic structure to pyridine iso-
mers or fragments.  

The XANES analysis was performed on the measured spectra by elimina>ng the strong edge contribu-
>on and fiÅng Voigt func>ons to the absorp>on bands. This analysis allowed iden>fying transi>ons 
corresponding to the observed structures at the carbon and nitrogen K-edges and is in good agreement 
with previously published synchrotron measurements.   

Finally, the performed measurements in liquid ethanol C2H6O demonstrate the possibility of accessing 
the oxygen K-edge in liquid samples. This opens the possibility of studying aqueous solu>ons of com-
plicated bio-compounds in the future.   
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Concluding	remarks	

Probing the ultrafast structural dynamics of ma[er with high selec>vity and temporal resolu-
>on, be in the gas or the condensed phase, is a challenging and fascina>ng field of research. The access 
to the >me scales of the early processes involving charge migra>on and charge transfer mechanisms, 
for example, offers the poten>al to promote op>mal reac>on pathways and reduce the effect of the 
compe>ng ones. Such effort can be expected to lead to more selec>ve catalysts, be[er energy-storage, 
faster data-transmission systems, and more efficient photovoltaic cells [249]. Clearly, these fundamen-
tal mechanisms can be inves>gated and possibly controlled only if a suitable experimental framework 
is developed.  

This thesis work contributed to the field of ultrashort SXR pulse genera>on by demonstra>ng the fea-
sibility of using pulse compression filamenta>on techniques in the SWIR regime to efficiently realize 
further energy upconversion by HHG. Thanks to these advancements, we succeeded in the observa>on 
of molecular photodissocia>on in the gas phase and field induced modifica>ons in the liquid phase. 
The main results can be summarized as follows. 

With the first version of the experimental setup, tabletop transient-absorp>on spectroscopy was 
demonstrated within the water window at the carbon K-edge (around 300 eV) and at the lower energy 
lying sulfur L-edges (160-250 eV) [50]. By achieving the highest >me resolu>on of all X-ray studies re-
ported to date, this work resolved and elucidated previously unobserved chemical reac>ons in the 
electronic ground states of CF4

+ and SF6
+ in the gas phase. The complete photodissocia>on process of 
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CF4 into CF3
++F has been monitored with 40 fs >me resolu>on from the carbon 1s core electronic level. 

The important chemical shi^ of almost 10 eV induced by symmetry lowering allowed determining a 
maximal >me dura>on of 152 fs un>l full molecular rearrangement together with the monitoring of 
previously reported vibra>onal modes in CF3

+. Applying the same method to SF6, confirmed the obser-
va>on of Rydberg-valence mixing induced by chemical reac>ons and the ability of TR-XAS to monitor 
the evolu>on of unoccupied orbitals during molecular dissocia>on with unprecedented levels of detail. 

With the objec>ve to fully cover the water transparency window, we introduced a scheme for shorten-
ing the SWIR HHG driving pulse to less than 12 fs by using an original low-loss and efficient pulse com-
pression procedure based on cascaded filamenta>on in two long gas cells. Combined with a custom 
differen>al pumping design capable of sustaining high-pressure of helium, the resul>ng SXR pulse en-
ables transient-absorp>on measurements up to the oxygen K-shell absorp>on edge [31]. Moreover, 
the absence of waveguide in the proposed assembly considerably reduces the complexity of the op>cal 
setup as compared to equivalent state-of-the-art experiments. 

Thanks to the improvement of the source, we were able to obtain a first observa>on of femtoseconds 
TR-XAS photoinduced signal from molecules in the liquid phase. Following a short NIR pulse, the XANES 
profile modifica>ons were tracked simultaneously at the carbon and the nitrogen K-edges.  

All of of these results are expected to have significant implica>ons for the inves>ga>on of ultrafast 
structural dynamics, including processes occurring at conical intersec>ons. The developed high-har-
monic source has a range of unique advantages for >me-resolved spectroscopy, for instance, enhanced 
signal-to-noise ra>o enabled by the high repe>>on rate of the source, femtosecond temporal resolu-
>on and excellent temporal synchroniza>on. Our successful demonstra>on of >me-resolved XAS, 
which possesses high sensi>vity to unoccupied molecular orbitals, can be a powerful complement to 
other techniques such as >me-resolved high-harmonic spectroscopy and >me-resolved photoelectron 
spectroscopy, which map the occupied molecular orbitals. Such tabletop experiments can be realized 
at the laboratory scale, which offers several advantages as compared to large-scale facili>es in terms 
of logis>cs, op>miza>on of the sample prepara>on procedures and long-term improvement possibili-
>es. 

In the future, the element sensi>vity of XANES should be extended to the study of EXAFS with femto-
second temporal resolu>on that will add local geometric informa>on in addi>on to the electronic struc-
ture currently monitored. With the current configura>on of the setup, the measurement of biomole-
cules in aqueous solu>ons is in principle feasible. This research avenue could pave the way for studying 
ultrafast mechanisms in biologically relevant systems, including, for instance, thymine basis dimeriza-
>on in DNA upon UV absorp>on, or charge transfer in porphyrins. The same is true for experiments in 
the solid state, which s>ll require specific a[en>on because of the issue of sample renewal. For in-
stance, the inves>ga>on of weak field effects on >tanium dioxide (TiO2), might provide new insights for 
evalua>ng the transport mechanisms of charges upon light absorp>on in solar energy applica>ons. 
Finally, the recent emergence of op>cal parametric chirped-pulse amplifica>on OPCPA laser systems is 
presently a very promising method to efficiently generate high harmonics with longer wavelengths and 
reaching even higher photon energies with high repe>>on rate [18]. As many inner-shell absorp>on 
edges of cataly>c, magne>c and strongly correlated electron systems (Fe, Co, Ni, Cu) lie at photon en-
ergies up to the keV, accessing this regime will create breakthrough opportuni>es in the use of light 
sources such as the one developed during this thesis.   
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A
.1 Table	of	X-ray	excitation	energies	of	the	elem

ents	

 
Figure 5.6 Table of X-ray excita>on energies of the elem

ents. The transi>ons lying in the 150-
540 eV energy range are highlighted in yellow

. Data from
 [250], adapted from

: M
. N

ew
ville 

 

H 1 He 2 
0.014 

X-ray Excitation Energies of the Elements 
0.025 

Li 3 Be 4 Symbol z Cu 29 B 5 C 6 N 7 0 8 F 9 Ne 10 
0.055 0.112 K • 8.979 0.188 0.284 0.402 0.537 0.686 0.867 

L, • 1.100 
L u • 0.952 
L 1n • 0.932 

N a 11 Mg 12 A l 13 Si 14 P 15 S 16 Cl 17 Ar 18 
1.072 1.305 1.560 1.839 2.149 2.472 2.822 3.202 

0.063 Energies are in Ke V 0 .087 0.118 0.153 0.193 0.238 0.287 
0.050 0.073 0. 100 0.136 0.164 0.202 0.251 
0.049 0.072 0.099 0.135 0.162 0.200 0.248 

K 19 Ca 20 Sc 21 Ti 22 V 23 Cr 24 Mn 25 Fe 26 Co 27 Ni 28 Cu 29 Zn 30 Ga 31 Ge 32 As 33 Se 34 Br 35 Kr 36 
3.607 4.038 4.493 4.965 5.465 5.989 6.540 7.112 7.709 8.333 8.979 9.659 10.367 11.104 11.868 12.658 13.474 14.322 
0.341 0.400 0.463 0.531 0.604 0.682 0.754 0.842 0.929 1.012 1.100 1.196 1.302 1.414 1.530 1.653 1.782 1.920 
0.297 0.350 0.404 0.461 0.520 0.584 0.650 0.720 0.793 0.872 0.952 1.044 1.142 1.249 1.360 1.477 1.596 1.726 
0.295 0.346 0.399 0.454 0.512 0.574 0.639 0.707 0.778 0.855 0.932 1.021 1.115 1.218 1.325 1.436 1.550 1.675 

Rb 37 Sr 38 y 39 Zr 40 Nb 41 Mo 42 Tc 43 Ru 44 Rh 45 Pd 46 Ag 47 Cd 48 In 49 Sn 50 Sb 51 Te 52 I 53 Xe 54 
15.200 16.105 17.080 17.998 18.986 19.999 21.045 22.117 23.220 24.350 25.514 26.711 27.940 29.200 30.491 31.813 33.169 34.582 

2.065 2.216 2.373 2.532 2.698 2.866 3.043 3.224 3.412 3 .605 3.806 4.018 4.238 4.465 4.698 4.939 5.188 5.452 
1.863 2.007 2.156 2.307 2.465 2.625 2.793 2.967 3.146 3 .330 3.524 3.727 3 .938 4. 156 4.381 4.612 4.852 5.100 
1.805 1.940 2.080 2.223 2.371 2.520 2.677 2.838 3.003 3.173 3.351 3.537 3.730 3.929 4.132 4.341 4.557 4.781 

Cs 55 Ba 56 La 57 Hf 72 Ta 73 w 74 Re 75 Os 76 Ir 77 Pt 78 Au 79 Hg 80 Tl 81 Pb 82 Bi 83 Po 84 At 85 Rn 86 
35.985 37.441 38.925 65.351 67.414 69.524 71.676 73.872 76.112 78.395 80.723 83.103 85.528 88.006 90.527 98.417 

5.713 5.987 6.267 11.272 11.680 12.098 12.525 12.964 13.424 13 .892 14.353 14.846 15.344 15.860 16.385 18.055 
5.359 5.624 5.891 10.739 11.136 11.542 11.957 12.384 12.824 13.273 13.733 14.209 14.698 15.198 15.708 17.334 
5.01 2 5.247 5.483 9.561 9.881 10.204 10.534 10.871 11.215 11.564 11.918 12.284 12.657 13.035 13.418 14.612 

Fr 87 Ra 88 Ac 89 

Ice 58 IPr 59 INd 60 IPm 61 Ism 62 IEu 63 IGd 64 1Tb 65 IDy 66 IHo 67 IEr 68 ITm 69 IYb 70 ILu 71 I 
40.444 41.991 43.569 45.184 46.835 48.520 50.240 51.996 53.789 55 .618 57.486 59.390 61.332 63.314 
6.549 6.835 7.126 7.428 7.737 8.052 8.376 8.708 9.047 9.395 9.752 10.116 10.488 10.870 
6.165 6.441 6.722 7.013 7.312 7.618 7.931 8.252 8.581 8.919 9.265 9.618 9.978 10.349 
5.724 5.965 6.208 6.460 6.717 6.977 7.243 7.515 7.790 8.071 8.358 8.648 8.943 9.244 

Th 90 Pa 91 u 92 Np 93 Pu 94 Am 95 Cm 96 Bk 97 Cf 98 Es 99 Fm 100 Md 101 No 102 Lr 103 
109.649 115.603 121.760 

20.470 21. 756 23.095 
19.692 20.947 22.263 
16.300 17.167 18.053 


