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ABSTRACT
The T1 relaxation time measured in nuclear magnetic resonance experiments contains information about electric field gradient (EFG) fluc-
tuations around a nucleus, but computer simulations are typically required to interpret the underlying dynamics. This study uses classical
molecular dynamics (MD) simulations and quantum chemical calculations, to investigate EFG fluctuations around a Na+ ion dissolved in the
ionic liquid 1-ethyl 3-methylimidazolium tetrafluoroborate, [Im21][BF4], to provide a framework for future interpretation of NMR exper-
iments. Our calculations demonstrate that the Sternheimer approximation holds for Na+ in [Im21][BF4], and the anti-shielding coefficient
is comparable to its value in water. EFG correlation functions, CEFG(t), calculated using quantum mechanical methods or from force field
charges are roughly equivalent after 200 fs, supporting the use of classical MD for estimating T1 times of monatomic ions in this ionic liquid.
The EFG dynamics are strongly bi-modal, with 75%–90% of the de-correlation attributable to inertial solvent motion and the remainder to
a highly distributed diffusional processes. Integral relaxation times, ⟨τEFG⟩, were found to deviate from hydrodynamic predictions and were
non-linearly coupled to solvent viscosity. Further investigation showed that Na+ is solvated by four tetrahedrally arranged [BF4]

− anions
and directly coordinated by ∼6 fluorine atoms. Exchange of [BF4]

− anions is rare on the 25–50 ns timescale and suggests that motion of
solvent-shell [BF4]

− is the primary mechanism for the EFG fluctuations. Different couplings of [BF4]
− translational and rotational diffusion

to viscosity are shown to be the source of the non-hydrodynamic scaling of ⟨τEFG⟩.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0126693

I. INTRODUCTION

Ionic liquids (ILs) are a class of solvents whose unique chemi-
cal and physical properties have made them targets for a broad set of
applications, ranging from synthesis to energy science, photochem-
istry, green chemistry, and food science.1–10 Among the vast array of
experimental and computational techniques used to study the solute
and solvent dynamics in ILs, nuclear magnetic resonance (NMR)
T1 relaxation measurements, combined with molecular dynamics
simulations, stand out as powerful tools for studying equilibrium
and dynamical processes in these systems.11 For nuclei with spin
I ≥ 1 and a sufficiently small gyromagnetic ratio, NMR T1 relaxation

measurements report directly on the fluctuations of the electric field
gradient (EFG) experienced by a nucleus due to solvent fluctuations
and the rotation of chemical bonds about the nucleus in question. In
particular, T1 measurements of atoms in molecules provide infor-
mation about the reorientation of solute molecules, and can be used
to sense the mobility of a solute in its local environment. Such mea-
surements have been used extensively in studies of solute dynamics
in ionic liquids, as well as for probing the motion of solvent ions
themselves.12–22

Solvated monatomic ions, such as Na+, Ca2+, and Cl− have
no chemical bonds to rotate about their nucleus; therefore, the
EFG dynamics at these nuclei are a consequence of only the
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fluctuating solvent. Much effort has been made to understand EFG
fluctuations around monatomic ions in water,23–36 and this body of
work demonstrates that EFG fluctuations are the product of a sub-
tle interplay between collective solvent rotations and translations,
where no single solvent motion drives the dynamics. The dynam-
ics of monatomic ions in ionic liquids are of particular interest,
due to recent efforts toward the development of sodium-ion bat-
teries using ionic liquid electrolytes;37–42 however, NMR T1 studies
of monatomic ions in ILs are rare and have focused primarily on
Li+.43–46 The goal of the present report is to develop a protocol for
simulating EFG dynamics around monatomic ions in ionic liquids,
for future analysis of T1 measurements and to investigate which
solvent motions are correlated with the EFG dynamics.

In the case of an isotropic system in the extreme narrow-
ing limit, the T1 relaxation time of a quadrupolar nucleus can be
calculated according to Refs. 25, 36, and 47:

T−1
1 =

1
20

2I + 3
I2(2I − 1)

(
eQ
h̵
)

2

∫

∞

0
⟨V(0) : V(t)⟩dt, (1)

where I is the nuclear spin, Q the quadrupole coupling constant,
V(t) the EFG tensor at the position of the nucleus at time t, and
e and h the elementary charge and reduced Planck’s constant. The
term ⟨V(0) : V(t)⟩ is the EFG tensor correlation function and is
calculated from

⟨V(0) : V(t)⟩ = ⟨∑
α,β

Vα,β(0)Vα,β(t)⟩,

= ⟨∑
α,β

V2
α,β⟩CEFG(t),

= ⟨V2
⟩CEFG(t), (2)

where the sum runs over the Cartesian axes α and β. Combining
Eqs. (1) and (2), we can express the T1 relaxation time as

T−1
1 =

1
20

2I + 3
I2(2I − 1)

(
eQ
h̵
)

2
⟨V2
⟩⟨τEFG⟩, (3)

where ⟨τEFG⟩ = ∫
∞

0 CEFG(t)dt is the integral, or average, EFG
correlation time. It is important to note that T1 times measured in
the extreme narrowing region only report on the integral time of
the EFG, and insight into the underlying dynamics is lost. Molecu-
lar dynamics (MD) simulations and quantum chemical calculations
must be used to recover this information.18,19,23–26,29,30,34–36

Predicting T1 times using computational methods can be a
daunting task, as such predictions require accurate descriptions of
both the static properties of the EFG, ⟨V2

⟩, as well as its dynamics,
CEFG(t). In a world of infinite computing power, ab initio molec-
ular dynamics simulations would be able to provide direct access
to both the magnitude and dynamics of the EFG at the nucleus
in question with high chemical accuracy. Such calculations have
been attempted for monatomic ions in water,29,33,36 but the sluggish
dynamics of ILs and requisite long trajectories render such simu-
lations prohibitively expensive and necessitate the use of classical
force fields for simulation of the solvent dynamics. The EFG can
be calculated from classical MD simulations either directly from the

solvent point charges of the force field or from a quantum mechan-
ical calculation performed at each step of the simulation. The force
field approach is preferred due to its low computational cost, but it
ignores the contribution of the solute ion’s electrons to the EFG. The
Sternheimer approximation48,49 is used to account for this, which
asserts that the total EFG at a nucleus, V, is linearly related to the
external EFG generated by the solvent, Vext:

V = (1 + γ)Vext, (4)

where γ is the Sternheimer anti-shielding coefficient. One can access
V from a quantum mechanical calculation on a particular simula-
tion frame and Vext from the “classical” evaluation of the EFG using
solvent point charges. The value of γ is then determined by fitting
correlation plots of V vs Vext. In this work, we will refer to quan-
tum mechanical calculations of the full EFG V as VQM, and the
solvent–only point–charge evaluation of Vext as VCL, which allows
us to rewrite Eq. (4) as

VQM = (1 + γ)VCL. (5)

Sternheimer anti-shielding coefficients have been determined for a
number of ions and environments50–53 and were recently studied in
detail for monatomic ions in water by Chubak and co-workers.36

This study found that γ was not only ion-dependent, as expected,
but varied based on the choice of water force field, due to differences
in the local solvent structure around the ions. To our knowledge, the
Sternheimer approximation has not yet been tested in ionic liquids,
which are highly charged relative to dipolar liquids and are known
to have heterogeneous local structure.

In the present report, we will test the applicability of the
Sternheimer approximation for Na+ in a prototypical ionic liquid,
1-ethyl 3-methylimidazolium tetrafluoroborate, [Im21][BF4], using
density functional theory (DFT) calculations on Na+/[Im21][BF4]

configurations generated by classical MD simulations. After con-
firmation of the Sternheimer approximation, we will use the MD
simulations to examine the solvent dynamics responsible for EFG
fluctuations in this system. Through this work, we hope to be able to
provide a framework for simulating T1 times for monatomic ions in
ionic liquids for future interpretation of NMR experiments.

II. METHODS
A. Molecular dynamics simulations

The GROMACS 2021.3 package54 was used for all molecular
dynamics simulations, and the [Im21][BF4] force field parameters
were taken from the all-atom force field of Pádua and Lopes.55,56

The system consisted of 200 [Im21]
+ cations, 201 [BF4]

− anions, and
one Na+ cation in a cubic box, with periodic boundary conditions
constructed using the PACKMOL57 and fftool58 programs. Integra-
tion was handled using the Verlet leap-frog algorithm, non-bonded
interactions were calculated using a Verlet neighbor list with a cut-
off of 1.2 nm, and long-range electrostatic interactions were handled
using the smoothed particle-mesh Ewald method.59 The solvent
model was fully flexible, with the exception of hydrogen-containing
bonds, which were fixed using the P-LINCS algorithm.60
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Simulations were conducted at four temperatures: 298, 350,
400, and 500 K. In all cases, equilibration began with a steepest-
decent energy minimization procedure, followed by a 50 ps simula-
tion in the NVT ensemble at 500 K, controlled using the modified
Berendsen thermostat,61 with a relaxation time of 0.1 ps. Next, a
200 ps simulation was carried out in the NPT ensemble at 500 K,
which allowed the system to relax to its natural volume. The pressure
was controlled in these simulations using a Berendsen barostat, with
a relaxation time of 1 ps. For the 500 K trajectory, the box volume
was fixed to the average volume of the last 10 ps of the NPT simu-
lation, followed by a final NVT equilibration simulation at 500 K. A
production simulation was then performed, with coordinates saved
every 0.01 ps for later evaluation of the EFG. Simulations at 400, 350,
and 298 K followed a similar procedure, but with extra 5 ns NPT
simulations in 50–100 K intervals, until the target temperature was
reached. The side lengths of the simulation boxes were 3.728 03 nm
at 298 K, 3.763 70 nm at 350 K, 3.805 38 nm at 400 K, and 3.894
31 nm at 500 K. Production simulations were 25 ns long for the 500,
400, and 350 K systems and 50 ns for 298 K. For the EFG calcula-
tions, each trajectory was then centered around the Na+ ion, with
solvent atoms kept whole and wrapped, while preserving periodic
boundary conditions.

B. EFG evaluation
EFG tensors were calculated in two ways: using the solvent

force field point-charges and classical EFG expression (CL), or with
a multi-level quantum mechanical (QM) calculation. For the CL cal-
culations, the contribution of each solvent atom i to the EFG tensor
at the position of the Na+ nucleus was calculated according to

V(CL)
i = Ai

⎛
⎜
⎜
⎜
⎜
⎝

−2x2
i + y2

i + z2
i −3xiyi −3xizi

−3xiyi x2
i − 2y2

i + z2
i −3yizi

−3xizi −3yizi x2
i + y2

i − 2z2
i

⎞
⎟
⎟
⎟
⎟
⎠

,

Ai = −
Qi

4πϵ0

1
(x2

i + y2
i + z2

i )
5/2 ,

(6)

where Qi is the charge on solvent atom i and xi, yi, and zi are the
Cartesian positions of the solvent atom relative to Na+. The contri-
butions of all solvent atoms in the frame are summed, to determine
the total EFG tensor at the position of the Na+ nucleus:

VCL =∑
i

V(CL)
i . (7)

These calculations were performed on 50 ns simulations, with vary-
ing system sizes— 100, 200, and 300 [Im21][BF4] pairs (Fig. S-1)—to
check for consistency. We found that probability distributions of
VCL were indistinguishable for the 200 and 300 ion pair systems;
therefore, all simulations were performed with 200 ion pairs, to
maximize computational efficiency.

A multi-level quantum mechanical evaluation of the EFG
was also performed using a development version of the Q-Chem
package.62 The quantum mechanical region was constructed from
the Na+ cation, all [BF4]

− with F atoms within 4.6 Å of Na+,
and enough of the nearest [Im21]

+ ions to create a charge-neutral
cluster. We found that there were either 3, 4, or 5 [BF4]

− within
this cutoff, with 99.5% of the simulation frames having 4. This

resulted in a QM region containing 316, 418, or 520 electrons
for systems with 3, 4, or 5 [Im21][BF4] pairs, respectively. The
Perdew–Burke–Ernzerhof (PBE) exchange correlation functional63

and the cc-pCVTZ Dunning-type basis were used for all electron
DFT based calculations.64 To properly describe the electron density
near the nucleus, the basis set includes core-polarized functions, as
recommended in the literature for EFG calculations.28,65 Given the
small masses of the nuclei in the system, no relativistic effects were
considered. The contribution of all remaining [Im21][BF4] ions was
calculated using the force field charges and Eq. (6).

III. RESULTS
A. Sternheimer anti-shielding coefficients

We begin by determining the Sternheimer anti-shielding coef-
ficient for Na+ in [Im21][BF4], by fitting correlation plots of VCL
vs VQM from 1000 simulation frames sampled in 25 ps intervals
across the MD trajectory. The correlation plots and corresponding
fits to Eq. (5) are shown in Fig. 1. Values of γ and EFG variances,
⟨V2
⟩ [see Eq. (1)] are given in Table I, and VCL and VQM probability

distributions are shown in Fig. S-2 of the supplementary material.
A linear relationship appears to hold between VCL and VQM for

all simulated temperatures, and we find that γ increases from 11.1
at 298 K to 11.6 at 500 K. These values of γ are somewhat larger
than seen in water (γH2O = 8.3–10.5).36 Because γ has been shown to
be sensitive to the exact details of the force field and local solvent
structure,36 we refrain from interpreting this difference further,
except to say that γ is not very different for Na+ in [Im21][BF4]

FIG. 1. Correlation plots of VCL and VQM (points), with fits to Eq. (5) (black line). The
atomic units (AU) used for the EFG are those reported by the Q-Chem software,
1 AU = 9.717 36 × 1021 V m−2.
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TABLE I. Sternheimer anti-shielding coefficients, γ, and EFG variances for Na+ in
[Im21][BF4] at each simulated temperature. These coefficients were determined by
fitting the plots of VCL to VQM to Eq. (5), as shown in Fig. 1. Performing the Stern-
heimer analysis on five 200 point subsets of the data allows us to estimate a standard
deviation of 1–2 % for γ and the variances.

T (K) γ ⟨V2
QM⟩ (102 AU2) ⟨V2

CL⟩ (102 AU2)

500 11.6 2.40 2.05
400 11.3 2.00 1.66
350 11.1 1.88 1.57
298 11.1 1.67 1.34

than it is in water. After application of the Sternheimer correction
to VCL, we find that both VCL and VQM are normally distributed
(Fig. S-2), and that the variance of VCL is 15%–20% smaller than that
of VQM — also a common observation for simulations in water.36

These data show that the Sternheimer approximation is as valid in
[Im21][BF4] as it is in water.

B. EFG correlation functions
Now that we are confident in the static EFG properties of the

Na+/[Im21][BF4] system, we turn to the EFG dynamics through
calculation of CEFG(t) [Eq. (2)]. Even though we have demonstrated
that the Sternheimer approximation holds for the EFG variance, it
is not a given that the frame-to-frame correlations will also hold. To
ensure that CEFG(t) is independent of the method of EFG calcula-
tion, we took a 500 ps portion of the 500 K trajectory and evaluated
the EFG at the Na+ nucleus every 0.01 ps, using the QM and CL
methods. Correlation functions were then calculated from each EFG
evaluation method, and the resulting CEFG(t) is shown in the top
panel of Fig. 2. Both evaluations of CEFG(t) are strongly bimodal,
with ∼95% of the decay occurring in the first 200 fs, followed by a
slowly decaying tail. We will call the fast portion the “inertial” com-
ponent of the decay, because motions on the sub–0.5 ps time scale
are dominated by the inertia of the molecules, as they have not had
time to collide with a neighbor. The tail will be referred to as the
“diffusive” component, because motions on these longer timescales
are expected to be controlled by the rotational and translational
diffusion of solvent molecules around Na+.

The diffusive portion of CEFG(t) is effectively the same for
the QM and CL evaluations, but the inertial dynamics for the QM
CEFG(t) appear faster than that for CL. This is somewhat surprising,
given that the EFG is evaluated from the exact same set of coordi-
nates. We attribute this difference to the mobility of charge in the
QM calculations, which is not possible in the CL calculation. When
the QM calculation is performed, electrons in the QM region are
allowed to move, in order to achieve self-consistency. This motion is
not possible in the CL calculation, because the atomic point charges
are fixed. Therefore, the QM calculation has an extra de-correlation
pathway, not captured in the CL evaluation, and the resulting QM
inertial dynamics are slightly faster than that of CL. On the diffu-
sive timescale, these slight variations are not significant to the EFG
magnitude, because the solvent nuclei have had time to substantially
change position, overshadowing the effect of the slight changes in
the frame-to-frame atomic charges. As we shall demonstrate, the

FIG. 2. Top: CEFG(t) calculated using either VCL or VQM from a 500 ps segment
of the 500 K trajectory. Bottom: Temperature dependent CEFG(t) calculated from
VCL.

integral EFG correlation time, ⟨τEFG⟩, is dominated by the diffu-
sive portion of CEFG(t); therefore, we are not concerned with the
small difference in inertial dynamics and will use the CL evaluation
of CEFG(t) for the rest of this work.

EFG correlation functions for each simulated temperature,
calculated from VCL, are shown in the bottom panel of Fig. 2. Each
temperature shows strongly bimodal decay, with small-amplitude
oscillations that are visible until 2–3 ps. The oscillations of the EFG
correlation functions, especially the pronounced bump at 100 fs,
are correlated with the oscillations of the Na+ velocity autocor-
relation function (Fig. S-3). For calculation of ⟨τEFG⟩, we fit the
temperature-dependent correlation functions of Fig. 2 to the sum
of an exponential and stretched exponential function according to

CEFG(t) = h[a1e−t/τ1 + (1 − a1)e−(t/τ2)
β

], (8)

where h is the overall height and a1 the amplitude of the exponential
component. The β in Eq. (8) is termed the “stretching parameter”
and has a range of β = 0–1. A value of β = 1 corresponds to a single
exponential, and smaller β values correspond to larger distributions
of time constants and more broadly distributed dynamics. Integral
times for Eq. (8) are calculated from

⟨τEFG⟩ = a1τ1 + (1 − a1)⟨τstr⟩; ⟨τstr⟩ =
τ2

β
Γ(β−1

). (9)

Fitting parameters for the temperature-dependent CEFG(t) are
given in Table II. As is also evident from visual inspection, the fits
show that the amplitude of the inertial component, a1, decreases
with decreasing temperature, but its time constant, τ1, is insensitive
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TABLE II. Parameters of fits of CEFG(t) to Eq. (8). Also included are viscosities from VFT fits to viscosities, calculated using
the method of Zhang et al.66 Calculations of CEFG(t) from consecutive 5 ns (500 K) or 10 ns (298 K) pieces of the trajectory
allows us to calculate a standard deviation for ⟨τEFG⟩ of 17% at 500 K and 77% at 298 K.

T (K) h a1 τ1 (ps) τ2 (ps) β ⟨τstr⟩ (ps) ⟨τEFG⟩ (ps) T1 (ms) η (mPa s)

500 1.05 0.900 0.091 6.40 0.726 7.84 0.864 12.0 4.33
400 1.06 0.872 0.091 6.88 0.424 19.6 2.60 4.09 26.5
350 1.08 0.808 0.089 7.82 0.273 114 21.9 0.514 72.5
298 1.12 0.756 0.085 41.4 0.165 33 400 8130 0.001 56 248

to temperature. The diffusive component slows down consider-
ably as temperature decreases, with a concomitant decrease in β,
indicating that the dynamics become more heterogeneous as they
become slower. We also observe relatively small values of β com-
pared to what is usually encountered, indicating that the diffusive
EFG dynamics in this system are especially heterogeneous. The large
magnitude of ⟨τstr⟩ relative to τ1 causes it to dominate ⟨τEFG⟩, even
if it only comprises 10%–25% of the decay. The slow dynamics
of the diffusive component and correspondingly slow convergence
of CEFG(t) at low temperature reinforce the utility of the Stern-
heimer approximation and classical MD for calculation of the EFG,
in comparison to expensive quantum mechanical calculations.

Predicted T1 times are also provided in Table II. These times
are calculated according to Eq. (3) using ⟨V2

CL⟩ from Table I, ⟨τEFG⟩

from Table II, and a nuclear quadruple moment of Q = 104 mb
for Na+.67 Our simulations predict T1 to range from 0.001 56 ms
at 500 K to 12.0 ms at 298 K. These simulated T1 times are
expected to be faster than the experimental times, because the
[Im21][BF4] model used here is non-polarizable and fully charged
(i.e., [Im21]

+ and [BF4]
− have charges of ±1e). Partial charges and

polarizability are known to speed up the dynamics of the system

FIG. 3. Correlation times of CEFG(t) vs ηT−1. Note that purely hydrodynamic
behavior of these correlation times would be reflected by a linear dependence
on ηT−1 with a slope of one [Eq. (10)].

and are commonly used to match simulated ionic liquid dynam-
ics with experiments.68 Due to the current lack of experimental
data on this system, we will refrain from interpreting the T1 times
further.

In the analysis of diffusive processes, it is natural to compare
integral times to predictions from molecular hydrodynamics. If the
EFG dynamics behave hydrodynamically, ⟨τEFG⟩ is expected to be
proportional to the ratio of viscosity to temperature:

⟨τEFG⟩∝ (ηT−1
)

p
; p = 1, (10)

where η is the viscosity. Deviations from p = 1 indicate the
presence of molecular motions other than small-step diffusion in
the dynamics. Values of τ1, τstr, and ⟨τEFG⟩ are plotted against
ηT−1 in Fig. 3. Viscosities of the simulated ionic liquid were
first determined using the method of Maginn et al., then fit to
the Vogel–Fulcher–Tammann (VFT) relation. The results of these
calculations are given in Table II. These data show that the iner-
tial times are insensitive to ηT−1, which is expected, because inertial
dynamics depend on the distribution of molecular velocities and not
the medium’s viscosity. On the other hand, ⟨τEFG⟩ does not follow a
power law (a straight line on the log–log plot) with respect to ηT−1,
indicating strongly non-hydrodynamic behavior. This observation
suggests that the EFG dynamics are not controlled by one simple,
small-step, diffusive motion, but may result from contributions of
different types of molecular motions with different couplings to sol-
vent viscosity. The origin of this pronounced non-hydrodynamic
behavior and highly distributed dynamics will be the subject of the
remainder of this work.

IV. DISCUSSION
A. Solvation shell structure

In order to understand which solvent motions are responsible
for the heterogeneous and non-hydrodynamic EFG dynamics, we
must first examine the local solvent environment around the Na+

cation. Figure 4 shows radial distribution functions, g(r), calculated
between Na+ and the [Im21]

+ center-of-mass, the [BF4]
− center of

mass, and all F atoms from [BF4]
−. Coordination numbers for these

species are provided in Table III and were calculated by integrating
the associated number density to a specific distance r′:

Ni = 4πρ∫
r′

0
gi(r)r2dr, (11)

where ρ is the bulk number density of species i. At all tempera-
tures, Na+ is surrounded by 4 [BF4]

− anions, which are, in turn,
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FIG. 4. Radial distribution functions, g(r), for the distance between Na+ and the
center-of-mass of [Im21]+ (top), the center-of-mass of [BF4]− (middle), and F
atoms (bottom). A representative snapshot of solvent molecules in the vicinity of
Na+ at 350 K is shown at the top.

surrounded by a shell of [Im21]
+ cations. By integration of the first

peak in the Na+/Fg(r), we find that Na+ is directly coordinated
by ∼6 F atoms, whereas all 16 F atoms from the 4 [BF4]

− anions
are found, if the integration is extended to 5.25 nm. It is notewor-
thy that these coordination numbers are insensitive to temperature,
suggesting that the structure around Na+ is similar for all simulated
temperatures. This local solvent structure is illustrated by the rep-
resentative snapshot at the top of Fig. 4. The [BF4]

− ions in the
solvation shell are in a tetrahedral arrangement around the Na+.
Calculations of tetrahedral structure parameters indicate a highly
tetrahedral structure similar to that of hexagonal water ice (Fig. S-4).

Two peaks in the Na+/[BF4]
− g(r) are observed, which sug-

gests that there are two primary [BF4]
− conformations in the solva-

tion shell. The closer peak at 2.85 Å corresponds to [BF4]
− ions, with

two F atoms coordinated to Na+. This configuration allows [BF4]
−

to approach closer to Na+ than singly-coordinated [BF4]
− anions,

which appear at 3.50 Å. As temperature increases, the Na+/[BF4]
−

TABLE III. The average coordination numbers were calculated by integrating number
densities, ρ(r) = 4πr2ρg(r), to the limit specified in the header.

T (K) ⟨N[BF4]
−⟩r ≤ 5.25 (Å) ⟨NF⟩r ≤ 2.90 (Å) ⟨NF⟩r ≤ 5.25 (Å)

500 4.22 6.05 16.90
400 4.00 5.89 15.99
350 4.00 6.02 16.00
298 4.00 6.27 16.00

g(r) broadens, while the doubly coordinated peak decreases, with-
out a concomitant increase in the singly coordinated peak. This
suggests that instead of exchanging doubly coordinated [BF4]

− for
singly coordinated, more disorder is present in the solvation shell
at higher temperatures. Because γ for monatomic ions in water
was found to correlate with the hydrogen coordination number,28,36

we calculated γ for simulation frames with differing values of NF.
These results are plotted in Fig. 5 and tabulated in Table S-1. We
find that γ is weakly correlated with NF, which, in conjunction
with the temperature dependent changes in g(r), suggests that the
slight temperature dependence of γ (Table I) may be related to sub-
tle changes in the [BF4]

− configuration around Na+ with changing
temperature.

Not only is Na+ solvated solely by [BF4]
− anions, but the

exchange of [BF4]
− ions in-and-out of the solvation shell is remark-

ably slow. Representative trajectory segments of the Na+/[BF4]
−

separation distance at 298, 350, and 400 K are shown in Fig. 6, and
full trajectories for every [BF4]

− that enters the solvation shell at
all temperatures are shown in Fig. S-5. No [BF4]

− were observed
to exit the solvation shell during the entire 50 ns trajectory at
298 K. Other [BF4]

− that are outside the solvation shell are sub-
stantially more mobile and diffuse throughout the simulation box
(Fig. S-5). Exchanges are rare even at higher temperatures, examples

FIG. 5. Sternheimer coefficients for Na+ with different fluorine coordination
numbers, NF.
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FIG. 6. Representative trajectories of the Na+/[BF4]− separation distance. Each
color represents a different [BF4]− anion. Four anions are shown in the top panel,
and five are shown in the middle and bottom. Note that the vertical scale is the
same for all plots, and the middle and bottom both show a 70 ps time window.

of which are shown in the bottom two panels of Fig. 6. Only 1 and 4
of these events were observed in 25 ns at 350 and 400 K, respectively.
Exchange of solvation shell [BF4]

− anions also does not appear to be
diffusive, but proceeds through the formation of a transition state,
where one [BF4]

− ‘jumps’ out of the solvation shell, causing the
remaining three [BF4]

− to contract. An external [BF4]
− then has a

chance to enter the solvation shell, and the four [BF4]
− arrangement

is recovered. The rarity of these events and the short time spent in
the transition state indicate that ion exchange events cannot be the

FIG. 7. Temperature-dependent C(2)
rot (t) for [BF4]− molecules inside (“Shell”) and

outside (“Bulk”) the Na+ solvation shell.

primary source of the strongly heterogeneous EFG dynamics seen in
Fig. 2, nor for the non-hydrodynamic behavior in Fig. 3.

B. Dynamics of the solvation shell
Because of the persistence of the [BF4]

− anions around Na+,
we postulate that the EFG dynamics must be primarily due to rota-
tion and translation of the solvent-shell [BF4]

− anions around Na+.
Rotations of [BF4]

− anions will randomize the position of the F
atoms around Na+, as the [BF4]

− anions slowly translate about Na+.
We will investigate the rotational dynamics of [BF4]

− using the
second-rank rotational time correlation function

C(2)rot (t) =
3
2
⟨û(0) ⋅ û(t)⟩ −

1
2

, (12)

where û(t) is a unit vector lying along the B–F bond in a [BF4]
−

anion at time t. This function describes the randomization of the ori-
entation of a [BF4]

− anion as it diffuses. We choose C(2)rot (t) instead
of the first–rank correlation function, because it can be measured by

TABLE IV. Parameters of fits of C(2)rot (t) to Eq. (8). Rows labeled “Shell” refer to [BF4]− anions in the solvation shell, and
“Bulk” for anions outside of it.

T (K) Location h a1 τ1 (ps) τ2 (ps) β ⟨τstr⟩ (ps) ⟨τrot⟩ (ps)

500 K Shell 1.05 0.743 0.376 2.20 1.000 2.20 0.85
Bulk 1.05 0.839 0.395 2.23 1.000 2.23 0.69

400 K Shell 1.03 0.519 0.387 3.26 0.910 3.41 1.84
Bulk 1.04 0.630 0.395 3.00 1.000 3.00 1.36

350 K Shell 1.03 0.351 0.354 4.52 0.735 5.47 3.68
Bulk 1.03 0.505 0.391 4.43 0.888 4.69 2.52

298 K Shell 1.03 0.246 0.325 9.51 0.602 14.2 10.8
Bulk 1.03 0.350 0.376 7.09 0.699 8.98 5.97
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FIG. 8. Correlation functions of solvent shell center-of-mass fluctuations.

other T1 relaxation measurements.12 Because the rotational dynam-
ics of [BF4]

− in the solvation shell may be different than in the bulk,
we calculated C(2)rot (t) separately for ions inside and outside the sol-
vation shell. The results of these calculations are shown in Fig. 7, and
parameters from fits of C(2)rot (t) to Eq. (8) are provided in Table IV.

Rotations of [BF4]
− are slower in the solvation shell than in

the bulk, likely due to the strong coordination with the charge-
dense Na+ ion. The difference between the bulk and shell dynamics
changes with temperature, with [BF4]

− rotations being 23% slower
in the solvation shell at 500 K compared to being 80% slower at
298 K. Rotations in the solvation shell are also more heteroge-
neous, given the slightly smaller values of β, and at all locations and
temperatures, β is significantly larger than that seen in CEFG(t). At
high temperatures, the heterogeneity disappears, and β→ 1. Even
though ⟨τrot⟩ is roughly the same as ⟨τEFG⟩ at 500 K, it is ∼3 orders of
magnitude smaller than ⟨τEFG⟩ at 298 K. Note that this is the oppo-
site of what is observed in water, where water rotations are slower
than the EFG dynamics at the Na+ nucleus.24,32 It is clear from
these data that the EFG dynamics are not completely controlled by
[BF4]

− rotations, and we must find some other description of solvent
motion that contributes to the EFG de-correlation.

Traditional descriptions of translational motion, such as mean-
squared displacements and diffusion coefficients, are not useful
here, because the solvation shell [BF4]

− anions are essentially

bound to Na+ and do not freely diffuse. Additionally, transla-
tional motions of single molecules do not lend themselves well to
correlation functions, because they do not have a well-defined lim-
iting value as t →∞. These factors, in addition to the collective
nature of the EFG, lead us to seek a collective positional variable,
to describe translations of the [BF4]

− ions around Na+. We chose
to use the fluctuations of the solvation shell center-of-geometry,
described by31,32

S =∑
i∈S

ri, (13)

where ri is the position of the B in [BF4]
− relative to Na+, and the

sum runs over all four [BF4]
− anions in the solvation shell. The three

components of S are then used to determine correlation functions:

CS(t) =
1
∑αS2

α
⟨∑

α
Sα(0)Sα(t)⟩, (14)

where α refers to the three Cartesian axes. Correlation functions for
S are shown in Fig. 8, and parameters from fits to Eq. (8) are given
in Table V.

As has been observed for water,31,32 CS(t) shows bi-modal
dynamics roughly similar to that of CEFG(t), with a prominent
inertial component and long diffusive tail. Integral times for CS(t)
are the same as CEFG(t) at 500 K, but are slower than CEFG(t) for
all other temperatures. Values of β are quite small and comparable
to those found for CEFG(t). As with [BF4]

− rotations, it appears that
translational motions cannot fully account for the EFG dynamics.
Figure 9 shows correlation times for CEFG(t), C(2)rot (t), and CS(t)
plotted vs ηT−1. These data show that all three correlation times con-
verge at 500 K, but for all lower temperatures, ⟨τEFG⟩ is intermediate
between ⟨τrot⟩ and ⟨τS⟩, being closer to ⟨τrot⟩ at 350 K and closer to
⟨τS⟩ at 298 K.

The non-hydrodynamic behavior observed in ⟨τEFG⟩ can thus
be explained by the different relationship to viscosity for solvent
rotations and translations. The EFG is influenced by a mixture of
rotational and translational motions of [BF4]

− in the solvation shell,
and since these motions are coupled differently to the bulk viscos-
ity, the EFG has a non-hydrodynamic ηT−1 dependence. At lower
temperatures, the rotations are extremely fast compared to trans-
lations, which randomizes the F atom EFG contribution quickly,
but has no effect on the +0.96e charge carried by the B. Therefore,
the primary mechanism for EFG de-correlation at low tempera-
ture/high viscosity is through [BF4]

− translations, causing ⟨τEFG⟩ to
approach ⟨τS⟩. As temperature increases, the fast rotations and faster
translations de-correlate CEFG(t)more quickly, and ⟨τEFG⟩ begins to
approach ⟨τrot⟩. Finally, at the highest temperatures, rotational and

TABLE V. Parameters of fits of CS(t) to Eq. (8).

T (K) h a1 τ1 (ps) τ2 (ps) β ⟨τstr⟩ (ps) ⟨τS⟩ (ps)

500 1.11 0.743 0.101 1.95 0.558 3.25 0.910
400 1.14 0.610 0.107 2.92 0.326 19.0 7.47
350 1.15 0.528 0.110 10.8 0.248 273 129
298 1.16 0.516 0.109 77.5 0.172 40 000 19 400
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FIG. 9. Integral times of CEFG(t), C(2)
rot (t) for solvation shell [BF4]−, and CS(t)

vs ηT−1.

translational motions happen on the same timescale, and ⟨τEFG⟩,
⟨τrot⟩, and ⟨τS⟩ become essentially the same. These results lead us
to conclude that solvent rotations and translations, both influence
the EFG dynamics, but their relative contributions vary, depend-
ing on the viscosity, leading to the observed non-hydrodynamic
dependence of ⟨τEFG⟩ on ηT−1.

V. CONCLUSIONS
The results of our simulations have established a framework for

studying EFG fluctuations at monatomic ion nuclei in ionic liquids.
We have demonstrated that the Sternheimer approximation can be
applied to this prototypical solute ion/ionic liquid pair and that the
Sternheimer anti-shielding coefficients are similar to those found for
water. After applying the Sternheimer correction, EFG variances for
the classical EFG evaluation are ∼20% smaller than those for the full
QM evaluation, again similar to analogous calculations conducted
in water. Additionally, EFG correlation functions calculated using
CL and QM EFGs are interchangeable, apart from the slightly faster
inertial dynamics in the QM data. Based on these observations, we
are able to confidently use the computationally inexpensive CL EFG
for further study of the EFG dynamics in Na+/[Im21][BF4].

The CEFG(t) for at all temperatures exhibits strongly bi-
modal dynamics, with a prominent sub-picosecond inertial com-
ponent accounting for 75%–90% of the de-correlation and the rest
attributable to a long diffusive tail with highly distributed dynam-
ics. Integral times of CEFG(t) exhibited a non-linear dependence
on ηT−1, suggesting strongly non-hydrodynamic behavior. The ori-
gin of this behavior was examined by investigating the local solvent
dynamics around the Na+ ion. The solvation shell around Na+

in [Im21][BF4] at all temperatures consists of four [BF4]
− anions

in a tetrahedral arrangement. These solvation shell [BF4]
− rarely

exchange on the 25–50 ns timescale of the simulations, indicating
that the EFG fluctuations will be primarily controlled by rotations

and translations of [BF4]
− in the Na+ solvation shell. Analysis of the

solvent shell [BF4]
− rotational and translational dynamics through

C(2)rot (t) and CS(t) showed that ⟨τEFG⟩ is intermediate between ⟨τrot⟩

and ⟨τS⟩, which have different couplings to ηT−1. We conclude
that the subtle interplay between translations and rotations of sol-
vent shell [BF4]

−, and their different viscosity couplings, are what
determine ⟨τEFG⟩ and its coupling to viscosity.

These initial simulations on a single ion/ionic liquid pair
demonstrate a need for further experimental and computational
study. Temperature dependent T1 measurements are needed to
experimentally confirm the non-hydrodynamic dynamics predicted
by these simulations. The [Im21][BF4] solvent chosen here is some-
what special, in that its rotations are weakly coupled to viscosity,
due to the quasi-spherical shape and small rotational volume of
[BF4]

−. Simulations and experiments on ionic liquids with differ-
ent anions would be expected to exhibit different ηT−1 coupling,
due to differences in anion shape and symmetry. Additionally, solute
ions of different sizes are expected to perturb the lattice struc-
ture of the solvent ionic liquids differently, potentially leading to
solute-dependent dynamics. Negatively charged solutes may also
exhibit starkly different dynamics than positively charged solutes,
as they would be expected to be solvated primarily by IL cations.
The T1 measurement, when combined with simulations, can be a
powerful tool for disentangling the contributions of different sol-
vent motions to solute and solvent dynamics and probing the local
solvent environment.

SUPPLEMENTARY MATERIAL

System-size dependent classical EFG probability distributions,
VCL and VQM probability distributions, Na+ velocity autocorrelation
functions at 500 K, details on the tetrahedral parameter calculations,
tables of coordination-number dependent γ, and full [BF4]

−/Na+

separation trajectories at all temperatures can be found in the
supplementary material.
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