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Abstract  

Knowledge management has increasingly become a big challenge, especially in large organizations 

(Averweg, 2009) where knowledge resides in many different forms. This is particularly true of explicit 

knowledge captured in documents, databases, and websites. The known vision of the Semantic Web is to 

offer intelligent services made possible by facilitative machine understanding of web content, especially by 

using ontologies. Additionally, an ontology can be used to represent knowledge and define common 

vocabularies of specific organizations. As ontology creation is known to be a time-consuming and 

challenging task, we propose a hybrid knowledge management ontology-based approach, which stems from 

an ontologies-network model capable of representing knowledge from structural and syntactically 

heterogeneous resources, and of building an organizational knowledge graph based on a network of 

ontologies. Our approach is composed of a Profile Ontology that defines the shared vocabulary of a specific 

organization and a set of resource representation ontologies created automatically via a knowledge 

extraction process that deals with structured, semi-structured and unstructured resource formats. We 

defined an algorithm to intra-connect the resource representations and to connect these representations to 

the Profile Ontology. A keyword search process is described which results in a list of relevant resources and 

the exact position of the items searched. To evaluate our approach and our model, we implemented a 

framework composed of the different processes using the AML-matcher alignment framework. We applied 

our system to a specific organization by defining a particular Profile Ontology and building a network of 

ontologies created from its specific resources. Finally, we present the different points that require 

improvement and which could enhance the performance of the system if sophisticated extraction methods 

or additional ones were to be used. 
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Résumé  

La gestion des connaissances est un grand défi, en particulier dans les grandes organisations (Averweg, 

2009) où les connaissances se présentent sous de nombreuses formes différentes, en particulier les 

connaissances explicites représentées par exemple dans les documents, les bases de données et les sites 

Web. La vision connue du Web sémantique est d’offrir des services intelligents en facilitant la 

compréhension de contenus Web, en particulier en utilisant des ontologies. Néanmoins, une ontologie peut 

également être utilisée pour représenter des connaissances et définir des vocabulaires communs à des 

organisations spécifiques. Etant donné que la création d'ontologies est une tâche fastidieuse et exigeante, 

nous proposons une approche basée sur un modèle d’un réseaux d’ontologies capable d'extraire des 

connaissances de ressources hétérogènes et de construire un graphe de connaissances 

organisationnelles. Mon approche est composée d'une ontologie Profile définissant le vocabulaire partagé 

d'une organisation spécifique et d'un ensemble d'ontologies représentant les ressources de l’organisation 

créées automatiquement via un processus d'extraction de connaissances. Cette dernière traite des formats 

de ressources structurés, semi-structurés et non structurés. J’ai défini des algorithmes pour interconnecter 

la représentation de la ressource et pour les connecter à l’ontologie Profile. 

 Un processus de recherche par mot-clé est décrit, ce qui donne une liste des ressources pertinentes et le 

rôle exact des éléments recherchés dans la ressource d’origine. Pour évaluer notre approche et notre 

modèle, nous avons implémenté un prototype des différents processus utilisant le système d’alignement 

AML-matcher. J’ai appliqué mon système à une organisation spécifique qui est la GSEM en définissant une 

ontologie Profile pour cette faculté et en créant un réseau d'ontologies à partir de ses ressources explicites. 

Enfin, j’ai présenté les différents points d'amélioration et les différents cas d’application de mon travail. 
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Chapitre 1. Introduction  

 Scientific context and research problem  

The widespread use of computing technologies has led organizations to store their data and knowledge in 

databases, documents, spreadsheets, etc., which has led to a large and increasing pool of heterogeneous 

resources. Consequently, it has become more and more difficult, even humanly unfeasible, to have a 

complete overview of what the organization "knows."  

In the knowledge engineering field and more precisely in the knowledge representation field, scientists focus 

on designing computer representations that capture information about a particular domain. These 

representations can be used to solve complex problems by interpreting that knowledge, drawing inferences, 

and asserting new knowledge. This can be used as a solution for representing organizational knowledge in 

a way that allows it to be captured and harmonized in an automated system.  

In this context, the general problem this research addresses, is how to represent the knowledge embedded 

in explicit organizational resources, how to manage it, and how to access it in answering the key questions:  

 What knowledge do an organization has?  

 Where can we find this knowledge?  

 How do we access the knowledge? (Which vocabulary should we use? Which conversions should 

we perform?)  

In this thesis, we will confine ourselves to explicit knowledge within the same organization that is represented 

formally or informally in various resources, namely databases, websites, electronic documents, 

spreadsheets, glossaries, terminologies. This is contrasted with the tacit knowledge individuals have, such 

as know-how, judgment, etc.  

The approach we propose for the study is one of creating an entirely semantic organizational memory, which 

is ontology-based. We construct our approach using a model of a network of ontologies. The network is 

based on ontologies created by representing meta-data, structure, and content in structured, unstructured, 

and semi-structured knowledge sources. To construct the network of ontologies, we define a Profile 

Ontology mapped with resource representation ontologies using an algorithm that we established. To 

access the knowledge captured in the network of ontologies, we take a semantic keyword approach that re-

uses the alignment across the network to answer users’ queries.  

In this work we discuss two main subjects: on the one hand, the existing models, tools, and methods specific 

to managing knowledge within an organization, and on the other hand, the different semantic and non-

semantic approaches intended to extract knowledge from the resources, as well as approaches to best link 

the knowledge obtained in various locations, and access to it.  
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 Research area  

Proposing a solution to access the heterogeneous pool of knowledge of a specific domain, requires the 

specification of several aspects: The particular field’s knowledge has to be defined and represented. The 

strategy behind the construction of links between the various pieces of knowledge, has to be defined.  The 

approach used to access the knowledge has to be defined. To build a semantic knowledge schema and to 

define a strategy to access it, we identify three central questions:  

1. Is there a model to represent explicit knowledge resource contents?  

Explicit knowledge can be expressed in different ways and stored in different resource formats. The format 

can be structured as a database, semi-structured as an XML file, or unstructured as a text file. As no model 

can express all the content of knowledge resources, many approaches and tools have been designed for a 

specific representation of the resources, by modeling particular parts of the knowledge resources.  

2. How can we link explicit knowledge resources’ content?  

Knowledge resources’ content is expressed with employees’ vocabularies, and structured in different ways, 

even in the same knowledge resources. Therefore, we have specified the following two guidelines:  

First, if we need to unify the vocabulary within the conceptual schema, how should we do that? We need to 

determine if we preserve the semantics of the knowledge resources, or if we need to represent content with 

different vocabularies. 

Second, we need to determine the ideal solution for linking, reusing, and concluding new knowledge forms 

that have already been extracted.  

3. How can we best gain access to knowledge represented as a conceptual schema?  

Querying languages have been developed to access data and information within ontologies. In our case, 

ontologies have different structures and are expressed in different vocabularies. Many approaches have 

been presented to obtain distributed and Peer-to-Peer (P2P) ontologies, but querying a network of 

ontologies already related via different mapping methods have not been addressed before.  

 Proposed research methodology  

The research questions mainly address two aspects, namely (i) organizational knowledge and how we can 

access and integrate it, and (ii) technologies of the semantic web and how they can benefit this integration. 

To answer these questions, we decided on the following steps:  

1. As the goal is to represent knowledge formally, we investigate the nature of the organizational 

knowledge, determining types, resources, and how it is managed. We study different structures of 

explicit knowledge resources. We identify the content that we could integrate automatically.  

2. Before identifying the resource types, we investigate the knowledge management systems, their 

different approaches, and their objectives.  
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3. We define a model, which is able to represent ontology-based knowledge management 

approaches. The model allows modeling any resource type in any ontology representation language 

(e.g. OWL, RDFS.) and manages organizational resources as a network of ontologies. 

4. Based on ONM model (see section 1.4), we present our ontologies’ network-based approach to 

represent and integrate the organizational knowledge which is based on the metadata, content, and 

structure of the explicit organizational knowledge. Our approach is based on a network of 

ontologies, and represents a resource based on its metadata and its content. It constructs a 

conceptual schema of the organizational knowledge based on the results of alignment between the 

resource representation ontologies.  

5. After defining our approach for constructing the network of ontologies, we investigate how best we 

can access the network’s content. We study similar strategies based on distributed ontologies, and 

we finally adopt a solution that re-uses alignment results already used to link the knowledge 

resources’ content.  

6. As a concrete example of the usability of our strategy, we implemented a prototype system based 

on our approach. The prototype contains three modules reflecting the approach. The content 

representation module illustratively presents methods we implemented to exercise transformation 

of structured (database), semi-structured (XML, HTML, web services) and unstructured 

(spreadsheets) resources formats. Any other format can easily be added to the prototype. Then we 

used a matching tool to construct our network of ontologies based on our algorithm for creating the 

network links. Finally, we developed a semantic search engine by aligning the query and the Profile 

Ontology to return a ranked list of documents related to a Natural Language query.  

7. We evaluate our prototype considering a real world example, and creating a specific domain 

ontology to specify the organizational aspect of the GSEM, and we experiment with the different 

processes of our approach.  

8. We compare our results to different approaches, and we analyze the performances of our system 

to detect possible points to be improved.  

 Contributions  

Enterprise management systems, information retrieval domains, and knowledge engineering are large 

research fields with a growing number of projects interested in innovative approaches. Working on the 

identified research problems led to two major contributions:  

1. Ontology Network Model (ONM): A generic model to represent ontology-based knowledge 

networks. ONM contains a Knowledge Extraction Model (KEM) to represent any resource 

format and structure. 

2.  A hybrid ontology-based knowledge representation approach based on ONM. 
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a. Profile Ontology: A specific organizational ontology to define a common vocabulary for 

a specific organization. We defined how to create the PO and how to use it for 

simplifying the resource ontologies integration and access.  

b. The definition of specific algorithms to build and access knowledge represented via our 

model  

3. We implemented the ONM by creating a JAVA framework. The framework can be 

instantiated for any specific organization and for any ontology-based knowledge 

management approach, which presents a concrete example of our work realizability. The 

source code is available and can be an excellent starting point for any improvement.  

 Thesis plan  

In chapter 2, we introduce the background to the two major concepts of this thesis, namely organizational 

knowledge, and semantic web technologies.  

In part one of chapter 3, we explain the nature of the organizational knowledge, type of resources and how 

they can be managed. Thus, we investigate different structures of explicit knowledge resources and their 

content. We examine tools, methods, and algorithms capable of extracting knowledge from different types 

of resources in a way that enables representing them in a “standard” way. In the part two of chapter 3, we 

investigate existing approaches, which allow managing the knowledge extracted, and then give us the 

possibility to access it.  

We dedicate the fourth chapter to different research methods that address distributed knowledge resources. 

After giving an overview of research approaches on non-semantic knowledge resources, we explicate 

existing approaches capable of interrogating distributed semantic knowledge resources.  

The second part of this thesis presents our contributions. In chapter 5, we describe our model, which is 

designed to represent a network of ontologies, where ontologies are resource representations of different 

formats and structures that respect the original resource content and structure. The model allows us to 

define the entity level connections between the resources and resource level connections. This model 

enables representing any ontology-based knowledge management approach. Thus, in the second section 

of chapter 5 we present our approach to ontologies network building based on a semantic knowledge 

management hybrid ontology-based approach. We describe the “Profile Ontology” which gives the 

organization’s vocabulary that functions as semantic harmonizer of the network. We also present the 

different processes required to build a network of ontologies from the first step of knowledge extraction 

based on a design pattern approach through to the final stage of accessing knowledge via an algorithm that 

we developed.  

Chapter 6 contains the details of how we implemented the different processes described in chapter 5. First, 

we describe examples of algorithms that can be used to extract knowledge from various resource types. As 

the knowledge extraction problem is not the goal of this work, we demonstrate that our approach can use 
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any tool or method that respects the structure and the content of the original resources to obtain satisfying 

results. We also describe our “Profile Ontology” implementation process and the way in which the standard 

organization ontology can be used to facilitate the construction of a specific Profile Ontology. The final 

section of chapter 6 describes the different algorithms that we defined to build our model of a network of 

ontologies and the access to knowledge through it.  

Chapter 7 is dedicated to evaluating all the processes of our approach, which is based on our model. Thus, 

we implemented a framework based on algorithms described in chapter 5 and 6, and we set up a use case, 

which is the GSEM faculty of Geneva University. First, we evaluate the knowledge extraction process by 

running the operation for five different resource formats. Then, we evaluate our model building approach by 

implementing ontology-based knowledge management processes, after which we compare the results. 

Finally, we test the search process, by assessing the performance of our prototype and discussing the 

possible points of evolution and improvement.  

In chapter 8, we conclude our work by answering the questions that we articulated in chapter 1. This 

demonstrates that the research methodology described in section 1.3 allowed us to find answers to the 

problems we wanted to address and to detect possible evolution paths.  
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Chapitre 2. Background 

In this chapter, we give an overview of our research domain, thus of semantic web technologies. we also 

describe the application domain, which is that of organizational knowledge. we define the concepts that will 

be used later when we explicate the “state of the art” contribution this study makes.  

The first section is dedicated to defining organizational knowledge and to specifying its characteristics. The 

second section is devoted to defining semantic web basic concepts.  

 Organizational knowledge  

2.1.1 What is organizational knowledge?  

In the scholarly literature, many definitions have been put forward to distinguish between data, information, 

and knowledge. (Tsoukas & Vladimirou, 2001) Illustrates the difference between the three concepts clearly: 

"Data is an ordered sequence of given items or events (e.g., the name index of a book). Information is a 

context-based arrangement of items whereby relations between them are shown (e.g., the subject index of 

a book). Knowledge carries a judgment of the significance of events and items, which comes from a 

particular context and theory (e.g., the construction of a thematic index by a reader of a book)”. 

"Knowledge is organizational simply by its being generated, developed and transmitted by individuals within 

organizations" (Tsoukas, 2005).  

Knowledge, as an organizational asset, has characteristics that distinguish it from other manageable 

resources (Wiig, Hoog, & Spek, 1997). Knowledge is intangible, and therefore difficult to measure. It is also 

volatile, and mostly embodied in people. It is not consumed in the process of being used, sometimes it is 

even increased by being used, and it has a high organizational impact as well. It is more and more evident 

that sharing and integrating organizational knowledge brings considerable benefits. In addition, sharing and 

combining knowledge enables people to understand the widespread effect of their actions on improving 

coordination and fostering synergy (Lubit, 2001).  

As proof of the weightiness of knowledge management within an organization, the new ISO 9001:2015 

standard introduces the term “knowledge.” As the previous ISO 9001 standard did not address knowledge, 

the approach to this topic is new and its depth is limited. ISO 9001:2015 defines requirements for the 

handling of organizational knowledge in the following four phases, which are analogous to the PDCA (Plan 

Do Check Act). Explicated, this entails that managers have (1) to determine the knowledge necessary for 

operating processes and for achieving conformity of products and services; (2) to maintain knowledge and 

make it available to the extent required; (3) to consider the current organizational knowledge and compare 

it to changing needs and trends; and (4) to acquire the essential additional knowledge.  

By introducing the term “knowledge”, ISO 9001:2015 aims to raise organizations’ awareness of the 

management and linking of know-how to position them for the future (Matsokis, 2010).  
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“Clause 7.1.6.: The Organization should determine the knowledge necessary for the 

operation of its processes and to achieve conformity of products and services. This 

knowledge shall be maintained and made available to the extent necessary. When 

addressing changing needs and trends, the organization shall consider its current knowledge 

and determine how to acquire or access any necessary additional knowledge and required 

updates. Organizational knowledge is knowledge specific to the organization; it is generally 

gained by experience. It is information that is used and shared to achieve the organization’s 

objectives. Organizational knowledge can be based on: a) Internal Sources (e.g., intellectual 

property, knowledge gained from experience, lessons learned from failures and successful 

projects, capturing and sharing undocumented knowledge and experience; the results of 

improvements in processes, products, and services); b) External Sources (e.g., standards, 

academia, conferences, gathering knowledge from customers or external providers).”  

Business knowledge generally is of two types, namely explicit knowledge that can be written down, 

transferred, and shared, that is definable and can be protected by the legal system; and tacit knowledge 

that entails know-how, and is by nature difficult to describe, that can be demonstrated but rarely codified, 

and that resides within its holder. Typically, it is transferred through demonstration and on the job training 

(Jarrar, 2002). Within this context, knowledge management means the “strategies and processes of 

identifying, capturing and leveraging knowledge to help the firm compete” (Pillania, 2005). In general, 

knowledge management is the process of continually managing knowledge of all kinds to meet existing and 

emerging needs, to identify and exploit existing and acquired knowledge assets and to develop new 

opportunities (Remenyi, 2007). It is a systematic process of underpinning, observation, instrumentation, and 

optimization of the firm’s knowledge economies. Its overall purpose is to maximize the enterprise’s 

knowledge-related effectiveness and the returns from its knowledge assets, as well as to continually renew 

their assets (Lehner & Fteimi, 2016). 

(Arduin, Grundstein, & Rosenthal-Sabroux, 2015) determines two main complementary approaches to 

knowledge management: a managerial and a sociotechnical approach. These are used to integrate 

knowledge as resources in contributing to the strategic vision of the organization. The managerial approach 

is based mainly on the tacit knowledge in the organization. The technological approach addresses a need 

for a technical solution based on information and communication technologies. It is based on the codification 

of the organization’s explicit knowledge, using informatics tools and specific techniques for its acquisition 

and representation (Jarrar, 2002). Knowledge management from the technological point of view is structured 

around three processes: knowledge codification, knowledge mapping, and knowledge storing. These 

processes will be described below.  

Knowledge codification  

This involves three main interrelated processes, which are (a) knowledge externalization, i.e. the process 

by which tacit knowledge rooted in an individual’s action is transformed into explicit knowledge; (b) 
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knowledge representation, i.e. the process which gives explicit knowledge a graphic form, and the possibility 

to use different information and communication codes (such as language, figures, charts); and (c) 

knowledge organization, i.e. the categorizing, structuring, and contextualizing of codified knowledge (Jarrar, 

2002). Encoding knowledge results in different types of documents, structured in different ways and 

dispersed in databases, personal computers, and the likes. 

Knowledge mapping  

This is the process of identifying knowledge assets within the organization and defining ways of accessing 

them. Often, much of the knowledge people require to solve problems already exists within an organization, 

but it is not readily available when needed. Knowledge mapping is closely related to knowledge storing as 

depending on how we store the knowledge, we can define the best way to access it (Jarrar, 2002)..  

Knowledge storing  

This refers to where and how we store organizational knowledge to be available when needed. It can take 

the form of either knowledge databases, as has been developed by Ernst &Young who adopted best 

practices databases to support the activities of consultants worldwide, or by the yellow pages that provide 

links to people with specific know-how as has been developed by Hoffman-La Roche as a part of its overall 

Drug Approval Process Knowledge map. The latter includes a yellow page catalogue of recent experts that 

has been arranged according to guidelines of advancement of technologies and Information Systems (IS) 

associated with the search for success in the competitive market. This leads organizations to seek strategies 

that assist in acquisition, retention, storage, and dissemination of knowledge in the organization in order to 

re-use it later, thus preserving its Organizational Memory (OM).  

 

2.1.2 Organizational Memory (OM) 

OM supports the development of both the individual and the organization. For the individual, it is provided 

by aggregating knowledge and learning from the experiences, strategies, and actions the organization takes 

over time. For the organization, it is provided by using the range of accumulated knowledge that, when 

associated with the current knowledge of the individual, aids the organization in actions and decision 

making, as well as in generating new solutions, products, and services (Garvin, 1998). In order for OM to 

be useful and practical to the organization, it is necessary that the organization steers its strategy toward 

creating a favorable environment that fosters and encourages collaboration and the sharing of knowledge 

ideas, experiences and relevant information among its members, in order to feed this OM consistently 

(Barros, Ramos, & Perez, 2015). It is also essential to ensure that the Information System (IS) which 

supports its processes facilitates acquisition, retention, and dissemination of this knowledge in the 

organization (Gonzalez & Martins, 2017).  

“Since the Organizational Memory shows up as a fertile field of research while challenging, the 

purpose of this essay was to better understand its mechanisms of operation, associating them 
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with the Information Systems, given the complexity and scope of such systems, which has as 

one of its main purposes, the preservation of organizational memory” (Pérez-Ramos, 

Rodríguez-Calcerrada, Ourcival, & Rambal, 2013). 

Capturing knowledge about the history of an organization leads to stocks of resources that need a 

mechanism to facilitate the organization’s employees in making use of it. Otherwise, these resources will 

have no benefit to the organization (Rexhepi, Ibraimi, & Veseli, 2013). “OM may be thought of as comprising 

stocks of data, information, and knowledge (the memories) that have been accumulated by an organization 

over its history. When an individual accesses OM, he performs an act of interpretation on the memory(ies) 

that is (are) accessed and may or may not act on it (them)” (Barros, Ramos, & Perez, 2015). Organizations 

create and use knowledge and information. To facilitate the use of knowledge and information, organizations 

are building and using organizational memory systems. These systems provide processes for capturing, 

searching and retrieving knowledge and information (Jennex & Olfman, 2004).  

2.1.3 Knowledge management and Information management  

It is important to distinguish between information management and knowledge management (KM). In 

information management, information is stored (usually in databases), sorted, and retrieved. Knowledge, 

on the other hand, requires a system that not only can save the existing knowledge as information, but can 

also extract and use that information when needed. In this manner, new knowledge can be created from 

existing knowledge in combination with further information (Edwards, 2016). 

Organizational Memory Information Systems (OMIS) emerge to enhance the OM, providing practical 

support and resources for the organization, assisting in decision making, in the solution of problems, as well 

as in quality assurance and development of products and services. This article analyses a number of OMIS, 

selected from a literature review about OMIS features and functionality, to understand the organizations’ 

perspective on these information systems. With this research, we realized that the relationship between OM 

and IS is still inexpressive even though some cases of success in the use of OMIS have been reported in 

the literature. The literature reveals that in most organizations individuals' knowledge is not integrated into 

the information systems management process. Much of this knowledge is generated in the organization, 

but retained in the individuals themselves. Therefore, there is an obvious need for strategies and 

mechanisms in the organization to stimulate and provide better knowledge sharing between individuals. 

When integrated with associated ISs, greater control and practical use of Organizational Memory 

(Rajpathak, Chougule, & Bandyopadhyay, 2012), know-how, questions, and issues (Jarrar, 2002) become 

possible. The steps above enable organizations to accumulate knowledge and preserve it over time, which 

is conducive to the building of Organizational Memory (OM). 

2.1.4 Organizational knowledge management systems  

There is no exact definition for ‘knowledge management system’ (KMS) in the relevant literature. However, 

it is mainly in referring to the technology that stores knowledge. We assume that a knowledge management 
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system is an application designed to capture all the information within an organization and make it readily 

available to its employees, anywhere, anytime1. Knowledge management systems refer to any Information 

technology (IT) system that stores and retrieves knowledge, improves collaboration, locates knowledge 

sources, mines repositories for hidden knowledge, captures and uses knowledge, or in some other way 

enhances the KM process (Terzieva, 2014). Many researchers (Lehner & Fteimi, 2016) use the 

categorization of KMS proposed by (Shankar & Gupta, 2005). Depending whether it is about the object of 

the system or a technological strategy, we categorized the organizational systems according to KMS objects 

and technical approaches.  

Groupware Systems (GS) and Collaborative software (CS) 

GS and CS are management systems relating to collaborative work within an enterprise, enabling different 

users at different places to work together simultaneously or sequentially via the Internet (Bafoutsou & 

Mentzas, 2002). The computer’s role in groupware is to provide well-defined mechanisms for interaction. 

Much of the groupware currently available in the corporate marketplace falls into this category, including 

many computer-supported cooperative work systems. The most common examples are systems for shared 

authoring, shared calendars, and project management that regulate interactions within a limited, task-

specific focus (Sposito, 2007).  

Decision Support Systems  

A decision support system (DSS) is a computerized information system used to support decision-making in 

an organization or a business (Dulcic, Pavlic, & Silic, 2012). A DSS lets users sift through and analyze 

massive reams of data and compile information that can be used to solve problems and make better 

decisions. The primary purpose of using a DSS is to present information to the customer in a way that is 

easy to understand2. The benefit to a DSS system is that it can be programmed to generate many types of 

reports, all based on user specifications. A DSS can create information and output it graphically, such as a 

bar chart that represents projected revenue, or as a written report3. (Averweg, 2009) presents a full study 

of the history of the decision support system, with detailed classification of DSSs. Examples: MDSS 

(Strydom, 2005), OPTIMA4. 

Enterprise Content Management  

The Association for information and image Management  5 (AIIM) defined this system, as “Enterprise Content 

Management is the systematic collection and organization of information that is to be used by a designated 

audience – business executives, customers, etc. ECM is “neither a single technology nor a methodology 

                                                      
1 http://www.dzonesoftware.com/blog/what-is-knowledge-management 
2 https://www.informationbuilders.com/decision-support-systems-dss.  
3 https://www.investopedia.com/terms/d/decision-support-system.asp.  
4 http://www.ess.co.at/OPTIMA/ 
4  

 

http://www.dzonesoftware.com/blog/what-is-knowledge-management
https://www.informationbuilders.com/decision-support-systems-dss
https://www.investopedia.com/terms/d/decision-support-system.asp
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nor a process, it is a dynamic combination of strategies, methods, and tools used to capture, manage, store, 

preserve, and deliver information supporting key organizational processes through its entire life-cycle”6. This 

category of enterprise management system aims to deal with the content of all resources within an 

organization; structured ones as databases and semi-structured ones (as invoices, purchase orders) and 

unstructured ones as (presentation, text documents ...) (Päivärinta & Munkvold, 2005).  

Document management systems  

According to iDatix7 “document management encompasses the processes and procedures your organization 

uses as it pertains to capturing, storing, securing and retrieving information on a daily basis.” Document 

management system aims to combine paper and digital document into a single hub (Smallwood, 2013). An 

example of a Document Management System: the online banking section of a bank’s website that allows 

users to manage and access their monthly banking statements. 

The above categories can be implemented based on one or multiples of technological architecture as:  

Intranet  

“An infrastructure based on Internet standards and technologies supports sharing of content within a limited 

and well-defined group"8. The intranet act as a platform for groupware applications and document 

management applications as it is intended to enhance collaboration and act as a repository for embedded 

knowledge9. 

Warehousing Data  

It is “a federated repository for all the data collected by the various business systems of an enterprise“10. 

The goal of this technology is to generate front-end analytic that will support business executive and 

operational managers11. According to the diagram in Figure 2.1, the environment for data warehouses and 

marts includes the following parts: 

 Pre-data warehouse: Source systems that provide data to the warehouse or mart. 

 Data Cleansing: Data integration technology and processes that are needed to prepare the data for 

use. 

  Data Repositories: Different architectures for storing data in an organization’s data warehouse or 

data marts. 

 Front-End Analytics: Different tools and applications for the variety of users. 

                                                      
5 https://www.aiim.org/What-is-ECM 

7 https://www.docuphase.com/document-management-software 

8 http://www.iorg.com/papers/iw/19981019-advisor.html 

9 https://www.knowledge-management-tools.net/intranet-and-extranet.php 

10https://searchcloudcomputing.techtarget.com/essentialguide/An-enterprise-guide-to-big-data-in-cloud-computing 

11 https://www.investopedia.com/terms/d/data-warehousing.asp. 

https://www.aiim.org/What-is-ECM
http://www.iorg.com/papers/iw/19981019-advisor.html
https://searchcloudcomputing.techtarget.com/essentialguide/An-enterprise-guide-to-big-data-in-cloud-computing
https://www.investopedia.com/terms/d/data-warehousing.asp
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Figure 2.1: Data Warehousing Infrastructure 

Data warehouses are expensive to scale and do not excel at handling raw, unstructured, or complex data. 

However, data warehouses are still an essential tool in the DSS era (Chatterjee, 2010).  

Information retrieval systems  

Information retrieval (IR) deals with access to information as well as its representation, storage, and 

organization. The overall goal of an information retrieval process is to retrieve the information relevant to a 

given request (Amudaria & Sasirekha, 2011). In Figure 2.2 (Ingwersen, 1992), which shows the basic 

concepts of an information retrieval system, representation is defined as the stored information, matching 

function as a specific search strategy for finding the stored information and queries as requests to the system 

for accurate information. Contemporary search engines are optimized for look-up scenarios where the 

information target is well defined, and human-machine interaction is limited to queries and search-result 

selections. In this role, the search system serves as a cognitive prosthetic, temporarily enhancing people’s 

mental capabilities to provide access to additional information not known to the searcher or not readily 

accessible to them (Rajpathak, Chougule, & Bandyopadhyay, 2012). However, this type of support is 

insufficient for tasks requiring more involved information interaction (e.g., where cross-query learning may 
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be necessary) and situations where information behavior encompasses more than just information seeking 

(Shah, 2010).  

 

 

Figure 2.2: A simple model for information retrieval (Ingwersen, 1992) 

There are three Information Retrieval (IR) models as follows (Goker & Davies, 2009),  

 Boolean model - based on keyword manipulation, on the one hand, a document is represented by 

a combination of keywords, and on the other hand, a logical expression composed of words that 

represent a query.  

 Vector model - representation of user queries and documents as vectors in the space generated by 

all the terms.  

 Probabilistic model - uses the mathematical model based on the theory of probability.  

The difference between data warehousing and information retrieving is that IR does not deal with the 

transnational update. Database systems deal with structured data, with a schema that defines the data 

organization. However, IR systems deal with some querying issues not generally addressed by database 

systems as approximate searching by keywords and ranking of retrieved answers by the estimated degree 

of relevance.  

 Basic concepts of semantic web technologies  

The semantic web technologies provide a common framework that allows data to be shared and reused 

across application, enterprise and community boundaries12. The purpose of the Semantic Web is to make 

explicit the semantic content of resources (documents, web pages) (Uschold, 2003). Computers and agents’ 

software could, therefore, "understand" information contained in these resources and help users to execute 

and complete the tasks, their requests more automatic and more efficient. The machines maintained could 

"know" that car is a kind of vehicle and that age of a person is a positive integer and does not have been 

higher than 150 years... Therefore, they could reason on knowledge already existing to provide more 

accurate information and systems that are more sophisticated and had better adaption to users’ 

requirements.  

                                                      
12 https://www.w3.org/2001/sw/ 

https://www.w3.org/2001/sw/
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2.2.1 Ontologies  

Ontologies are explicit, formal specifications of terms in the domain and the relations among them (Gruber, 

1993) and act as a vehicle for seamless data integration and exchange (Rajpathak, Chougule, & 

Bandyopadhyay, 2012). Thus, they are well suited for the representation and utilization of relations among 

data and are efficient in reasoning.  

Depending on their generality level, different types of ontologies may be identified that fulfill different roles 

in the process of building Knowledge Base Systems (KBS). (Fensel, 2013) distinguishes the following 

ontologies types:  

 Domain ontology (or domain-specific ontology): it captures the knowledge valid of a particular type 

of domain and represents specific meanings of terms to that part of the world.  

 Meta-data ontology: Like Dublin Core, it provides a vocabulary for describing the content of online 

information sources.  

 Generic or common sense ontology: it aims at capturing general knowledge about the world, 

providing basic notions and concepts for things like time, space, state, and event. Therefore, they 

are valid across several domains.  

 Others: Like so-called method ontologies, they provide terms specific to particular methods and 

task ontologies that offers specific terms for a specific task. They give a reasoning point of view on 

domain knowledge.  

Ontologies representation languages: an ontology language is a formal language to represent an ontology. 

An ontology can be represented merely using:  

 RDF: As defined by W3C, RDF is a standard model for data interchange on the Web. RDF has 

features that facilitate data merging even if the underlying schema differ, and it specifically supports 

the evolution of schema over time without requiring all the data consumers to be changed. RDF 

extends the linking structure of the Web to use URIs to name the relationship between things as 

well as the two ends of the link (this is usually referred to as a “triple: subject-predicate-object”). 

Using this simple model, RDF allows structured and semi-structured data to be mixed, exposed, 

and shared across different applications. RDF has no mechanisms for defining relationships 

between properties and between resources is the role of RDF Schema (RDFS). Using RDF and 

RDFS, knowledge can be represented not only at the level of the assertions (or facts) but also at 

the level of conceptualization (ontology level). The predefined semantics in RDFS makes it possible 

to reason and deduce new knowledge. The documents in RDFS are often serialized (written) in 

XML, which makes it possible for several tools already existing for XML by processing the 

documents in RDFS. For more of readability, other languages are also proposed to represent the 

models RDFS in formats such as Notation 3 (N3), NTriples, and Turtle. We can use RDFS to 

represent simple ontologies. The ontologies in RDFS can be serialized into languages such as XML 

or N3. However, an ontology is used to describe knowledge in an area, so it is necessary to have 
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an expressive language to express them, and RDFS does not meet these needs. For example, 

using RDFS, we cannot describe the cardinality of a relation or express characteristics of 

relationships such as transitivity, symmetry or functionality, or to make restrictions for specific 

classes.  

 OWL: Ontology web language: W3C has recommended a more powerful standardized language at 

the expressive level, which is specially designed to represent ontologies in the semantic Web that 

allows with ease to create, share and exchange knowledge in the Semantic Web. The OWL 

language is recommended. It is derived from language DAML + OIL. OWL covers most features of 

the DAML + OIL language and renames most of its primitives. The OWL ontology language is 

divided into three sublanguages with a tapering expressiveness power: OWL Full, OWL DL and 

OWL Lite. The reason concerns the complexity, the computability and the implementation of the 

language. While the OWL Lite sub-language has the lowest formal complexity and the minimum 

expressiveness in the family, it is sufficient to represent thesaurus and other taxonomies or 

classification hierarchies with simple constraints. The tools to support OWL Lite and migrations for 

the thesauri, the existing taxonomies are also cheaper. OWL DL has more expressiveness while 

maintaining computational completeness (all conclusions are guaranteed to be computed) and 

decidability (all calculations will end in finite time). OWL DL corresponds to the variant of the 

description logic SHOIN (D) (Bruijn, Lara, Polleres, & Fensel, 2005). The OWL DL sub-language is 

therefore appropriate to represent ontologies needing the power of expressiveness while keeping 

the computability. Finally, OWL Full is designed for developers, implementers, and users who 

require maximum expressiveness, freedom of syntax of RDF but no computability guarantee. 

Currently, no tools or reasoning software are capable of supporting complete reasoning for all the 

features of OWL Full. 

Regarding the compatibility of these sub-languages, the Full OWL sub-language can be considered as an 

extension of RDF, while OWL Lite and OWL DL can be regarded as extensions of a restricted view of RDF. 

OWL Full is an extension of OWL DL, and the latter is an extension of OWL Lite. A legal ontology in OWL 

Lite is also legal in OWL DL and OWL Full. All documents in OWL (Full, DL, and Lite) are valid documents 

in RDF, and an RDF document is an OWL Full document, but only a few RDF documents are legal 

documents in OWL Lite or OWL DL (Bruijn, Lara, Polleres, & Fensel, 2005).  

Components regardless of the language in which they are expressed, most ontologies describe individuals 

that are instances of the classes, which are concepts having attributes and related to each other by relations.  

 Individuals (instances) are the primary, "ground level" components of an ontology. The individuals 

in an ontology may include concrete objects such as people, animals, tables, automobiles, 

molecules, and planets, as well as abstract individuals such as numbers and words (although there 

are differences of opinion as to whether numbers and words are classes or individuals). Strictly 

speaking, an ontology needs not include any individuals, but one of the general purposes of an 
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ontology is to provide a means of classifying individuals, even if those individuals are not explicitly 

part of the ontology (Linckels & Meinel, 2011).  

 Concepts that are also called types, sorts, categories, and kinds – can be defined as an extension 

or an intention. According to an extensional definition, they are abstract groups, sets, or collections 

of objects. According to an intentional definition, they are abstract objects that are defined by values 

of aspects that are constraints on being a member of the class. The first definition of class results 

in ontologies in which a class is a subclass of the collection. The second definition of class results 

in ontologies in which groups and classes are more fundamentally different. Classes may classify 

individuals, other classes, or a combination of both.  

 Attributes: Objects in an ontology can be described by relating them to other things, typically aspects 

or parts. These related things are often called attributes, although they may be independent things. 

Each attribute can be a class or an individual. The kind of object and the kind of attribute determines 

the sort of relation between them. A relation between an object and an attribute express a fact that 

is specific to the object to which it is related.  

 Relationships (also known as relations) between objects in an ontology specify how objects are 

related to other objects. Typically, a relation is of a particular type (or class) that defines in what 

sense the object is related to other objects in the ontology. Much of the power of ontologies comes 

from the ability to describe relations. Together, the set of relations describes the semantics of the 

domain. The set of used relation types (classes of relations) and their subsumption hierarchy 

describe the expression power of the language in which the ontology is expressed. An important 

type of relation is the subsumption relation (is-a-superclass-of, the converse of is-a, is-a-subtype-of 

or is-a-subclass-of). These relations define which objects are classified by which class. Another 

common type of relations is the mereology relation, written as part-of that represents how objects 

combine to form composite objects. As well as standard relationships, ontologies often include 

additional types of relations that further refine the semantics they model.  

 Axioms: Assertions (including rules: if – the sentence that describes the logical inference) in a logical 

form that together comprise the overall theory that the ontology describes in its domain of 

application. This definition differs from that of "axioms" in generative grammar and formal logic. In 

those disciplines, axioms include only statements asserted as prior knowledge. As used here, 

"axioms" also include the theory derived from axiomatic statements  

Many methodologies, such as TOVE (López, 2002), EO (Dietz, 2006), Methodology (Gómez-Pérez & 

Suárez-Figueroa, 2009) are described in the literature based on experiences developing specific domain 

ontologies. These methodologies have similar points, which are starting by identifying the purpose, or 

specifying motivation scenarios by defining a set of problems encountered in particular enterprise or 

determining the level of formality at which the ontology should be described as per (Paredes-Moreno, 

Martínez-López, & Schwartz, 2010). The second step is to produce the specification ether formal or informal 

to identify the scope of the ontology. The stage of formalization that is coding or implementing the ontology 
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and finally the phase of evaluation, if yes or not the ontology can answer the questions selected in the first 

and second steps. The mains differences between the three methodologies are that EO methodology apart 

from the formal and informal levels. Methodology introduces the level of knowledge acquisition via expert 

interview and all documents specifying the vocabulary used within the same organization, integration which 

is the step of selecting ontological resources to uniform the ontology, and documentation of the stages of 

the ontology creation process.  

2.2.2 Ontologies’ Alignment  

Definition  

Alignments express the correspondences between entities of different ontologies. Given two ontologies O 

and O’ with associated entity languages QL and QL’ and a set of alignment relations Θ, correspondence is a 

triple: (e, e’ ,r) = QL(O)x QL’
 (O’) x Θ expressing that the relation r holds between entity e and e’.  

An alignment is a set of correspondences between two ontologies (De Bruijn, et al., 2006). The entity 

language can be made merely of all the terms or formulas of the ontology language based on the ontology 

vocabulary. It can restrict them to the named terms or, on the contrary, extend them to all the queries that 

may be expressed on this vocabulary. Alignments express relations between such entities through a finite 

set of connections, which are independent of ontology relations (Euzenat, 2014). Ontology alignment is 

generally described as the application of the so-called match operator (Poli, Healy, & Kameas, 2010). There 

are many different algorithms, which implement the match operator. These algorithms can usually be 

classified along two dimensions. There is the distinction between schema-based and instance-based 

matching (Badr, Chbeir, Abraham, & Hassanien, 2010).  

Alignment types  

The types of alignments are related to the kinds of resources to be aligned and to the specifications of the 

matching tool. We identified three categories of alignment resources:  

 Formal alignment: matching resources are represented in a logical formalism and using logical 

relations to express correspondences between their entities. These entities can be simple (node 

entities) or complex represented as logical expressions using specific constructors (i.e., description 

logic constructors, first-order logic expressions, etc.) (Suchanek, Kasneci, & Weikum, 2007).  

 Terminological alignments: bridging between resources represented in a semantic formalism and 

using terminological relations (Broader_Term, BroadMatch, Translation, ExactMatch, etc.) to 

express semantic correspondences between entities (generally terminological or conceptual 

entities) (Isaac, et al., 2009), (Kefi, Safar, & Reynaud, 2006), (Noy, et al., 2001).  

 Linguistic alignments: expressing correspondences between two syntactic structures generally for 

multilingual resources. It is usually expressing equivalency between two parse trees to match 

different n-grams in two sentences (Pang, Knight, & Marcu, 2003) or directly maps of translation 

links between pairs of linguistic entities.  
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2.2.3 Annotation  

Here are the definitions of (Oren, Moller, Scerri, Handschuh, & Sintek, 2006): 

Definition 1 (Annotation)  

An annotation is a tuple (a s, ap, ao, ac), where a is the subject of the annotation (the annotated data) ao is 

the object of the annotation (the annotating data), ap is the predicate (the annotation relation) that defines 

the type of relationship between a s and ao, and ac is the context in which the annotation is made. The 

annotation subject can be formal or informal.  

For example, when we put a note in the margin of a paragraph, the informal convention is that the note 

applies to the section, but that pointer is not formally defined. However, if we use a formal pointer such as 

a URI to point to the section then the subject is specified officially.  

Definition 2 (Formal annotation)  

A formal annotation A f is an annotation A, where the subject a s is a URI, the predicate ap is a URI, the object 

ap is a URI and the context ac is a URI.  

Definition 3 (Ontological annotation)  

An ontological annotation A s is a formal annotation A f, where the predicate ap and the context ac are an 

(arbitrarily complex) ontological term, and the object ao conforms to an ontological definition of ap.  

2.2.4 Semantic querying languages  

RDF querying languages  

The SPARQL13  query language for RDF is designed to meet the use cases and requirements identified by 

the RDF Data Access Working Group. SPARQL can be used to express queries across diverse data 

sources, whether the data is stored natively as RDF or viewed as RDF via middleware. SPARQL contains 

capabilities for querying required and optional graph patterns along with their conjunctions and disjunctions. 

SPARQL also supports extensible value testing and constraining queries by source RDF graph. The results 

of SPARQL queries can be results sets or RDF graphs. SPARQL has facilities to i) Extract RDF subgraphs, 

ii) Construct a new RDF graph using data from the input RDF graph queried, iii) Return “descriptions” of the 

resources matching a query part, iv) Specify optional triple or graph query patterns (i.e., data that should 

contribute to an answer if it is present in the data queried, but whose absence does not prevent an answer 

being returned), and v) Test the absence, or non-existence, of tuples.  

Ontology querying languages  

Query languages for OWL are still in their infancy compared to those for RDF (Bailey, Bry, Furche, & 

Schaffert, 2009). OWL query language (Fikes, Hayes, & Horrocks, 2004) is a well-known language for 

querying OWL data and is an updated version of the DAML Query language (Fikes, Hayes, & Horrocks, 

                                                      
13 https://www.w3.org/TR/rdf-sparql-query/ 
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2004). Its design targets the assistance of query-answering dialogues between computational agents on 

the Semantic Web. Unlike the RDF query languages, it focuses on the querying of schema rather than 

instance data. An RDF language such as SPARQL may, of course, be used to query OWL data, but it is not 

well suited to the task as it is not being designed to be aware of OWL-semantics (Haizhou & Kemafor, 2011).  

 Conclusion  

As showed, many approaches and tools have been developed for different tasks to optimize the 

management of the knowledge within an organization with different strategies to avoid the heterogeneity of 

knowledge types with the goal to maximize the exploration and exploitation of knowledge resources content. 

We also present the architecture of information retrieval approach, which presents a potential methodology 

to develop many types of knowledge management systems as document management and enterprise 

content management systems. In the second section, we detail the principal notions of the semantic web 

and its available technologies and resources and explain why the nowadays-semantic web is the solution 

to give mining to information and to deal with heterogeneity what we consider a promising solution to give 

exact mining to resources content and to develop semantic management systems for organizations. In the 

next chapter, we present the state of the art of semantic knowledge management solutions based on 

different approaches proving that ontology-based approaches are a promising solution not only to deal with 

heterogeneity but also to give meaning and to contextualize knowledge.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

21 

 

 



 

22 

 

 

  



 

23 

 

Part I: State of the art 
 

  



 

24 

 

 



 

25 

 

Chapitre 3. Semantic knowledge management  

 Introduction  

As seen in chapter two, the knowledge developed during the activities of a company can be expressed 

explicitly in acts, documents, or experiences. All these types of knowledge and resources, as well as the 

information crucial to the company, are called “business memory” or “organizational memory” (section 

2.2.1). To facilitate and improve access, sharing, and re-use of corporate memory, and to create or deduct 

new knowledge, it is necessary to have the means and tools to materialize the memory and to index the 

content of this corporate memory (Dieng, Corby, Giboin, & Ribière, 1999). By drawing an analogy between 

the resources of corporate memory and those of the Web, we can use Web technologies for the 

management, representation, and exploitation of knowledge in an organization by implementing and using 

the Intranet within the organization (section 2.2.2). With the evolution of the Web to the Semantic Web, new 

technologies for the latter can also be applied in the organization: corporate memories are constructed in 

the form of the corporate semantic Web (Dieng, Corby, Giboin, & Ribière, 1999). Research of the past 

decade has started to refer to next generation frameworks based on the Semantic Web to mainstream 

enterprise applications (Dau, 2011): "The emerging Semantic Web will require us to dramatically rethink 

traditional notions of how business, data/information, application, and technology architectures are 

conceptualized and realized within an enterprise"14. 

 Knowledge representation models  

In this section, we present different models and languages created to handle the task of knowledge 

representation. Generally, each model represents a specific aspect of the resources without covering all 

their types: ontological, terminological, lexical, textual, documentary, etc. It is more difficult to find models 

representing a variety of knowledge resources of different kinds.  

The major's transformation approach from knowledge resources to resource representation are:  

1. Tbox transformation (Caracciolo, Heguiabehere, Sini, & Keizer, 2009): it transforms the resource 

content into an ontology schema. This transformation approach tries to enforce a formal semantics 

to the re-engineered resources, even at the cost of changing their structure. The requirements for 

this transformation are: 

 Full conversion: the resultant ontology has all the information that is present in the original 

resource. In other words, all queries that are possible on the source should also be possible 

on the ontology generated.  

                                                      

14 https://www.cutter.com/journal/rise-semantic-enterprise-487151.  
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 Conversion on the semantic level: it implies that the schema translation interprets the 

semantics of the data. In other words, the conversion should not avoid possible 

interpretations.  

2. Abox transformation (Caracciolo, Heguiabehere, Sini, & Keizer, 2009): it transforms the resource 

schema into an ontology schema, and the resource content into ontology instances. This 

transformation approach leaves the informal semantics of the re-engineered resources mostly 

untouched. The requirements for this transformation are  

 Full conversion: it is the same condition than for the TBox transformation. Again, this implies 

that all queries that are possible on the source should also be possible on the ontological 

version.  

 Structure preserving translation: it is the opposite of the second requirement of the TBox 

transformation. The translation should respect as much as possible the original structure of 

the resource; in other words, the conversion should avoid possible interpretations.  

3. Population: it transforms the resource content into instances of an ontology. The requirements of 

the transformation are full conversion, the same need for the TBox and ABox change. The ontology 

instances generated should respect the target ontology structure as strictly as possible. In this case, 

the class structure of the ontology already exists and is extended with instance data. In other words, 

the ontology instances must conform to the already existing ontology schema.  

Explicit digital knowledge resources are composed of content and information about the content and the 

context of the support, which are the metadata. To represent these two components, we investigate models 

capable of serving these types of knowledge.  

3.2.1 Metadata representation models  

Metadata can be defined as structured and machine understandable collections of lexical items to be used 

for expressing assertions about the organization and the contents of some sets of digital or non-digital 

documents (Zarri, 2015).  

There exists a wide variety of metadata formats for digital resources. They range from relatively simple 

ones, like the Dublin Core basic scheme, to more detailed forms like the Text Encoding Initiative  15and 

MARC 16 . Dublin Core has recently evolved into the Dublin Core Metadata Initiative DCMI17. The “DCMI 

Metadata Terms” is a broad set of metadata elements that includes the fifteen ones of the original Dublin 

Core along with several related properties and classes (Coyle, 2012). Following the publication of the RD-

compatible DCMI Abstract Model18,  Dublin Core represents now one of the vocabularies most commonly 

used in a W3C/SW/RDF context (Figure 3.1).  

                                                      
15 http://www.tei-c.org/index.xml 
16 http://www.loc.gov/marc/uma/pt1-7.html 
17 http://dublincore.org/ 
18 http://dublincore.org/documents/2007/02/05/abstract-model/ 
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Figure 3.1: Unqualified DC: The hedgehog model (DCMI) 

The Dublin Core Metadata element set 19  is composed of:  

 Contributor: An entity responsible for making contributions to the resource  

 Coverage: The spatial or temporal topic of the resource, the spatial applicability of the resource, or 

the jurisdiction under which the resource is relevant.  

 Creator: An entity primarily responsible for making the resource. Comment: Examples of a Creator 

include a person, an organization, or a service. Typically, the name of a Creator should be used to 

indicate the entity.  

 Date: A point or period associated with an event in the life cycle of the resource. Comment: Date 

may be used to express temporal information at any level of granularity.  

 Description: An account of the resource. Comment: Description may include but is not limited to an 

abstract, a table of contents, a graphical representation, or a free-text account of the resource.  

 Format: The file format, physical medium, or dimensions of the resource.  

                                                      
19 http://www.dublincore.org/documents/dcmi-terms/ 
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 Identifier: An unambiguous reference to the resource within a given context. Comment: 

Recommended best practice is to identify the resource using a string conforming to a formal 

identification system.  

 Language: A language of the resource.  

 Publisher: An entity responsible for making the resource available. Comment: Examples of a 

Publisher include a person, an organization, or a service.  

 Rights: Information about rights held in and over the resource. Comment: Typically, rights 

information includes a statement about various property rights associated with the resource, 

including intellectual property rights.  

 Source: A related resource from which the described resource is derived.  

 Subject: The topic of the resource. Typically, the subject will be represented using keywords, key 

phrases, or classification codes. Recommended best practice is to use a controlled vocabulary.  

 Title: A name given to the resource.  

Some models, such as NoRMV 20which is a meta-data vocabulary describing non-ontological resources, 

provide a categorization of non-ontological resources. NoRMV (Figure 3.2) is an extension of OVM21 that 

provides a vocabulary describing ontological resources (Hartmann, et al., 2005). Other approaches focus 

on representing the knowledge within resources by specifying a model or transforming rules for each type 

of resources, trying to identify what knowledge can be extracted using the available technologies.  

                                                      
20 http://mayor2.dia._.upm.es/oeg-upm/index.php/en/ontologies/177-normv/index.html 

21 http://mayor2.dia._.upm.es/oeg-upm/index.php/en/downloads/75-omv/index.html 
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Figure 3.2: NoRMV: Nonontological resource metadata vocabulary 

(Villazón-Terrazas, 2012) 

3.2.2 Content representation models  

Depending on the initial format of a knowledge resource, we investigate the tools aiming to map non-

ontological resources to ontological resources. Non-ontological resources can be structured as databases 

and XML-based schema resources or unstructured as spreadsheets and text document.  

Structured resources transformation  

Relational data base (RDB) to OWL  

Researcher initiatives related to RDBs and ontologies transformations proliferate and are addressed 

continuously. Considering RDF, OWL ontologies and RDBs, several frameworks, mapping approaches and 

tools exist. These approaches and tools are referenced and analyzed in the W3C (World Wide Web 
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Consortium): Virtuoso RDF View22; D2RQ 23 ; Triplify 24; RDBToOnto (Krivine, Nobécourt, Soualmia, Cerbah, 

& Duclos, 2009) ; R2O (Barros, Ramos, & Perez, 2015), SBRD Automapper (Fisher & Dean, 2008); 

RDB2OWL 25 ; ERONTO (Fahad, 2008); OWLFromDB (Zhang, Di, & Feng, 2012). (Chbihi Louhdi, Behja, & 

El Alaoui, 2013) presents a comparative study of several methods of transforming relational databases 

(RDB) into the ontology. Based on this survey (Table 3.1), we compared the methods based on the source 

of the ontology transformation: conceptual model (1) or relational model (2), and the criteria of availability 

and integrability (3) that we assume very useful in scientific context, as in our case, we need existing tools 

to implement our approach. Thus, we investigate if the methods deal with one-to-many relations (4), many- 

to-many relation (5), many-to-many relation with attributes (6) and n-ary relation (7). 

 

Methods 

 

(1) 

 

(2) 

 

(3) 

 

(4) 

 

(5) 

 

(6) 

 

(7) 

(He-ping, Lu, & Bin, 2008), (Santoso, Haw, & Abdul-Mehdi, 

2011) 

no no yes yes no no no 

(Gagnon, 2007) (Cerbah, 2008) (He-ping, Lu, & Bin, 2008)  no no yes yes yes no no 

(Xu, Cao, Dong, & Su, 2004) (Astrova, Korda, & Kalja, 2007)  no yes no yes yes yes yes 

(Myroshnichenko & Murphy, 2009)  no no yes yes yes yes yes 

(Fahad, 2008) no yes no yes yes yes yes 

(Li, Du, & Wang, 2005), (Telnarova, 2010)  no yes no yes yes no yes 

(He-ping, Lu, & Bin, 2008), (Ahmed, Aslam, Shen, & Yong, 

2011), (Cullot & Yétongnon, 2007), (Hazber, Yang, & Jin, 

2010), (Xu, Cao, Dong, & Su, 2004) 

no yes no yes yes no no 

(Chbihi Louhdi, Behja, & El Alaoui, 2013)  no yes no yes yes yes yes 

 

Table 3.1: Comparative study overall several transforming RDB to 

ontology methods (Chbihi Louhdi, Behja, & El Alaoui, 2013) 

Even if the source code is not available and no API is created to be integrated into future work, we consider 

that the explanations given over various papers are sufficient for possible implementation.  

                                                      
22 https://virtuoso.openlinksw.com/whitepapers/relational%20rdf%20views%20mapping.html 

23 http://d2rq.org/ 

24 https://www.w3.org/2001/sw/wiki/Triplify 

25 http://rdb2owl.lumii.lv/ 
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XML to OWL  

The issued to transform XML to OWL has been addressed from the problem of converting metadata schema 

to ontologies. These approaches are generally generic approaches dealing with the problem of giving an 

arbitrary metadata document (e.g., XML file) how it can be automatically transformed to an ontology 

representation (e.g., OWL or pdf file) (Munir & Sheraz Anjum, 2017). For example, issues that are an often 

addressed in the conversion are how XML components, such as XML sequences, elements/attributes, 

identifiers, should be reported presented in RDF language (Battle, 1999); (Bohring & Auer, 2005). 

      The generic approaches usually convert metadata records on the syntactic level, in the sense that they 

consider mapping between XML and RDF structural components. It has been concluded that there is no 

complete approach, which focuses on a transformation from ”legacy” XML instance documents to OWL 

ontologies (Svátek, Sváb-Zamazal, & Vacura, 2010). In (Ferdinand, Zirpins, & Trastour, 2004) the authors 

even assume, that a suitable automatic mapping between XML and RDF is impossible because XML does 

not contain any semantic constraint. It is claimed that XML represents the document structure, but does not 

include any information about the meaning of the content. Contrary, Melnik approach (Klein, 2002) assumes 

that there is some semantics in the XML documents, which can be discovered out of the document structure, 

it detects semantics in XML instance documents and maps them to RDF documents with a simplified syntax 

assuming that every XML document has an RDF model. (Reif & Gall, 2009) proposes an automatic mapping 

from XML contents to RDF metadata by using an ontology, which was created from the corresponding XML 

Schema. This ontology contains the model but has no instances. The XML data will not be mapped to its 

OWL equivalents. By now, the mapping from the XML Schema to the OWL ontology is created manually. 

Our aim is it to be able to generate the mapping automatically. (Thuy, Lee, & Lee, 2009) describes mappings 

from XML to RDF as well as from XML Schema to OWL, but these mappings are independent of each other. 

That means, that OWL instances have not necessarily to suit to the OWL model, because elements in XML 

documents may have been mapped to different elements in the OWL. Furthermore, this approach does not 

tackle the question of how to create the OWL model, if no XML Schema is available. (Yahia, Mokhtar, & 

Ahmed, 2012) proposes a strategy of how OWL ontologies may be generated automatically out of existing 

XML data. This transformation has to be done by establishing suitable mappings between the different data 

model elements of XML and OWL. Figure 3.3 is a comparative study done by (Hacherouf, Bahloul, & Cruz, 

2015) that demonstrates a broad set of approaches designed to transform the XML document into an OWL 

representation. These approaches apply to convert HTML document to OWL, but they need to be 

modified/instantiated to deal with the particular structure of HTML files.  
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Approaches  

 

Inputs  

 

Outputs  

 

OWL 

Type  

 

Generation of 

ontology and 

individuals  

 

Rules  

 

Integrity 

constraints  

 

Existing 

ontology  

OWLMAP  XML 

schema

+XML 

instance  

OWL 

schema 

+RDF 

graph  

OWL-

DL  

Sequentiel  Automatic  YES  NO  

XML2OWL  XML 

schema

+XML 

instance  

OWL 

schema 

+individ

ual  

OWL-

DL  

Sequentiel  Automatic  YES  NO  

XS2OWL  XML 

schema  

OWL 

schema  

OWL-

DL  

n/a  Automatic  YES  NO  

XSD2OWL  XML 

schema

+XML 

instance  

OWL 

schema 

+individ

ual  

OWL-

DL  

Sequentiel  semi-

Automatic  

NO  YES  

X2OWL  XML 

schema  

OWL 

schema  

OWL-

DL  

n/a  Automatic  NO  NO  

JANUS  XML 

schema  

OWL 

schema  

OWL2-

RL  

n/a  Automatic  YES  NO  

EXCO  XML 

schema

+XML 

instance  

OWL 

schema 

+individ

ual  

OWL-

DL  

parallel  Automatic  YES  NO  

(Yahia, 

Mokhtar, & 

Ahmed, 

2012) 

XML 

schema  

OWL 

schema 

+individ

ual  

OWL-

DL  

n/a  Automatic  YES  NO  

DTD2OWL  DTD+X

ML 

instance  

OWL 

schema 

+individ

ual  

OWL-

DL  

Sequential  Automatic  YES  NO  
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Figure 3.3: Survey: Transforming approaches from XML to OWL 

(Hacherouf, Bahloul, & Cruz, 2015) 

Semi-structured resource transformation 

HTML to OWL  

HTML stands for Hyper Text Markup Language. It is the standard markup language for creating Web pages, 

it describes the structure of Web pages using markup. Its elements are the building blocks of HTML pages 

and are represented by tags, which label pieces of content such as "heading," "paragraph," "table", and so 

on. Browsers do not display the HTML tags but use them to render the content of the page (introduction to 

HTML).  

 

                            

Figure 3.4: HTML pages structure 

As there is no specific tool or methods that describe the transformation from HTML files to OWL and as the 

difference between XML and HTML is over the syntax, which is more rigorous in XML (and thus in XHTML 

1.0) than in HTML, we investigate tools and methods for transforming XML to OWL.  

 

 

Web services transformation  

Web services are considered as self-contained, self-describing, module applications that can be published, 

located, and invoked through the Web (Dargam, et al., 2014). Several languages have emerged, to add 
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semantic description features to the web services standards as OWL-S (formally DAML-S) which is a 

revision of DAML+OIL (Wali & Gibaud, 2012). OWL-S (formerly DAML-S) is an ontology of services that 

allows user and software agent to discover, invoke, compose and monitor web resources offering particular 

services and having specific properties with a high degree of automation (Satapathy, Avadhani, & Abraham, 

2011). 

 

Figure 3.5: The principal OWL-S classes (Daniel, Papadopoulos, & 

Thiran, 2013) 

The overall structure of the ontology and its three main parts are the service profile for advertising and 

discovering services; the process model, which gives a detailed description of a service’s operation; and 

the grounding. This structure provides details on how to interoperate with a service via messages. The 

structure is described and recommended by the Web-Ontology Working Group 26 at the World Wide Web 

Consortium. Web services adapting OWL-S ontology are directly usable and integrable in any semantic-

based tool.  

 

 

 

                                                      
26 https://www.w3.org/2001/sw/WebOnt/ 
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Unstructured resources transformation  

Spreadsheets transformation  

A variety of systems has been developed to map spreadsheet content to RDF. The earliest systems include 

Excel2RDF 27 and Convert2RDF 28. Both systems support necessary mappings from entity-per-row 

spreadsheets. RDF123 system (Han, Finin, Parr, Sachs, & Joshi, 2008) supports less restricted data 

models. However, it is still primarily row-centric. While complex mapping conditions are supported, the 

mapping language still fundamentally assumes entity-per-row storage. The XLWrap 29 system attempts to 

address this shortcoming. It allows data to be organized in essentially arbitrary ways and supports an 

expressive mapping language for generating RDF content. Other primarily metadata-based systems include 

MIT’s Simile project30, Aperture/Nepomuk from Semantic Discovery Systems (Grimnes, Sauermann, & 

Bernardi, 2009), and Cambridge Semantic’s Anzo for Excel31 . Some systems use an XSLT  32 -based 

approach to map automatically-generated XML representations of spreadsheets to RDF. However, these 

approaches can be very cumbersome and are generally used for only a small range of simple mappings. A 

related, higher-level approach is to use importation tools to generate OWL or RDF tabular representations 

of spreadsheet data and then to map these tabular representations to domain ontologies using a rule or 

scripting languages. For example, TopBraid 33Composer’s SPARQL Motion 34 provides a range of scripting 

modules for generating RDF from tabular data imported from spreadsheets. The authors have used a similar 

approach with a data importation tool called DataMaster (Nyulas, O’Connor, & Tu, 2007) that uses SWRL 35 

rules to map spreadsheet data imported by DataMaster (Nyulas, O’Connor, & Tu, 2007) to domain-level 

constructs. While these approaches provide great flexibility, a multitude of rules or mapping scripts can 

quickly accumulate, which can be challenging to manage and debug. Recent approaches on mapping 

information contained in spreadsheets to OWL suffer from a variety of limitations, including assuming well-

formed spreadsheets reminiscent of a single relational database table and verbose syntaxes for expressing 

mapping rules. To overcome these limitations (O’Connor, Halaschek-Wiener, & Musen, 2010) developed a 

mapping language, M2, which is based on an extension of the OWL Manchester Syntax that supports 

arbitrary spreadsheet cell references. This mapping language provides a compact, user-friendly approach 

for expressing mapping rules for arbitrary spreadsheets. The language also supports syntactic 

transformations of cell contents, as well as inline OWL axioms involving classes, properties, and individuals 

extracted from cell contents.  

                                                      
27 http://www.mindswap.org/~rreck/excel2rdf.shtml 
28 http://www.mindswap.org/~mhgrove/ConvertToRDF 
29 http://xlwrap.sourceforge.net/ 
30 http://simile.mit.edu/ 
31 https://www.w3.org/2001/sw/wiki/Anzo 
32 https://www.w3.org/TR/xslt/ 
33 https://www.w3.org/2001/sw/wiki/TopBraid 
34 http://sparqlmotion.org/s 
35 https://www.w3.org/Submission/SWRL/ 
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Below a comparative study where we specified several criteria:  

1. Row centric approach: which shows if the method concern simple transformation or a complex one.  

2. Well-formed: If the spreadsheet needs to follow a template or not.  

3. Direct mapping: if the method requires more than one-step to do the transformation (complex)  

 

Methods  

 

row-

centric  

 

well-formed 

spreadsheets  

 

direct 

mapping  

 

embeddable  

 

available  

ExceltoRDF36 

Convert2RDF 37 

yes  yes  yes  no  no  

RDF123 (Han, Finin, Parr, 

Sachs, & Joshi, 2008)  

yes  no  yes  no  no  

XLwarp38 no  no  yes  no  no  

Motion 39 /DataMast (Nyulas, 

O’Connor, & Tu, 2007)  

no  yes  no  no  no  

M2 (O’Connor, Halaschek-

Wiener, & Musen, 2010)  

no  no  yes  yes  yes  

  

Table 3.2: Comparative study from Spreadsheets to OWL 

Conclusion  

Different models and approaches were designed to extract knowledge from different types of resources. 

From this section, we can conclude that no approach or tool can automatically parse any knowledge 

resource independently from its kind or structure to an ontology. This is because of the different structures 

of knowledge resources. In addition, each method aims to extract a specific content that it considers useful 

for the approach. We assume that an embeddable personable tool is still needed to execute resources 

content extraction tasks. However, we can use algorithms described in several studies to implement 

transformations methods.  

                                                      
36  http://www.mindswap.org/~rreck/excel2rdf.shtml 
37  http://www.mindswap.org/~mhgrove/ConvertToRDF 
38 http://xlwrap.sourceforge.net/ 
39 http://sparqlmotion.org/ 
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 Ontology-based integration of information  

Ontology has shown promise in removing interpretation problems by computationally capturing the 

semantics of concepts, ensuring their consistency and thus providing a correct and shared understanding 

across multiple domains (Usman, et al., 2013). In nearly all ontology-based integration approaches, 

ontologies are used for the explicit description of the information source semantics. Nevertheless, there are 

a different way of how to employ the ontologies in each part of an ontology-based integration system.  

As seen in section 2.2.2, an information retrieval system is composed of three parts: representation module, 

integration module (or matching function part) and query module that we detail in the next chapter. Each 

part of the system is defined by the ontology-based approach that we can choose and use to build our 

system.  

3.3.1 Ontology-based knowledge representation approaches  

Single ontology approaches  

Single ontology approaches (Caracciolo, Heguiabehere, Sini, & Keizer, 2009): one global ontology provides 

a shared vocabulary for the specification of the semantics. All information sources are related to one global 

ontology. A prominent approach of this kind of ontology integration is SIMS (Arens, Chin Y, Chun-Nsn, & 

Knoblock, 1993). The global ontology can also be a combination of several specialized ontologies. A reason 

for the combination of several ontologies can be the modularization of a potentially sizeable monolithic 

ontology. Ontology representation formalism supports the mixture, i.e., importing other ontology modules 

(cf.Ontolingua (Farquhar, Fikes, & Rice, 1997)). Single ontology approaches can be applied to integration 

problems where all information sources to be integrated provide nearly the same view on a domain. 

However, if one information source has a different perspective on a field, e.g., by providing another level of 

granularity, requiring the minimal ontology commitment becomes a problematic task, e.g., SIMS (Arens, 

Chin Y, Chun-Nsn, & Knoblock, 1993).  

SIMS (Arens, Chin Y, Chun-Nsn, & Knoblock, 1993): A domain model provides the general terminology for 

a particular application domain. Each information source is incorporated into SIMS by describing the data 

supplied by that source regarding the domain model. This model is contained in the mediator. SIMS uses a 

global domain model that also can be called a global ontology. Then any change in the information sources 

will affect directly the global ontology (Buccella, Cechich R., & Brisaboa, 2005). This is also the case of 

DBpedia (described in 3.4)  

Multiple ontology approaches  

In multiple ontology approaches (Caracciolo, Heguiabehere, Sini, & Keizer, 2009), each information source 

is represented by its ontology. For example, in Observer (Mena, Kashyap, Sheth, & Illarramendi, 1996) the 

semantics of an information source is described by a separate ontology. Observer defines a model for 

dealing with multiple ontologies avoiding problems about integrating global ontologies. The different 
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ontologies (user ontologies) can be described using different vocabularies depending on the user’s needs. 

To solve the problem of heterogeneous vocabularies used to describe the same information, Observer uses 

“IRM shared repository” which is a catalog of the semantics of the system (Buccella, Cechich R., & Brisaboa, 

2005).  

Hybrid approaches  

Hybrid approaches were developed to overcome the drawbacks of the single or multiple ontology 

approaches. Similar to multiple ontologies approaches the semantics of each source is described by its 

ontology. However, to make the source ontologies comparable to each other, they are built upon one global 

shared vocabulary (Caracciolo, Heguiabehere, Sini, & Keizer, 2009). The shared vocabulary contains basic 

terms (the primitives) of a domain. To construct complex terms of source ontologies, some operators 

combine the primitives. Because each term of a source ontology is based on the primitives, the terms 

become easier comparable than in multiple ontology approaches. Sometimes the shared vocabulary is also 

an ontology (Stuckenschmidt & Harmelen, 2006). The advantage of a hybrid approach is that new sources 

can easily be added without the need of modification in the mappings or the shared vocabulary. It also 

supports the acquisition and evolution of ontologies. The use of a shared vocabulary makes the source 

ontologies comparable and avoids the disadvantages of multiple ontology approaches.  

Examples:  

 DOME (Cui & O'Brien, 2000) deals with structured databases and their application programs where 

the data sources are legacy information systems. The system defines two separate kind of 

ontologies: resource ontologies, which describe the terminology used by specific information 

resources; and application ontologies, which represent the vocabulary of a user - group or client - 

application. Once the ontologies have been described, they are stored in the Ontology Server 

(Buccella, Cechich R., & Brisaboa, 2005).  

 KRAFT (Gray, et al., 1997) also defines two kinds of ontologies: a local ontology and a shared 

ontology. The difference between DOME and KRAFT is that KRAFT contains a shared ontology. 

When a modification or addition is made in some source, the local ontology (which represents this 

source) has to be changed, and the mappings between the local and the shared ontology have to 

be performed (Buccella, Cechich R., & Brisaboa, 2005).  

3.3.2 Inter-ontologies’ mapping  

Many of the existing information integration systems such as (Mena, Kashyap, Sheth, & Illarramendi, 1996) 

or (Gray, et al., 1997) use more than one ontology to describe the information. The problem of mapping 

different ontologies is a well-known problem in knowledge engineering. We defined in section 2.3.2 the 

alignment operation and its different types. In this section, we present the general approaches using the 

alignment operation to interconnect ontologies. (Caracciolo, Heguiabehere, Sini, & Keizer, 2009) discussed 

these approaches that are used in information integration systems.  
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 Defined mapping: A standard approach to the ontology-mapping problem is to provide the possibility 

to define mappings. Karma system (Gupta, et al., 2015) uses an approach that allows excellent 

maneuverability, but it fails to ensure the preservation of semantics: the user is free to define 

arbitrary mappings even if they do not make sense or produce conflicts.  

 Lexical relations: An attempt to provide at least intuitive semantics for mappings between concepts 

in different ontologies. The approaches extend a common description logic model by quantified 

inter-ontology relationships borrowed from linguistics. Relationships used are a synonym, 

hypernym, hyponym, overlap, covering and disjoint. While these relations are similar to constructs 

used in description logic, they do not have a formal semantics. Consequently, the subsumption 

algorithm is somewhat heuristic than formally grounded.  

 Top-level grounding: To avoid a loss of semantics, one has to stay inside the formal representation 

language when defining mappings between different ontologies (e.g., DWQ (Calvanese, Giacomo, 

& Lenzerini, 2002)). A straightforward way to keep inside the formalism is to relate all ontologies 

used to a single top-level ontology, which can be done by inheriting concepts from a common top-

level ontology. While this approach allows establishing connections between concepts from different 

ontologies regarding common super-classes, it does not create a direct correspondence that might 

lead to problems when exact matches are required.  

 Semantic correspondence: An approach that tries to overcome the ambiguity that arises from an 

indirect mapping of concepts via a top-level grounding is the attempt to identify well-founded 

semantic correspondences between concepts from different ontologies. These approaches have to 

rely on a common vocabulary for defining concepts across different ontologies to avoid arbitrary 

mappings between concepts, 

Alignment based on complementary resources  

As per (Staab, 2006), the majority of the approaches use a combination of terminological and structural 

methods, where the lexical overlap is used to produce an initial mapping, which is subsequently improved 

by using the structure of source and target. Thus as they assume that (1) sufficient lexical overlap exists 

between the source and the target ontology, (2) source and target ontology have sufficient structure. In the 

case of lightly structured ontologies, and ontologies using different vocabularies, these assumptions do not 

hold (Aleksovski, Klein, Kate, & Harmelen, 2006).  

Many works concern the use of complementary knowledge called "background" or support, most often 

represented in the form of a 3rd ontology (Safar, Reynaud, & Calvier, 2007) to overlap these issues. 

Matching ontologies using a background knowledge shows significant results in particular, when the source 

and the target ontology are of poor semantics, such as flat lists, and where the background knowledge is of 

rich semantics, providing extensive descriptions of the properties of the concepts involved (Aleksovski, 

Klein, Kate, & Harmelen, 2006). These background knowledge resources spans from a thesaurus, lexical 
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resources, linked open data, one or several ontologies or a full repository of ontologies. The significant 

difference between the works is how to select the background knowledge.  

 

Figure 3.6: Basic approach using a Background ontology (Safar, 

Reynaud, & Calvier, 2007) 

(Safar, Reynaud, & Calvier, 2007) presents a clear general presentation of the works done on this purpose 

considering that each ontology O comprises only a set of concepts C and a set of relations R between these 

concepts. The ontology alignment process aims at matching the concepts of one of the ontologies, known 

as the source ontology (OSrc), with the concepts of another ontology, known as the target ontology (OTar). 

The process is composed of two main steps as shown in Figure 3.6, Another approach is to rely on a 

reference domain ontology as a semantic bridge between two ontologies: Terms from the two vocabularies 

are first mapped to so-called anchor term, and then their mapping is deduced based on the semantic relation 

of the anchor terms (Sabou, D'Aquin, & Motta, 2006) (Faria, Pesquita, Santos, Cruz, & Couto, 2014).  

Ontologies Alignment systems  

Every year since 2003, the Ontology Alignment Evaluation Initiative 40 (OAEI) publishes a list of ontology 

alignment systems participating in the evaluation conference (Ajmi, Ghoula, & Falquet, 2012). Some 

systems are active and often with the open-source code as LogMap (Jiménez-Ruiz & Grau, 2011) which is 

a highly scalable ontology matching system with ‘built-in’ reasoning and diagnosis capabilities. LogMap can 

deal with semantically rich ontologies containing tens (and even hundreds) of thousands of classes.  

                                                      
40 http://oaei.ontologymatching.org 
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Based on the latest result within 201741, AML system (Faria, et al., 2013) is one of the best four systems 

from the ten systems participating this year. AML is a lightweight ontology matching system specialized on 

the biomedical domain but applicable to any ontologies.  

Many types of formalism represent these kinds of alignment resources. Each sort of alignment have its 

semantics and use specific relations to link resources’ entities. The matched entities are specifically of a 

certain type, for instance, a terminological alignment uses only terminological relations to bridge between 

terminological entities (Thiéblin, Haemmerlé, Hernandez, & Trojahn, 2018).  

 

Figure 3.7: OAEI 2016- 2017 evaluation results 

Furthermore, the AML system can be considered as an open source toolbox that can easily be integrated 

and personalized according to the need of ontologies’ experts. It also combines a powerful, flexible and 

extensible framework with a comprehensive user interface that enables alignment visualization and manual 

editing.  

3.3.3 Conclusion  

The ontologies present a solution to remedy the structural heterogeneity of the resources of a company, so 

several ontologies can coexist without being expressed with the same vocabulary. By examining the three 

ontology-based knowledge integration approaches, we can note that: 

 All of them are based on a collection of ontologies and a set of alignments between these 

ontologies. 

 Systems built based on these approaches are using different formalisms to concept their 

ontologies. They are also using different alignment techniques to better connect ontologies 

instances. 

In the next section (section 3.4), we describe different systems based on semantic web approaches for 

information integration and some systems in different domains using semantic web for knowledge 

management systems.  

                                                      
41 http://oaei.ontologymatching.org/2017/results/index.html 
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 Semantic organizational knowledge representations  

TOVE project (López, 2002), EO (Dietz, 2006) aimed at the development of a set of integrated ontologies 

for modeling all kinds of enterprises, The REA enterprise ontology (Sedbrook, 2012) is based on elements 

of the REA (Resource Event-Actor) model (Sicilia & Mora, 2010). The e3-value ontology (Weigand, 2016) 

was introduced as a tool to help explaining the concepts used to represent e-commerce ideas. The ontology 

provides concepts for describing economic exchange among partners. Enterprise Ontology (EO) (Dietz, 

2006) is a collection of terms and definitions relevant to business enterprises. It was developed as part of 

the Enterprise Project, with the aim to provide a framework for enterprise modeling. EO is divided into five 

parts: i) terms related to processes and planning, ii) terms related to organizational structure, iii) terms 

related to high-level planning, iv) terms relating to marketing and sales and v) terms used to define the terms 

of the ontology together with terms related to time. Our research focuses on the organizational ontologies, 

as to unify the semantics used on the ontologies’ network; we need to use the same vocabularies.  

 Semantic knowledge management systems  

This section presents some research projects presenting approaches for creating semantic knowledge 

management systems. In this section, we describe ontology-based information systems regardless their 

specific domains to investigate the approaches behind the systems.  

In addition to the examples cited in section 3.1.1, (Kim, Manley, & Yang, 2006) proposed the assembly 

relation model (ARM) using ontologies. An ontology model of the Product Data and Knowledge Management 

Semantic Object Model has been developed, with the aim of implementing ontology advantages and 

features into the model (Matsokis, 2010).  

(Dartigues, Ghodous, Gruninger, Pallez, & Sriram, 2007) describes an ontological approach to integrate 

computer-aided design (CAD) and computer aided process planning (CAPP). Also, many knowledge 

integrations and sharing methods have been developed with ontologies (Staab, 2006); (Jiang & Tan, 2009); 

(Lee & Suh, 2008)).  

These studies prove that ontology-based methods have powerful ability to integrate multiple data resources, 

facilitate the consideration of the complex relations among concepts, and provide logic reasoning in 

decision-making. However, few studies focus on providing comprehensive coverage for information 

integration and sharing within domains of the part, process, and tooling. This lack of consideration makes it 

impossible not only to integrate and share valuable information effectively but also to satisfy the information 

requirements of related collaborators.  

The semantic knowledge management system OBSA (Gu, Chen, Yang, & Zhang, 2004) manages the 

integration of XML resources using a globally shared ontology and defining mapping mechanisms based on 

direct, subsumption composition and decomposition mapping to integrate resources ontologies into the 

mediator ontology. In order to query the system, the authors use the XML query rewriting approach so the 

semantic adapter module accepts the query and transforms it to a form that the local information source 
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can take. The local information source executes the query and the semantic adapter transforms the result 

to the way in which the global information site needed with XSLT technology.  

SLACKS (Zhao & Qian, 2017) and ISCPTD (Premkumar, Krishnamurty, Wileden, & Grosse, 2014) are 

based on a suite of ontologies for a specific domain; they define the mapping between the available 

ontologies and they are using querying languages or Protégé framework to manage them. SKMSGR (Tello-

Leal, Rios-Alvarado, & Diaz-Manriquez, 2015) propose an architecture based on three tiers as per Figure 

3.8. The knowledge is extracted using NLP and matched with WordNet, and then the knowledge databases 

are populated.  

 

Figure 3.8: SKMSGR (Tello-Leal, Rios-Alvarado, & Diaz-Manriquez, 

2015) 

DBpedia 42 : DBpedia (Astrova, Korda, & Kalja, 2007) is a crowd-sourced community effort to extract 

structured content from the information created in various Wikimedia projects. This structured information 

resembles an open knowledge graph (OKG) which is available for everyone on the Web. The DBpedia 

Ontology is a shallow, cross-domain ontology, which has been manually created based on the most 

commonly used info-boxes within Wikipedia (Pattuelli & Rubinow, 2013).  

                                                      
42 http://wiki.dbpedia.org/ 
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Figure 3.9: DBpedia Extractor 

The semantic extraction of information from Wikipedia is accomplished using the DBpedia Information 

Extraction Framework (DIEF) 43 . The DIEF can process input data from several sources provided by 

Wikipedia: The Wikipedia dumps are used to produce the static DBpedia versions44. In total, 279 language-

specific Wikipedia editions exist. An article update stream is used by the DBpedia Live Extraction (Morsey, 

Lehmann, Auer, Stadler, & Hellmann, 2012) to provide instant updates. As soon as an English Wikipedia 

article is edited, the extraction is performed on the latest revision, and the DBpedia Live SPARQL endpoint 

is updated via SPARQL Update queries (Kontokostas, et al., 2012).  

 Conclusion  

Building an ontology for a specific area or organization is an expensive exercise regarding time and 

expertise. To simplify this task, several strategies attempt to automate the process by specifying a fixed 

structure of the knowledge to be extracted to populate an upstream meta-ontology. In this context, The 

DBpedia Ontology is a shallow, cross-domain ontology, which has been manually created based on the 

most commonly used info-boxes within Wikipedia. The main disadvantage of this approach is to limit itself 

                                                      
43 https://github.com/dbpedia/extraction-framework/wiki 

44 version 3.5.1 in March 2010, 3.6 in October /November 2010 and 3.7 in August 2011 
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to predefined classes, properties description based on the Wikipedia info-box values that will be difficult to 

expand once the process is launched, and new concepts added will not be at the same population level as 

the old ones. Other works describe and implement strategies to represent non-ontological knowledge 

resources as ontological resources. Researches are being done to unify organizational vocabularies. But 

as far as we know, there is no complete solution or an approach that specify the process of extracting 

knowledge from different resources formats to a definition how we can best access this knowledge. The 

next chapter will be dedicated to the state of the art of strategies and system to access knowledge. It is the 

same problem as for representing knowledge approaches to access knowledge usually defined depending 

on the nature of resources formats (Databases, files, text...).  
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Chapitre 4. Knowledge access  

  Introduction  

As seen in chapter 2, in a domain as an organization, the knowledge exists in different formats and different 

types. Approaches and systems are presented and developed to encode best and store the organizational 

knowledge. The object is to access it better, reuse it and reason on it to find the answer to questions such 

as “where can we find resources related to a precise question?” Querying relational databases using 

schema-cognizant languages like SQL and querying document collections by typing arbitrary keywords are 

the extreme ends of the continuum between structured and unstructured data access (Amudaria & 

Sasirekha, 2011). Thus, many approaches have been provided to avoid querying languages to the non-

expert user.  

In this chapter, non-semantic and semantic approaches are proposed to “better” access to knowledge that 

can be stored and managed in different ways depending on the architecture and the capabilities of the 

system.  

.  

 Overview on knowledge access approaches  

4.2.1 Indexing and keyword search  

Keyword research has been developed since the 1960s to search for information in the body of texts 

(Tsoukas, 2005). It consists of representing the texts indexing and queries according to a formal model 

(vector model, logic, language, latent semantic, etc.) and defining a function of pairing between texts and 

queries (e.g., cosine calculation in the case of the model vector). The documents then constitute the answer 

with the best matching (or relevance value) with the request. These search techniques have been adapted 

to hypertext to create search engines on the web. Other adaptations were made to index and search by 

keywords in the databases.  

Keyword search engines are developed in several ways, It can apply a Boolean search (e.g., red AND/OR 

car) or phrase search ( “red car”) and it results in a ranked list using as criteria the number of occurrences 

of keywords in the document, the popularity of the document or as Google using a pre-computed ranking 

algorithm Teoma a ranked list of topic-specific pages (Choudhary & Burdak, 2012). If we use the keyword 

search in a corpus of text, we need to predict the exact words used by the writer, in indexed databases, no 

matter what terms are used in the document, the result will be all document indexed under the subject term.  
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The best-known system in this category is Swoogle 45  It is therefore possible to index all the knowledge 

resources of an organization and to carry out research by keywords on this corpus. Several existing systems 

(e.g., Exalead 46 , Sinequa 47 , Verticrawl 48 : with 220 file formats of different kinds).  

4.2.2 Query Answering (QA) approach  

The goal of QA systems, as defined by (Hirschman & Gaizauskas, 2001), is to allow users to ask questions 

in Natural Language (NL), using their terminology, and receive a concise answer. This approach first 

emerged in the 1980s encompassing data mining, data prospecting, and extraction of knowledge from data 

(Cur & Blin, 2014). It is a family of statistical methods for dealing with a vast number of data and identifying 

the most interesting aspects of the structure of these data. Some techniques help to highlight the 

relationships that may exist between the different data and to derive statistical information from them, which 

allows a more succinct description of the main information contained in the data. The goal of QA systems, 

as defined by (Hirschman & Gaizauskas, 2001), is to enable users to ask questions in NL, using their 

terminology, and receive a concise answer. There are several QA systems; the first is BASEBALL (Green, 

Wolf, Chomsky, & Laughery, 1961) and LUNAR (Minaee & Liu, 2017) until arriving at Watson49 from IBM. 

Each year dozens of systems are evaluated in conferences (e.g., NTCIR  50, TREC 51 or CLEF 52) which are 

natural language interfaces to expert systems, tailored to specific domains. This approach facilitates the 

querying of database knowledge and the response to intelligent queries in database systems (Keng, 2011). 

According to (Ajami & Bagheri-Tadi, 2013), for other resource formats, it seems that, because of the quality 

of data in specific areas (and despite the industry’s interoperability efforts), these systems are not performing 

as well.  

4.2.3 Search approaches for distributed resources  

Heterogeneity in databases can be manifested in different ways; they may run on different hardware, use 

different network protocols, have different software to manage their data stores and have different data 

models. Two major approaches have been presented to remedy these difficulties.  

The database federation approach was presented several years back by first trying to solve the problem of 

interoperability. As detailed in (Parent & Spaccapietra, 2000), through two approaches, one at the system 

architecture level and another at the intermediate level, the user is provided with a multi-database access 

language (SQL) but without considering the unification of the semantics of data from different sources that 

                                                      
45 https://www.w3.org/2001/sw/wiki/Swoogle 

46 https://www.exalead.com/search/ 

47 https://www.sinequa.com/ 

48 http://www.verticrawl.com/ 

49 https://www.ibm.com/watson/services/personality-insights/ 

50 http://research.nii.ac.jp/ntcir/index-en.html 

51 https://trec.nist.gov/ 

52 http://www.clef-initiative.eu/ 
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is the case of federated database systems. The advantage of this approach is to give a unified view of a 

distributed system and the impression of having a centralized database.  

IBM has made a significant investment in federation technologies that have resulted in a set of federation 

capabilities throw a variety of IBM products including InfoSpher  53, DB2® 54, InfoSphere Warehouse 55 , and 

IBM Enterprise Information Portal (EIP) 56 . IBM’s product is based on a technology created by IBM’s Almaden 

Research Center: “Garlic” 57  that is a mediator. SAP created NetWeaver platform  58 to federate distributed 

portal installations both SAP and non-SAP to provide single portal access.  

Mediator-type approaches have emerged to provide more flexibility. These are mainly two types of 

strategies, schema mediation that is a direct extension of the federated approach, and the mediation of 

contexts based on semantic distance and unification of backgrounds (Goh, Madnick, & Siegel, 1994). Taking 

the example of Garlic, it acts as a mediator that searches for information from different data sources. After 

finding all the requested information, it brings it together and presents it to the requester in a unified way, 

as if it all came from a single source of data. Which is based on a query processor that gives the user a 

unified view of all the data gathered by the system? It connects to the data sources via a wrapper. It consists 

of a set of interfaces, for such tasks as describing data, invoking operations on data, planning searches that 

tell the wrapper what part or parts of a query it can handle, and executing searches, which tell the wrapper 

the data source native language.  

While database integration approaches have reached a certain maturity, it should be noted that they apply, 

of course, only to data represented in databases and therefore do not deal with other resources such as 

texts and hypertexts, or spreadsheets.  Even though the researchers explained that their work dealt with all 

types of resources, we can figure it out from the examples they gave that these resources must be stored 

in databases in order to be retrieved.  

   Ontology-based search  

Semantic search based on ontologies enables to define concepts and relations representing knowledge in 

specific domains, which make search engines more intelligent by adding meaning and structure to search 

process. Recently, some ontology-based searches have been published, even that their application area 

and its realizations are different; their based common goal is mostly the same. Since accessing semantic 

knowledge needs ontologists and specialists of query languages syntax, an easy to use interface is required. 

To solve the problem, many solutions have been described:  

                                                      
53 http://www-03.ibm.com/software/products/fr/ibminfofedeserv 

54 https://www.ibm.com/analytics/us/en/db2/trials/ 

55 https://www.ibm.com/support/knowledgecenter/en/SSEPGG_9.5.0/com.ibm.dwe.welcome.doc/dwev9welcome.html 

56 ftp://ftp.software.ibm.com/software/partners/pdf/IBMEnterpriseInformationPortal.pdf 

57 http://www.almaden.ibm.com/cs/garlic/ 

58 https://www.sap.com/products/netweaver-platform.html 
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4.3.1 Form-based approach  

These systems provide a user interface (e.g., web form) that allow users to specify a query associated with 

a concept, property or values in a semantic knowledge base. This approach is much related to faceted 

navigation (Hearst & Stoica, 2009), like taxonomic navigation, guides users by showing them available 

categories (or facets), but does not require them to browse through hierarchies that may not reflect their 

search intentions or map well to how they want to explore the data. The output of the selection or the 

analyses may be displayed as tables, charts, or summaries of aggregated data such as TreeMaps 

(Shneiderman, 1992) which may be updated dynamically based on user’s manipulation of provided control 

mechanisms (Ahlberg & Shneiderman, 1994). Others searchers may also seek answers from other 

searchers either as part of a collaborative search task (Morris & Factors, 2007) or in question-and-answer 

(QA) scenarios where questions are posed broadly to online communities such as Yahoo! Answers59or a 

group of knowledgeable (expert) answers via a more focused medium such as instant messaging (Horowitz 

& Kamvar, 2010). 

The Shoe search 60 engine is an example of a form based engine search, which offers to the user concepts 

from a backend ontology. This approach is easy to implement but users cannot use their vocabulary to 

refine the search. As in Figure 4.1, a Google Custom search61 has been added to the Uwe as Shoezam 

website cannot provide it.  

 

Figure 4.1: ShoeZam! an application of Shoe Search Engine 

4.3.2 Semantic keyword search  

This semantic search approach enhances the performance of keyword search technique by transforming a 

keyword into a formal ontology-based query, e.g., in RDQL62, RQL (Chardin, Coquery, Pailloux, & Petit, 

                                                      
59 answers.yahoo.com 

60 http://www.shoezam.com/ 

61 https://cse.google.com/cse/ 

62 https://www.w3.org/Submission/RDQL/ 
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2014), SPARQL 63 , etc. automatically. The benefits of semantic keyword search systems are that they 

provide an easy search interface that users are familiar with by hiding the ontology structure and the 

complexity of the formal semantic query from users.  

Semsearch 64 proposes the use of predefined query templates to construct formal queries. The models are 

a combination of all possible entity types from the knowledge base. The indexed semantic entities, including 

classes, properties and instances are constructed to support the mapping of keywords to semantic entities. 

The indexing input is the RDF data with the ontology schema. The query templates and then the indexed 

semantic engine are computed in the pre-processing time. At the run-time, each keyword term is mapped 

onto entities. All the mapped entities then are matched to the templates to construct the formal query.  

 

Figure 4.2 The standard architecture of semantic keyword search 

Quick (Rosé & Hall, 2004) proposes the same process to build the predefined query. It starts with a user 

entering keywords; then a new interface is provided for supporting users to produce a semantic query 

gradually, which is not suitable for users with no knowledge about graphs, ontology concepts and relations.  

Spark (Zhou, Wang, Xiong, Wang, & Yu, 2007) is based on adapting keywords to querying the semantic 

web which automatically translates the keyword queries into formal logic queries using a string comparison 

techniques and semantic mapping with WordNet 65 so that end users can use keywords to perform a 

semantic search. A probabilistic query-ranking model is proposed to select the most likely SPARQL query. 

A minimum spanning tree algorithm is used to construct the query graph for each query set.  

                                                      
63 https://www.w3.org/TR/rdf-sparql-query/ 

64 http://technologies.kmi.open.ac.uk/semsearch/ 

65 https://wordnet.princeton.edu/ 
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(Tran, Cimiano, Rudolph, & Studer, 2007) suggests another approach for interpreting a word query using a 

semantic knowledge base. This approach uses a transversal graph algorithm to construct a query graph. 

After a user has entered the keywords with corresponding entities, the query graph is built by traversing the 

RDF knowledge base and finding the neighboring entities of each mapped entity within a limited range. 

Possible sub-graphs are then extracted from the whole graph and transformed into formal semantic queries 

that will be presented to the users to choose the one that fits its needs.  

Q2semantic (Wang, Zhang, Liu, Tran, & Yu, 2008) propose a different approach as it supports keyword 

search on schema-less RDF data graphs and keyword search that do not include an initial graph. The 

method uses the Clustered Rack Graph (Bechhofer, 2008) technique to infer the ontology structure. An 

algorithm is then used to generate top-k query graphs by exploring the ontology structure. The top-k query 

graph will be transformed to a list of top-k SPARQL queries, which allow selecting the suitable one for the 

user.  

SKengine (Supnithi, Yamaguchi, Pan, Wuwongse, & Buranarach, 2015) is designed for expert discovery 

tasks also using a graph-based technique to construct formal queries. The pre-processing module consists 

of indexing entities to a keyword and relationships between the ontology classes. The query graphs will be 

built from the mapped entities to produce all possible query graphs. To fix the root note, the approach uses 

the fixed root node algorithm to avoid distinct rood nodes as it may generate irrelevant roots that are not 

related to the expert concept. The process ends with ranked possible graphs following a selection of criteria. 

The highest ranked graph will be then transformed into a SPARQL query.  

All the above approaches describe ways to deal with transforming keywords into formal querying languages 

queries and then propose several ways in order for the user to choose the suitable one to query the 

knowledge base. Another approach has been described to detect users profile and then introduce 

suggestions from an interest score assigned to ontology domain concepts. The method (Sieg, Mobasher, & 

Burke, 2007) proposes a spreading activation algorithm for maintaining the interest score in the user profile 

based on user ongoing behavior.  

The approach presented in (Tran, Cimiano, Rudolph, & Studer, 2007) is based on translating keywords 

queries to Description Logic (DL) conjunctive queries using background knowledge available in ontologies. 

The keywords are processed by Lucerne search engine. The exploration process takes the ontology entities 

returned by the engine. The output of this approach is a visualization of sub-graphs connecting matched 

entities and highlighting entities matched with the keywords.  

The IBM China Research Lab (Zhong, Zhu, Li, & Yu, 2002) proposes a conceptual graph matching approach 

that defines the semantic similarity between concepts, relations and conceptual graph. It uses a matching 

algorithm to calculate similarities between a resource conceptual graph and a conceptual query graph.  
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Figure 4.3: Conceptual graph matching algorithm (Zhong, Zhu, Li, & 

Yu, 2002) 

As the approach is based on a maximum subgraph matching, which is an NP-complete problem, many 

assumptions have been taken to avoid cycle in the graph that will lead to an unending recursion and will be 

fatal to this algorithm. Furthermore, as the query graph is based on ALPHA (Li, Zhang, & Yu, 2001), the 

user keyword need to have a centered word that will be considered as the root node for the query-graph.  
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Figure 4.4: Overview of the whole architecture of search engine 

(Zhong, Zhu, Li, & Yu, 2002) 

This approach has been proposed in 2002 and with the progress in the field of ontologies alignments, the 

idea can lead to the best performance approach.  

4.3.3 Semantic Question Answering (QA) 

As with semantic keywords search, researchers in semantic QA try to hide the complexity of semantic 

querying language using several methods,  

QACID (Bondiombouy & Valduriez, 2016) proposes preparing a collection of Natural Language (NL) queries 

for a given domain and their correspondence in SPARQL. Therefore, when the user chooses an NL query, 

he is selecting a SPARQL query translated in a comprehensive language for him. ORAKEL (Cimiano, 

Haase, Heizmann, Mantel, & Studer, 2008), which is an NL interface, translates factual wh-queries (who, 

where, what...) into F-Logic or SPARQL and evaluates them concerning a given knowledge base (Bouziane, 

Bouchiha, Doumi, & Malki, 2015).  

AquaLog interface (Lopez, Uren, Sabou, & Motta, Is Question Answering fit for the Semantic Web?, 2011) 

allows the user to choose an ontology, and then NL queries have to respect its vocabulary. It uses JAPE  66 

                                                      
66 https://gate.ac.uk/sale/tao/splitch8.html 
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grammar to identify a grammatical instance to convert the NL query to a triple query. All of these approaches 

use external lexical resources such as WordNet.  

 

Figure 4.5: AquaLog process architecture (Lopez, Uren, Sabou, & 

Motta, 2011) 

The main challenge in the development of the current version of AquaLog (Lopez, Uren, Sabou, & Motta, Is 

Question Answering fit for the Semantic Web?, 2011) is to deal with complex NL queries efficiently. Thus, 

the system is supported by user’s feedback to improve its results as well as the FeryA system (Damljanovic, 

Agatonovic, & Cunningham, 2010).  

Figure 4.6 presents a summary about the technics presented in this section that shows that many techniques 

are used to interpret best the user's needs by trying to automatically transform their question to a semantic 

query with preservation of the original meaning and their success rate.  
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Figure 4.6: Performance results of some ontology-based question 

answering systems (Bouziane, Bouchiha, Doumi, & Malki, 2015) 

4.3.4 Semantic approaches for distributed ontologies  

Federation and mediation approaches used for distributed databases have been reused for distributed 

ontologies. Many systems have been developed using a different strategy to find a solution to two main 

problems. The first one is to hide semantic complexity for the user, and this is much managed over query 

rewriting as well as as for question answering and keyword search. The second problem that is specific to 

distributed resources is to the ability to deal with the heterogeneity of the ontological resources.  

Observer goal (Mena, Kashyap, Sheth, & Illarramendi, 1996) is also to find an answer to an ontology query 

over heterogeneous ontologies. In observer, IRM (Inter-Ontology Relationship Manager) manages the 

semantic mapping among different ontologies for query rewriting. However, the scope of the semantic 

mapping is restricted to the equality among concepts (i.e., synonym relationship) and it is based on query 

rewriting. As a follow-up, Observer (Mena, Kashyap, Sheth, & Illarramendi, 1996) considers the query 

rewriting using similar concepts (i.e., hypernyms or hyponyms) when there is no synonym relationship 

between ontologies. Such a rewriting cannot preserve the semantics of the original query. Thus, (Mena, 

Kashyap, Sheth, & Illarramendi, 1996) addresses the information loss of the retrieved query results caused 

by such a rewriting. Observer proposes a set of ontologies from where the user can select the vocabulary 

that he want to use for querying the other ontologies. Then, the system rewrites all the queries based on it. 

In our research, we do not consider query rewriting and we propose a new approach not based on SPARQL 

querying language, but we rely on ontologies matching to find knowledge resources matched through the 

concepts announced via the user query as the semantic mappings preserve the semantics of the original 

query.  

Other researches focusing on query processing over distributed ontologies have been performed. (Ensan 

& Bagheri, 2010) suggests a global data summary for locating data matching query answers in different 

sources and the query optimization. However, (Ensan & Bagheri, 2010) assumes that all distributed 
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ontologies can be accessed in a uniform way like a global schema. In other words, the heterogeneity of 

schema of the distributed ontologies is not considered. Besides, many tasks are concentrated on the 

mediator. As well as query scheduling, the merge (i.e., join) of all local query results is also executed in the 

mediator. Thus, when the mediator receives requests for many queries at the same time, the bottleneck on 

the mediator is inevitable.  

Most researches on query answering over distributed ontologies are based on the P2P architecture. Edutella 

(Nejdl, 2002) uses an unstructured P2P network, which has no method to route a query to the relevant 

ontologies. Instead, the query is broadcasted to the entire network. Thus, a considerable amount of 

unnecessary network traffic incurs. As a successor of Edutella, to provide better scalability, (Nejdl, 2002) 

presents a schema-based query routing strategy in a hierarchical topology using the super-peer concept. 

(Nejdl, 2002) also suggests a rule-based mediation between two different schemas to collect results from 

many peers using heterogeneous schemas. SOMERDF (Adjiman, Goasdoué, & Rousset, 2007) supports 

the semantic mapping between two atomic concepts and between the domain (or range) of a property and 

a class. Piazza (Halevy, et al., 2005) proposes a language (heavily relying on XQuery/XPath) to describe 

the semantic mapping between two different ontologies. In these works, for distributed query answering, a 

peer reformulates a query by using the semantic mapping and forwards the reformulated query to another 

peer related by the semantic mapping. Drago (Serafini & Tamilin, 2005) focuses on a distributed reasoning 

based on the P2P-like architecture. In Drago, every peer maintains a set of ontologies and the semantic 

mapping between its local ontologies and remote ontologies located in other peers. A reasoning service is 

performed by a local reasoner for the locally registered ontologies, and the reasoning is propagated to the 

other peers when the local ontologies are semantically connected to the other remote ontologies. The 

semantic mapping supported in Dragon is only the subsumption relationship between two atomic concepts. 

Besides, it does not support the ABox reasoning. Kanop2p (Wang, et al., 2007) also suggests the P2P-like 

architecture for query answering over distributed ontologies. Kanop2p supports more extensive semantic 

mapping which describes the correspondence between views of two different ontologies, where a 

conjunctive query represents each view. For the distributed query answering, it generates a virtual ontology 

including a target ontology to which the query is issued and the semantic mapping between the target and 

the other ontologies. Then, the query evaluation is performed against the virtual ontology. Several recent 

studies based on the P2P architecture also consider the semantic mapping between two different 

ontologies. However, the scope of the semantic mapping is still not sufficient for the distributed ontology 

environment. They do not consider the semantic mapping associated with more than two ontologies  

By exploring different system dealing with different architecture of distributed ontologies systems, we can 

conclude that rewriting user queries to fit resources formats, languages and models is the main strategy 

deployed by the methods.  
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  Systems evaluation’s approaches  

Traditionally in information retrieval (IR), there has been a strong focus on measuring system effectiveness: 

the ability of an information retrieval system to discriminate between documents that are relevant or not 

relevant for a given user query (Crestani, 1995). The efficiency can be measured with the metrics such as 

precision, recall, precision, F-measure and mean average precision. The value of precision and recall lies 

between 0 and 1, and the maximum value is 1.  

The efficiency of an information retrieval system has also been assessed, e.g., measuring how long the 

system takes to return results or memory/disk space required to store the index. Measuring the effectiveness 

and efficiency of an information retrieval system has commonly been conducted in a laboratory setting, with 

little involvement of end users and focused on assessing the performance of the underlying search 

algorithms; therefore, this is commonly referred to as system-oriented evaluation (Ioannidis, et al., 2016). 

(Peltonen & Kaski, 2011) explains that the user object has to be clear to optimize precision and recall results. 

Thus, because of its emphasis on the role of human intelligence in the search process, IR requires different 

evaluation models. One example of this is (Koenemann & Belkin, 1996), where the authors examine 

different levels of transparency in query suggestion. Other IR researches, such as Borland's IIR evaluation 

model, applies a methodology more reminiscent of human-computer interaction, focusing on crucial issues 

such as the characteristics of users and the details of experimental design (Borlund, 2003). Other research 

on the evaluation of IR systems has shifted the focus toward the measurement of non-traditional, but critical, 

aspects of the search process such as user engagement (O'Brien & Toms, 2010), search satisfaction (Fox, 

Karnawat, Mydland, Dumais, & White, 2005), time-based gain (Smucker & Clarke, 2012), learning as a 

function of exploration time (Rao & Card, 1994), or the rate of grasping variable properties or inter-variable 

relationships during exploratory data analysis (Pirolli & Rao, 1996).  

In practice, it is common to utilize various evaluation approaches that will be used throughout the 

development of an information retrieval system. From using test collections to develop, contrast and 

optimize search algorithms; to conduct laboratory-based user experiments for improving the design of the 

user interface; to evaluate carried out in situation as the information retrieval system is used in a practical 

setting (Clough, 2015).  

One of the most used methodologies for conducting experiments that can be repeated and performed in a 

controlled laboratory-based setting is test collection-based evaluation (Robertson, 2008), (Sanderson, 

2010), (Järvelin, 2011),[ (Harman, 2011)). It is often referred to the Cranfield approach or methodology 

(Rowley & Hartley, 2017). The approach uses test collections: re-useable and standardized resources that 

can be used to evaluate information retrieval systems concerning the system. The main components of an 

information retrieval test collection are the document collection, topics, and relevance assessments. These, 

together with evaluation measures, simulate the users of a search system in an operational setting and 

enable the effectiveness of an information retrieval system to be quantified. Evaluating information retrieval 
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systems in this manner allows for the comparison of different search algorithms and the effects of altering 

algorithm parameters to be systematically observed and quantified.  

 

 

Figure 4.7: Methods of ranking effectiveness evaluation 

For example, to evaluate keyword approaches, a set of keyword phrases (i.e., the input of systems) is 

provided. Keyword phrases may be extracted from problem scenarios or questions presented by 

experts/participants in the ontology domains. The manual semantic queries corresponding to the questions 

is created as a golden standard. The constructed semantic queries from systems are evaluated with the 

golden-standard manual queries. If the constructed semantic query is semantically equivalent to the golden 

standard query then it is ”acceptable”. The order of the acceptable query in the ranked list is for evaluating 

the capability of ranking component.  

 Conclusion  

After describing the basic concept behind different querying approach, we present how the introduction of 

semantic technologies contributes to better discover knowledge within a knowledge base based on different 

approaches. Semantic technologies make a simple search engine smarter by introducing the meaning and 

context to a word used to be After having described the basic concepts behind different querying 

approaches, we present how the introduction of semantic technologies contribute to better discover 

knowledge within a knowledge base based on different approaches. Semantic technologies make a simple 
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search engine smarter by introducing the meaning and context to a word used to be managed as a set of 

characters. A common example is when we search for the word “mouse,” and the traditional search engine 

cannot understand if we are looking for the “computer mouse” or “the animal mouse” or “Mickey Mouse.” 

Figure 4.8 presents the example of a keyword search using DuckDuckGo67search engine and Google 

search engine 68 for the word “FAST,” which is the electronic fuel injection leader. We can find the relevant 

answer in the semantic search engine at the five answer, but all the first pages of google are representing 

fast definition as the opposite of “slow.”  

 

 

 

Figure 4.8: Results for the query “FAST” with a semantic and 

nonsemantic search engine 

 

                                                      
67 https://duckduckgo.com/ 

68 https://www.google.com/search 
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Section 4.3 was dedicated to details different approaches of how to enhance a search engine with semantics 

while hiding the semantic query languages difficulties. For semantic keyword search and semantic QA 

search, we observe that the primary strategy is to rewrite keywords, user-questions, and predefined 

questions automatically with semantic query languages. Query re-writing approaches are cumbersome to 

achieve, as they need many steps to be done in the run-time that is why many approaches suggest a 

predefined query, which is not the optimal solution. We find the idea behind the graph matching approach 

very interesting, as matching ontologies using the actual matching systems lead to interesting results. The 

next part of this thesis is dedicated to describing our approach. This approach manages organizational 

knowledge over a network of ontologies and reuses the arcs of the network of ontologies, which are the 

result of alignments, to find the knowledge represented over the network’s nodes.  
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Part II. Our approach  
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Chapitre 5. Organizational conceptual schema: ontologies’ 

network-based approach  

 

Our work does not aim to represent all the content of the sources in an integrated kind of knowledge base, 

but to create only a representation of each resource.  

The representation of the resource is composed of a metadata representation and a structure 

representation. In the case of a website, for example, the description should include the entity types 

represented in the site and their relationships (e.g., Teacher, Course, Subject, Teacher-Teach-Course, etc.), 

in fact, an ontology of the website.  

We refer to the resource representation as an “ontology,” as defined on section 2.3.1 “Ontologies are explicit, 

formal specification of terms in the domain and the relations among them” (Gruber, 1993). The terms and 

relations, together with metadata and document structure form a collection of a specific domain. It is 

composed of feature classes represented in the knowledge resource and their relationship, which is 

described as a set of triples. The set of ontologies will then be connected in a network of ontologies. To 

achieve the construction of the ontological network, we described our approach to represent metadata and 

knowledge resource structures in a way that enables tracing the concepts in their original resources.  

Our approach is intended to build a conceptual knowledge network of a domain or an organization through 

representations of its explicit knowledge resources, as well as a generic description of the field that we call 

the "Profile Ontology." This plays a central role in the construction of the network.  

With the term “conceptual knowledge network” we refer to the information extracted from the explicit 

resources that represent the nodes of the graph (concepts) linked by semantic relations representing the 

arcs.  

Our model makes it possible to represent the explicit resources, as well as the entities, via a representation 

of their metadata and structure. This allows linking them to both original resources and the progress of 

knowledge. Bindings are modeled through a management operator that defines the alignment operation, 

the linked entities, and the semantic similarity measures between related entities. The meta-model of the 

network is then composed of linked entities, as well as the results generated by the link manager.  

In this chapter, we describe our approach for creating an organizational, conceptual schema. In the first 

part, we describe the abstract model, which constitutes the main thrust of our strategy. In the second part, 

based on our model, we present our approach to building a network of a conceptual representation of 

knowledge resources.  
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  Ontologies’ network model  

Our model aims to represent the domain resources and the semantic connection between them. To do so, 

we need to describe the resources  

1. form an entities level to specify the connected concepts between two specific resources  

2. from a resource level to be able to identify if two particular resources are connected or not.  

After identifying and categorized the resources and investigating their structure, we followed an iterative 

process by trying different abstract models, testing their ability to represent the connection between the 

resources and how can we best use the model to reuse the connections to identify the semantic links 

between the resources.  

To adequately describe and use the resource representations we need to define their life cycle within the 

network (see Figure 5.1):  

Resource_representations (RR): is a class representing the entities extracted from a knowledge resource. 

This model represents the meta-data and the resource structure (described in section 5.2)  

Network_Management_Operations (NMO): is a class representing the results of the set of operations done 

to match resources entities. For each operation, it takes as input two resource_representations (RR) and 

produces as output a collection of the entities semantically similar. This output will be saved via the 

Network_Manager (NM).  

Network_Manager (NM): Is the class representing all the sets of alignment results done by the (NMO).  

Ontology_Network (ON): Is the class representing all the resources within the network and all the 

connections between them.  

 

Figure 5.1: General approach 
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Let’s R be a resource and O i
R a representation of R. The NMO is the set of operations done to identify the 

resources representations containing correspondences with O i
R . The output of the NMO will represent an 

instance of the NM class. The collection of the instances of the NM class represent an instance of the ON.  

5.1.1 Resources representation  

This part of our model aims to be able to describe the maximum of entities extracted for a different type of 

knowledge resource. Once integrated into the network, each resource will have a specific namespace. At 

this point, our model is different from the repository approach when the resources have a standard 

terminology. As for us, the resources need to be independent; the links between them are explicitly defined 

via the semantic similarity. Since there exist many different (and incompatible) ways to express knowledge 

in resources, it is difficult to create a single expressive, decidable and consistent, universal representation 

model for the content of resources. Different aspects represented by different formalism, cannot be reduced 

to even one (Kutz, Hois, Bao, & Grau, 2010). Consequently, after trying different design alternatives and 

applying several improvements and more expressiveness in the meta-model, we propose to start from a 

generic model that supports multiple representations for the content of a resource (Ghoula, Falquet, & 

Guyot, 2010). This model allows to create a model representing heterogeneous resources (different 

representation models) and to perform operations that involve several resources. Starting from the 

TOK_Model, we applied several modifications as this model was initially proposed for ontological resources, 

and we aim to represent ontological and nonontological resources (more details in the implementation 

chapter).  

Metadata representation  

We consider Meta-data as important as the content of the resource. Many representation models have been 

presented the structure of metadata elements, as most of them are standard for a broad set of format. we 

identified (see Figure 5.2) a set of critical features for describing knowledge resources and imported all the 

possible useful metadata representations from NoRMV and Dublin core (see section 3.2.1). Multiple 

resources format use Dublin core to represent meta-data elements of electronic resources. We also 

consider NoRMV to include extra meta-data elements. To design our model, we first identified and 

categorized the resources that we represent. Then, for each type of these resources, we investigated their 

structure, entities, and semantics. As shown in Figure 5.3, in to describe the different types of resources, 

we extended the NoRMV model using Dublin core metadata and we specified additional classes. For 

defining and validating our model, we followed an iterative process by trying different abstract models, 

testing them on resources from each category and then refining them or modifying them depending on their 

capacity of representing all the types of resources. Using the Tok_model for representing meta-data, 

combining with Dublin core and NoRmv meta-data elements and conducting several changes, we identified 

the structure of the resources representation model (Figure 5.3).  

A knowledge resource has multiple metadata (Chapter 3.2) as described by Dublin core we kept from 

NoRMV:  
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 normv:Implementation :An implementation of non-ontological resource  

1. has sub-classes: normv:Database c, normv:FlatFile c, normv:Spreadsheet c, normv:XML  

2. is in range of normv:hasImplementation  

From OMV model, we took the classes: omv: Person and omv: organization. We consider the omv: Person 

as a super_class of dc: Creator and dc: Contributor.  

To the subclasses of implementations, we add OWL-S: Service to describe web services resources. OWL-

S has subclasses: OWL_S: ServiceProfile, OWL_S: ServiceGrounding and OWL_S: ServiceModel.  

We added an additional sub_class ont:HTML: an Html implementation. To normv: Spreadsheet we add two 

sub_classes: ont: Rows and ont: Columns and to normv: DB we add ont: Tables and ont: Relations as 

sub_classes and ont: Attributes as subclasses of ont: Tables.  

 

Figure 5.2: Knowledge Extraction Model (KEM) 

To keep track of the life cycle of the resources, we consider additional classes as:  

RessourceEngeneeringMethodology  

This class describes the methodology used to transform the resource from its original format. The method 

can be characterized by its name, acronym, description, and documentation.  

RessourceEngeneeringTool  

It describes the tool used to parse the knowledge resource.  

Content representation  

As shown in Figure 5.3, the content of the resources is implemented in a different way depending on the 

resource format (tables, attributes and relations for databases, columns, and rows for spreadsheets format). 
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We intend to preserve the originality of all resources and their representation language to have less 

information loss (to keep the resources independent while begin aligned or to derive easily new 

representations or views from the original formalism). To handle multiple content representations, the 

ontology contains upper-level classes that can be refined using classes from specific representation models 

that we call “Patterns” (described in implementation chapter). A resource is defined using the class 

Resource_representation (described in 5.1.1.); its metadata are represented using the model in Figure 5.2.  

Unlike the Tok_Model, we do not separate the representation of an entity form a resource. If the same entity 

belongs to two different resource, the relation will be modeled within the network by representing the link 

between the two entities and the two resources containing the entities. Thus, our model represented the 

entity types of different resources as subclasses of Resource_Entity. The content of a resource is expressed 

using the class Resource_Entity, which is an upper-level descriptor of the generic aspects of a resource’s 

item.  

 

Figure 5.3: Excerpt of the content representation model of knowledge 

resources 

For instance, a resource’s entity can be a sub-entity of, associated to or disjoint with another resource’s 

entity. The representation of a resource is completed through the description of its entities.  

A Link_Entity is the crucial element of content description; it allows expressing relationships between a 

resource’s entities or with other entities. A linked entity can be a property, a predefined relation within a 

specific namespace or any type of relation. It connects different elements, which can be resources or 

entities.  

For each type of knowledge resource (ontology, database schema, hypertext ...) there are specific types of 

link entities. An ontology may have link entities such as Concept_To_Concept, Concept_To_Term, 

Concept_To_Axiom... whereas a relational data schema may have Database_To_Table, 

Table_To_Attribute, Table_Primary_Key, Table_Foreign_Key, etc. These types correspond to subclasses 

of Link_entity. 



 

70 

 

If we take the example of a database: Considering the database “Student_Program.” The table “Student” 

has attributes: “age.” As a representation, we have: 1. all the metadata of the database, 2. the 

Resources_entities: “Student_Program,” Student,” “Age” linked using the Link_entities specific to the 

database format as below:  

In RDF/Turtle syntax (without prefixes): 

Student_Program a Knowledge_Resource . 

Student a Resource_Entity . 

Age a Resource_Entity. 

student_program_to_student a Database_To_Table) 

 hasDomain Student_Program ; 

 hasRange Student . 

Student a Table_To_Attribute) 

 hasDomain Student ; 

 hasRange age . 

 

In this section, we describe how our model is designed to link the resource representation 1. to the original 

resource and 2. other resource representations within the network.  

5.1.2 Model architecture  

After multiple versions and conducting several changes, we identified the structure the conceptual 

knowledge schema represented over our network of ontologies Model (ONM) (Figure 5.4).  

The approach we propose of representing knowledge resources within a network of knowledge is divided 

into three level.  

1. The upper level represents the meta-meta-elements by defining abstract classes that describe the 

ontologies ’network model.  

2. The second level refines the first one using a specific representation model that describes the model 

from a resource level. In this level, we can define the connections between the resources 

representations.  

3. The third level represents the connection between the resource representations from an entity level.  

4. The fourth level represents knowledge resources.  

This approach is based on the MOF4 (Meta-Object Facility) standard, and it proposes to unify the 

representation of heterogeneous resources in a common formalism (Ghoula, Falquet, & Guyot, 2010). The 

details of the levels of the MOF-based representation in the context of our model are as follows: 1. Level 

M3: is the meta-meta-model (first layer) that describes the abstract elements required to represent 
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knowledge resources within the network; 2. Level M2: meta-models that are related to resources 

representations formalism (e.g., generic model for representing resources, in our case OWL meta-model,); 

Level M1: is the model representing the resources via their entities, and the connection between the 

resources form an entity level. M0, represent an instance of knowledge resource that we represent in our 

model.  

 

Figure 5.4: Ontologies ’network model (ONM) 

This model is an aggregation of all instance of the Network Manager (described in section 5.3.2). To get 

these instances, the Alignment Manager get the set of Alignment resource management instance. Which 

manage the resources at the entities level using alignment operations to construct links between resources 

entities are represented using a dedicated model and may have multiple implementations and different kinds 

of input and output (described in section 5.3.3).  
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Figure 5.5: Description of Network management 

Resource level representation  

The class Ontologies’Network is composed of the set of the Network_Manger instances. Thus, it represents 

all the resources representations and how it is connected to each other.  

The Network_Manager allows representing the relation between different resource representations. If two 

resources are connected, which means that their alignment results in a least one correspondence, we can 

find via the Network_Manager:  

 Ontology_S: Knowledge_Resource: the namespace of the source knowledge resource 

representation,  

 Ontology_T: Knowledge_Resource: the namespace of the target knowledge resource 

representation  

 Alignment: Alignment_Manager: the path of the alignment resource, which is provided by the 

Alignment Manager.  
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Figure 5.6: Example of a Network Manager instance 

The Alignment Manager class contains all the Resources_entities aligned between two specific 

Resources_representations. AM represent the link between the Resource level and the entities level in our 

model.  

Assuming that we have two resource representations as showed in Figure 5.6, the first one represent a 

student database, the second one represent the web site of the university. Assuming that the alignment 

process detect that these ressources are alignnebale, we then create an instance of the network manager 

class that will save the information about the source ontology, the target ontology and the set of alignements 

found. 

Entity level representation  

In this section, we explain how we model the connection between different resources representation form 

an entity level. The Resource_Alignment_Manager class contains two resource_entities form two different 

resource representation instances and use an alignment tool to measure their similarity. If a relation is found 

between the two resource_entities, then a new Resource_Alignment_Manager instance will be created 

containing, the:  

 Source_entity: Resource_entity  

 Target_entity: Resource_entity  

 Similarity_ measurement: float  

 Relation: {”=”,”>”,”<”}  
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The Alignment_Manager will contain the set of Resource_Alignment_manager instances for each two 

specific resource representations. The absence of RAM instance for two specific Resource_Representation 

and consequently of Alignment_Manager instance means that there is no connection between them.  

 

 

Figure 5.7: Description of Alignment management operation 

Taking the example of the last section (Figure 5.8), for each alignment found, a 

ressource_alignement_manager instance will be created to save the information from an entity level, which 

means, the entity from the source ontology, the entity from the target ontology, the similarity score and the 

relation between the entities. On this diagram, the nodes represent Resource_Entities and the labelled 

edges represent Link_Entity’s. The labels represent specific subclasses of Link_Entity that are used for this 

type of resource.  
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Figure 5.8: Example of a Ressource_alignement_Manager instance69 

5.1.3 Conclusion  

The ontologies’ network model is a solution to the syntactic and structural heterogeneity of the resources 

by providing an abstract resource model able to represent any resource. In the next section (5.2), we 

describe our approach, which use the abstract model to instantiate it to a specific use. Thus, we describe 

our solution to resolve the problem of syntactic heterogeneity by introducing the Profile Ontology (section 

5.2.1). Then, we present our methodology to transform explicit knowledge resource into resource 

representation. We also present our strategy to link the different compounds of our approach. The 

implementation of the different process and algorithms are detailed in the next chapter.  

 Ontologies’ network-based approach  

The Ontologies’ Network Approach (ONA) allows using explicit knowledge resources to construct a 

conceptual knowledge schema using the Ontologies’ Network model. The main idea behind our approach 

(see Figure 5.7) is to explain how we transform the knowledge resources into knowledge resources 

representation and how we built conceptual knowledge resource based on the ontologies’ network model.  

Many strategies have been tried to better use the content of the resources and the potential of alignment 

operation to link them and to cross resources to enrich the discovery of new knowledge.  

The main idea behind our approach is to be able to create a representation for local knowledge resources 

and the link these representations to construct a network by finding the semantic relations between their 

concepts (Figure 5.2). To do so, two significant steps are needed:  

1. For each resource and after investigating its format and we create a representation for it. The 

representation includes the meta-data that we can extract from the specific format of the resource, 

and its structure. Thus, for each format that we consider, we should prepare a pattern. The use of 

                                                      
69 On this diagram, the nodes represent Resource_Entities and the labelled edges represent Link_Entity’s. The labels represent 

specific subclasses of Link_Entity that are used for this type of resource. 
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the pattern leads to easy annotate the entities extracted with their role in the original resource. For 

example, considering that the original resource is a database, using the specific pattern for 

databases, we can annotate an extracted entity automatically if it is a “table” or “an attribute” or “a 

relation” (described in section 5.2.1)  

2. We annotate the concepts of the knowledge representations with the concepts of the “Profile 

Ontology” (PO).  

 

Figure 5.9: Ontologies’ network approach 

Our approach is composed of two major operations:  

1. Transform knowledge resource in a specific format to an instance of a resource representation class 

(described in section 5.2.1)  

2. Build the network using connection classes of ONM (described in section 5.2.2)  

5.2.1 Knowledge resource transformation process  

As discussed in the section (3.2), the knowledge resources are implemented in different ways depending 

on the resource format. To use the resource representation model, we use a pattern approach to select the 

right algorithm for a specific resource format when we need to integrate a new resource into our network. 

The transformation operation includes:  

1. The extraction of the elements required by the resource representation model  
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2. The annotation of the different entities extracted with their role in the original resource.  

 

Figure 5.10: Resources transformation patterns 

In chapter 6, we describe the various algorithms that implement the different patterns presented in the model 

we described in (1.3) (see Figure 5.8).  

5.2.2 Ontology network construction approach  

Our model offers the tool to represent the knowledge resources and their connections. The question that 

we answer in this section is which strategy we adapt to link the resource representations better.  

Our idea is to add a semantic layer on the top of the network for two specific reasons:  

1. The semantic layer will lead to unifying the vocabulary of the network. Thus, we annotate the 

resource representations with an ontology that we called “Profile Ontology.”  

2. This approach will avoid us to connect all the resource representations systematically together, 

which can be fatal in the case of an extensive network.  

Profile Ontology  

The Profile Ontology is a particular domain ontology, which aims to represent a generic representation of 

the specific organization using our system. The system can be used by any organization and any domain, 

the only parameter to change will be the PO. Among the specificity of a domain, applications are that the:  

 Vocabulary set is limited.  

 Semantic ambiguities are rare.  

 Terms and jargon of the domain appear frequently.  

Accordingly, the following assumptions could be derived:  

1. The use of synonyms is very often  

2. It is relatively easy to build a domain ontology that includes terms or jargon used in a specified 

domain.  
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3. Relations used in a specific domain are limited.  

These assumptions take their full extent in the case of a specific organization. Thus, due to hypothesis 1, 

we can consider that an approach based on a network of ontology constructed using ontology matching 

techniques will work well in deciding the similarity between the meanings of concepts extracted from 

knowledge resources produced within the same organization.  

In our project, WordNet is employed as a background ontology to enhance the detection of synonyms. We 

use WordNet as a background ontology to align ontologies from a specific domain gave pertinent results as 

per (Safar, Reynaud, & Calvier, 2007). This work is feasible considering assumption 2 and three as the 

Profile Ontology will be built manually to extend the Organizational ontology to a specific organization to 

specify the “jargon” used within the particular organization and hierarchical relations between the terms of 

its vocabulary.  

The Profile Ontology provides an ontological description of an organization. Several studies have addressed 

the issue; research has been focused on manly four perspectives namely: functional, behavioral, 

organizational and informational. These perspectives underlie separate yet interrelated representations for 

analyzing and presenting processes.  

 

Figure 5.11: Profile Ontology 

Recently the W3C published the organization ontology 70 : an ontology designed to enable publication of 

information based on organizations and organizational structures including governmental organizations. It 

is intended to provide a generic, reusable core ontology that can be extended or specialized for use in 

particular situations. This coverage corresponds to the type of information typically found in organizational 

charts. The W3C organization ontology will be used as a vocabulary to define a specific ontology for a 

                                                      
70 https://www.w3.org/TR/vocab-org/ 
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particular case of the user. Since that, the construction of the ontology representing the profile will be done 

in flowing the above steps:  

1. We identified the purpose of the ontology: be able to describe functional, behavioral, and 

organizational and information aspect. Which mean be able, ones we add the knowledge resources 

produced by the employees of the enterprise to find the specific department from where we can ask 

for more information.  

2. We identified documents from where we can extract the precise definitions and vocabulary used 

within the company.  

3. We interviewed the different services of the company to specify the process.  

4. We identified extra ontological resources that can enrich the enterprise ontology.  

5. We determined the rules (axioms) relating the different concepts of the ontology.  

6. We implement the ontology using Protégé  

7. We then evaluate the ontology based on our final objective, which can connect the knowledge 

resources and present a full vocabulary to describe the organization.  

 

Figure 5.12: Organization ontology description- W3C 

Since that, the organizational ontology is a meta-ontology describing the based concepts of an organization. 

This ontology helps as a start point to define a specific ontology for a particular organization. One specific 

ontology has to be implemented by the organization describing functional, behavioral, organizational and 

informational aspects of it.  

A full description of the ontology will be detailed in chapter user case, as the specific ontology is specific for 

each organization. Here we present the implementation steps to specify the purpose of having such an 

ontology in our approach.  
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The Network building process  

Networks of ontologies are made of a collection of logic theories, called ontologies, related by alignments. 

They arise naturally in distributed contexts in which ontologies are developed and maintained independently, 

such as the semantic web (Euzenat, 2014). A network of ontologies: Formally, a network of ontologies 

(Or, A), is made of a finite set Or of ontologies and a set of alignments between these ontologies. We denote 

by 𝑨{𝑂, 𝑂′} the set of alignments in A between O and O ’ (Euzenat, 2015).  

Considering the formal definition, we define an algorithm to specify our construction strategy. Our strategy 

is based initially on the Hybrid approach presented in the state of the art section (3.3.1.3). We are using the 

Profile Ontology as a specific ontology that describes the Organization vocabulary. After being parsed, we 

align the new resource with the Profile Ontology. If the alignment process results in maps of similar concepts, 

then we save the concepts aligned using the Resource_Alignment_Manager, and we end up the process. 

This point of our approach means that the resource added contains entities expressed with the vocabulary 

of the organization or that the knowledge expressed is from the general concepts expressed within the 

Profile Ontology.  

In case of no correspondence between the Profile Ontology and the representation of the new resource, we 

align the new resource representation with the resource representations of the network. This case should 

mean that new “knowledge” that was not specified in the Profile Ontology is added to the network which 

constitutes a way of the evolution of systems based on our approach that we discuss in the last chapter of 

this work.  
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Figure 5.13: Ontologies network building approach 

  Ontology network querying approach  

This approach has been created to allow users to access to knowledge within the conceptual schema based 

on ontologies’ network schema. We defined a new approach to access the knowledge schema using a 

collection of keywords. We described the approach form Keyword-based search perspective. However, our 

approach steps can be easily used for navigation based search or a combination of both of them. Thus as 

the final result of our approach is a list of pertinent knowledge resources for specific keywords and the  

5.3.1 Approach steps  

Our approach is composed of three steps illustrated in Figure 5.11:  

1. From keyword-based search to concept-based search: The first step is to create an ontology of 

concepts from the user query Oq
L. As we assume that the user does not have any idea about the 

conceptual schema, we do not put any restrictions about the natural language that he can use, or 

the terms he can enter. Formally, we can represent the operation as below: 

Input: QL= {T1, T2... Tn} (where T= Term, L= natural language, Q= user Query, n= number of terms entered 

by the user)  
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The output: Oq
L = {CT

1, CT
2 ,.., CT

n } where each CT
k is a concept labeled with the corresponding term  Tk. 

Note that this ontology is extremely simple (it does not have any axiom). Its only purpose is to be aligned 

with Op. 

2. Expressing the Query ontology with the vocabulary of the network: The goal of this step is to map 

the query terms, represented by the query concepts (the CT
k’s) to the organization’s concepts. This 

is done by aligning the query ontology Qq
L with the organization ontology Op (S2 Figure 5.11). and 

assuming that we can find correspondence between the three terms of the query and the concepts 

of the Profile Ontology Op: 

Input: Oq
L = {CT

1,CT
2,.., CT

n} 

Output: A set of concepts {D1, D2, ..., Dk,} ∈ Op such that there is an alignment A(Oq
L ,Op) ⊇ 

{(C1, D1, s1), (C2, D2,  s2), ..., (Ck, Dk,  sk)}, the si’s are similarity scores that are greater than a fixed threshold 

3. Querying results: At this step, we will query the network ontologies using the Op ’s selected concepts 

from the step 2. This third step contains two sub steps:  

a. Sub step 1: Selecting the resources’ ontologies Or whose alignment with Op contains 

the selected concepts from step (2) (S31 Figure 5.11) 

Input: {D1, D2, ..., Dk,} ∈ Op   

Output: A set of concepts E= {{E1
1 ,E2

1,.. En1
1}, {E1

2 ,E2
2,.. E2

n2},…,{E1
m ,E2

m,.. Em
nm}} ∈ Ox 

= {O x1,O x2,…,O xm}∈ Or   (Or = the set of ontologies composing the network) such that there 

is an alignments Aj(Op ,O j
r) ⊇ {( D1, E r

1, sx), ( D2, E2
r  sx 2), ..., (D j, Er

nm ,  sx
v)}, the sx

v’s 

are similarity scores that are greater than a fixed threshold 

This first sub-step outputs the first list of resources’ ontologies with a direct link with the profile ontology, 

which is means, that these resources have concepts with a strong link to the domain.  

b. Sub step 2: For all the ontologies selected in sub step 1, we take the concepts aligned 

with the profile and find in the inter-network Or not chosen in supstep1, which their 

alignment contains correspondences with concepts selected from substep1.(S32 Figure 

6.11) 

Input: E 

Output: B = {{B1
1 ,B2

1,.. Bn1
1}, {B1

2 ,B2
2,.. B2

n2},…,{B1
m ,B2

m,.. Bm
nm}} ∈ Oy = {O Y

1,O 2 

Y,…,Om
Y}∈ Or   such Oy ⊄ Ox   and  (Oy ∪ Ox  ) ⊆Or . 

The output of this step is a list of ontology with a non-direct link with the profile ontology.  

The output of the approach is: Oy ∪ Ox . 
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5.3.2 Example 

To better explain the results of our search approach, we give two examples on 1. how we use the alignment 

between the resources representations to find Knowledge resources corresponding to a user query and 2. 

how our resource representation model allows us to see precisely the role of a concept selected on a 

knowledge resource. 

Assuming that we have: 

1. a Profile Ontology of a specific university OP⊃{Ca: AcademicService, Cc: Study_Prog}  

2. a resource representation of Student database  

3. a resource representation of the University website  

4. a query Q = “Study Program.”  

 

 

 

Figure 5.14: Ontologies’ Network Querying approach 

  

Knowledge Resources detection  

1. Step: creation of the Oq: Oq = {C1: Study_Program}.  

2. Step: A(Oq,Op)={( Study_Program,Study_Prog,0.8)}  
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3. Step: Let Or
a  be the set of ontologies whose alignment contains correspondence with {Ca: 

Study_Prog }.  

1. 3.1: Query the conceptual schema using the vocabulary of Op,  and find Or
a, which is, in our 

example, the resource representation of the database “Student.” 

2. 3.2: Let Or
b be the set of ontologies that have not been selected in step 3.1. In our example, 

the resource representation of the University website.  

Structure Detection  

Now we have the two resources selected: 

The resource representation of the Student database and the resource representation of the University 

website. As shown in Figure 5.13, we can easily note that the concept selected from the first resource 

representation is a table in the Student database, and the concept selected from the second resource 

representation is a title of a page in the University website. 

 

Figure 5.15: Example – resources’ structures 

 Discussion  

In this chapter, we first described our model to represent and manage knowledge resource within a network 

of ontologies. Our model handles representations of knowledge resource based on their metadata and 

structure and maintains their semantic correspondence that is considered as the connection elements of 
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our knowledge network. The resource level connections and the entity level connections are the different 

way to link in the first hand, the resource to the network and the original knowledge resource on the other 

side.  

In the second section of this chapter, we presented our approach to using our model to represent 

heterogeneous structural resources and we described how we add a semantic layer to deal with their 

semantic heterogeneity. The third section was dedicated to explaining, how can access to the knowledge 

within our model and we gave to examples to answer the question: Can we find the pertinent resources and 

the exact role of specific user keywords,  

As we explain in the previous sections, our approach is general, as it can be used for any organization. For 

that, we will only need to create a specific Profile Ontology to specify the organization vocabulary. In 

addition, as we use Design pattern approach for knowledge resources transformation, we can easily add 

new patterns for additional resources formats.  

In the next chapter, we present the different algorithms we created and used to implement the different 

patterns for knowledge resources transformation, and we describe how we applied the various procedures 

of our approach.  
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Chapitre 6. Implementation and algorithms  

 Introduction  

Our approach for building a network of resources based on our model can be implemented in several 

ways 71 . In this chapter, we give an example of the implementation process of our approach to demonstrate 

its feasibility. Thus, for the first part of our approach that is the transformation process from knowledge 

resources to resource representations, we describe several algorithms for several resources formats 

capable of transforming a knowledge resource to a resource representation as per our model implemented 

as OWL ontologies. In the second part of this chapter, we present an implementation of the network 

construction process. Finally, we present an implementation of a search process to access to knowledge 

within the network.  

 Resources ontologies  

Resources ontologies are the representation of the organizational resources following our model (described 

in chapter 5.2.2). As specified in state of the art, there are many systems each of them has been 

implemented to extract information for a specific task. As explained in the section (5.2.1), the resource 

transformation is based on the design pattern approach. Thus, for each resource format we can add a 

transformation pattern into the Knowledge_loading module (Figure 6.1). In this section, we describe the 

algorithms of four resources formats transformation (represented in Figure 5.2) as examples of structured 

and unstructured format to be able to demonstrate that our model is capable of representing different 

formats. After analyzing the results of state of the art (section 3.2.2), and as the resource transformation 

methods are not the goal of our theses, we decided to implement simple transformation algorithms to 

demonstrate the feasibility of our approach. Further possibilities for future works will be discussed in the last 

chapter of this thesis.  

                                                      
71 discussed in chapter 7 
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Figure 6.1: Resource transformation process 

In this section, we demonstrate how the resources ontologies will be implemented. Thus, for each of the 

four resource formats selected, we present an example of the different operations and the output of the 

transformation process.  

6.2.1 Databases knowledge extraction  

As per the resources model represented in section 5.1.2, also of the meta-data of a specific database, we 

need to extract information as the names of the database tables, their different attributes, and relations. The 

final resource representation needs to contain the identical structure of the database to be able to find the 

exact role of any concept selected from this resource. As presented in state of the art (Table 3.1), different 

tools and algorithms can represent such information, but no one of them is available. Therefore, to explain 

the feasibility of our approach for DB resources, we can take the example of the model transformation 

algorithm described in (Alaoui, Hajjamy, & Bahaj, 2014).  

Moving from a representation with Resource_Entity and Link_Entity to a representation with classes and 
properties is one of possible implementations of our model depending of the ontological language that we 
want to use.  

As we choose OWL, we represent Resource_Entity as Classes because OWL alignment systems are 
generally more performant aligning classes than instances.   
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Input: A knowledge resource D that represents a relational database schema 

Output: An OWL ontology that represents the same database schema 

Create a class D (if it does not exist yet) 

for each Resource_Entity T that is linked to D through a Database_To_Table link  

Create a class T 

for each Resource_Entity A that is linked to T through a Table_To_Attribut link 

Create a class A (if it does not exist yet) 

Create a property has_attribute_T_A  

Create an axiom  has_attribute_T_A domain T 

Create an axiom  has_attribute_T_A range A 

if A is a primary key of T (linked to T through Table_to_Primary_Key) 

Create a property has_primary_key_T_A  

Create an axiom  has_primary_key_T_A domain T 

Create an axiom  has_primary_key_T_A range A 

if A is a foreign key of T to T’ (linked to T through Table_to_Foreign_Key) 

Create a property has_foreign_key_T_A  

Create an axiom  has_ foreign _key_T_A domain T 

Create an axiom  has_ foreign _key_T_A range T’ 

Algorithm 6.1: From a database representation to OWL 

The Algorithm 6.1 is a simple example of how using our model we can transform a knowledge resource to 

a resource representation. We create four Object properties (Figure 6.5): has_table, has_attribute, 

has_primary_key and has the _foreign key. We create a Class for the database name.  

 

Figure 6.2: Database transformation pattern 
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For each table of the database, we create a class, and we set the domain of the Object property the class 

representing the name of the database, and as a range, the class representing the name of the table. Then, 

for each attribute, if it is a primary key we set the Object_property: Primary Key, if it is a foreign key, we set 

the object property foreign key else we set it with the object property Has_attribute.  

To explain the transformation process from a database to a database representation, we give an example 

(Figure 6.6):  

In this database, we have two tables: “Student” and “Study_Prog” in each table we have a list of attributes 

and one relation between the two tables. Using the algorithm 6.1, we obtained:  

Etudiants.acces class, which represent the database name. The tables’ names of the DB have been 

represented as Concepts (Student, Study_Prog). The Object Property (Has_table) was used twice to link 

the database name to the tables’ names. For each table, the attributes were represented as Concepts and 

linked by the Object Property (Has _Attribute) to their specific table. The ID which represents a Primary Key 

for the “Studentt” table has been linked to the table “Student” via the Object Property ( has_Primary_Key) 

and the attribute “Student” has been linked to the table “Study_Prog” via the Object_property 

“has_foreign_key” (Figure 6.4).  

 

Figure 6.3: Example: Student database 

 



 

91 

 

 

Figure 6.4: Database ontology constructed using the Database 

representation pattern 

 

Figure 6.5: Transformation from the database representation to OWL 

ontology 

The use of the database pattern to build the ontology representing a specific database ensure to find the 

role of a particular concept within the original resource. For example, we can easily find out that the concept 

(Study_Program) represents an attribute in the two tables of the database “Student.acces.”  
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6.2.2 Spreadsheets knowledge extraction  

To represent a spreadsheet using our resource representation model, we investigate if any approach is 

capable of expressing a spreadsheet as per our pattern. For spear sheet knowledge resources, we 

instantiate the resource_entity as a class and the link _entity as an Object property.  

The Object-properties we use for this format: HasColums, HasRows, hasCells. Testing this pattern, we 

figure-out that Spreadsheets do not contain significant knowledge if it is treated separately. Thus, for this 

resource format, we decided to transform a corpus of the spreadsheet document. Therefore, we used the 

Pattern2.1, and we add the objectProperties: Contains with a domain: Class: Corpus_name, and a range: 

Class Document_Name.  

 

Figure 6.6: Spreadsheet transformation pattern 

In the next chapter, we give a concrete example of the use of our implementation strategy, but to explain it, 

we present a simple algorithm 6.2 to transform a spreadsheet representation to an OWL.  

Input: A knowledge resource D that represents a spreadsheet corpus  

Output: An OWL ontology that represents the same spreadsheet 

Create a class D (if it does not exist yet) 

for each Resource_Entity S that is linked to D through a Corpus_To_Sheet link 

     Create a class S (if it does not exist yet) 

     for each Resource_Entity  R that is linked to S through a Sheet_To_Row link 

         Create a class R (if it does not exist yet) 

         Create a property has_attribute_S_R  

         Create an axiom  has_attribute_S_R domain S 

         Create an axiom  has_attribute_S_R range R 

         for each Resource_Entity  C that is linked to S through a Sheet_To_Colum link 
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           Create a class C (if it does not exist yet) 

           Create a property has_attribute_S_C 

           Create an axiom  has_attribute_S_C domain S 

           Create an axiom  has_attribute_S_C range  

Algorithm 6.2: From a spreadsheet representation to OWL 

6.2.3 Web services knowledge extraction  

As discussed in section 3.2.2.2, the OWL-S72formerly DAML-S) is an ontology of services that allows user 

and software agent to discover, invoke, compose and monitor web resources offering particular services 

and having particular properties with a high degree of automation (Wali & Gibaud, 2012). Thus, we took this 

ontology as a pattern to represent web services resources.  

 

Figure 6.7: Webservice transformation pattern 

As an example of the use of this ontology to represent web service flowing our resource representation 

model:  

1. Link_entities will be instantiated as: ObjectProperty, DataTypeProperty and SubClass relations  

2. Resource_entities will be instantiated as OWL Class such as Parameter name, Condition, Result.  

                                                      
72 https://www.w3.org/Submission/OWL-S/ 
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Figure 6.8: Selected classes and properties of a web service profile 

6.2.4 HTML knowledge extraction  

To represent a website composed of a set of HTML pages, we use the structure described in Figure 6.9. 

This structure allows us to have a view of the website structure. Using our model, we use as resource_entity: 

Class and as Linked entity Objectpropoerties. For this format, the object properties are: “is_LinkedTo” 

created to link the webpages and “has_Title” to specify the different titles in a webpage.  

 

Figure 6.9: HTML transformation pattern 
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As an example of an algorithm that can transform a website into a resource representation, we present the 

algorithm 5.3. A Class is created containing the website name, and we create two objectProperties 1. 

Is_LinkedTo to connect the website pages and 2.hasTitle to inform about the different titles contained in a 

specific page. For each page, we create a specific class, and we linked the class to the main website via 

the ObjectProperty “prpo1” and then for each title of the page, we create a class that we linked to the page 

via the object property “prpo2”.  

Input: A knowledge resource W that represents a Website  

Output: An OWL ontology that represents the same Website 

Create a class W (if it does not exist yet) 

for each Resource_Entity P that is linked to  through a Website_To_Page link 

     Create a class P (if it does not exist yet) 

         Create a property has_attribute_W_P  

         Create an axiom  has_attribute_W_P domain W 

         Create an axiom  has_attribute_W_P range P  

         for each Resource_Entity  P’ that is linked to P through a   Page_To_Page link 

           Create a class P’ (if it does not exist yet) 

           Create a property has_attribute_P_P’ 

           Create an axiom  has_attribute_P_P’ domain P 

           Create an axiom  has_attribute_P_P’ range P’ 

Algorithm 6.3: From HTML representation to OWL 

6.2.5 Conclusion  

In this section, we presented how using our model; we can transform knowledge resource into resources 

representations. As knowledge extraction is not the goal of this thesis, and to demonstrate the applicability 

of our model, we described four different formats transformation using simple algorithms. In the next chapter, 

we present real results of the algorithms used. From this section, we can conclude two major points: 1. that 

our approach can support a different pattern of resource transformation 2. Our model applies to different 

resources formats.  

  Network construction’s operations  

In the previous sections of this chapter, we described how we could use our model to transform knowledge 

resources into resources representation for different resource formats. In this section, we describe the 

processes behind the construct of the network of ontologies based on our Model. Our system can accept a 

new knowledge resource to add it to the network of ontologies and allows to access to the knowledge via a 

user interface designed for this purpose.  
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We demonstrate how our approach relates between 1. the resource representation and the knowledge 

resource, two resource representation’s entities and 3.inter resources represent ions using the different 

compounds of our model.  

Thus, we specified the different modules to describe the different operations involved in the life cycle of 

network construction: 1.“Knowledge adding module” describes the process to add a new knowledge 

resource into the network.2.“Network building Module”. The algorithm specifies how we are linking the 

resources with each other and with the Profile Ontology.  

6.3.1 Profile ontology- resources ontologies connection  

Considering the formal definition, we define an algorithm to specify our construction strategy. We are using 

the Profile Ontology as another specific ontology that describes the Organization vocabulary. After being 

parsed, we align the new resource representation with the Profile Ontology. If the alignment process results 

in a non-empty alignment, then we save the concepts aligned using the Resource_Alignment_Manager, 

and we end up the process. This point of our approach means that the resource added contains entities 

expressed with the vocabulary of the organization or that the knowledge expressed is from the general 

concepts expressed within the Profile Ontology. If the alignment is empty then we try to align it with every 

ontology in the networks 

Align the new resource ontology (Onew) with the Profile Ontology (Op) to produce 

an alignment A1(Onew,Op) 

   if A1(Onew,Op) is not empty 

      ResourceAlignmentManager.Save(A1(Onew,Op))    

   else 

    // Try to align Or with the rest of the network ontologies: {O1
r, ... On

r}  

      for j = 1 to n 

         Aj(Onew , Oj
r) = result of an alignment process between Onew and Oj

r 

         if Aj(Onew,  Oj
r) is not empty 

             ResourceAlignmentManager.Save(Aj(Onew,  Oj
r))   

Algorithm 6.4: Network construction algorithm 

6.3.2 Inter- ontologies connections  

As described by the algorithm 6.4, in case of no correspondence between the concepts of the resource 

ontology and the profile Ontology, the system aligns the resource ontology with the rest of the resources 

’ontologies already existed within the network. The concepts aligned will be saved using a 
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Resource_Alignment_Manager instance and the corresponding resources ‘ontologies will be saved within 

the Network_Manager.  

We then create two instances of Resource_Alignment_Manager class as per the Figure 5.9 where A1is the 

set of Resource_Alignment_Manager between the Profile Ontology and resource ontologies and A2is the 

set of Resource_Alignment_Manager between the resources ontologies.  

6.3.3 Search Module  

We described our approach for ontology network querying in the section (5.3). In this section, we present a 

search implementation using a keyword approach. Here, we reuse theA1 and A2described in the previous 

section. To find if the query terms are aligned with the profile or not form A1. In case that we find 

correspondence, we search in A2if any other ontologies correspond to our query terms.  

 

Figure 6.10: Accessing Network of ontologies workflow 

Formally, the algorithm 6.2 of this module of our system is described as below:  

 Parse (Q): is a procedure that takes the set of terms entered by a user and transform it into an 

ontology of concepts. Every term will be transformed into an OWL Class.  

 AML-automatcher (Oq, Op): is an alignment function that follows a pipeline of sub-function that we 

define in the next chapter.  

 Join: is a function that output a list of the ontologies containing correspondence with the Aqp.  

 

  Parse(Q)  

   Aqp = AML − automatcher(Oq, Op)   

   Display(Join(Aqp, A1))  

   Display(Join(Aqp, A2))  

Algorithm 6.5: Search algorithm 
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Our search approach can be easily extended to a hybrid approach using the keyword search approach, and 

navigation approach winch allows navigation inside a resource representation or between resources 

representations. As an example, the process can start with w key search operation that select different 

pertinent resource representation and then, a navigation process can allow users to have more idea about 

the resource structure ( inside a resource representation) or the different representations connected with 

the selected resource.  

  Conclusion  

In this chapter, we describe the implementation of our prototype system capable of adding a new resource 

into the network of ontologies by parsing the content of the resource into an OWL ontology schema following 

our model described in the previous chapter.  

We described the system compounds, and we explained how the Profile Ontology can be a solution to 

homogenize the vocabulary of the network and how resource ontologies resulting from the parsing Module 

are related to it. We presented our approach for linking the nods of our network by defining our algorithm. 

A second algorithm has been described which can reuse the alignment done when adding new resources 

into the network to a semantically access to the knowledge represented within our conceptual schema.  

Next, we evaluate how this software prototype supports the general framework by applying design science 

evaluation methods.  
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Chapitre 7. Use case and evaluation  

The platform, as an instance of our general framework, demonstrates the feasibility of our design process 

and our designed artifacts. This software platform is an innovation in the way that it defines ideas, practices, 

and technical architecture through which we can analyze, design, and effectively implement conceptual 

knowledge schema. During the design process and the implementation, we aimed to demonstrate that our 

approach is realizable, implementable and usable. Consequently, the evaluation methods of our design 

artifact are chosen accordingly.  

According to (Hevner & Chatterjee, 2010) “Information Technology (IT) artifacts can be evaluated regarding 

functionality, completeness, consistency, accuracy, performance, reliability, usability, fit with the 

organization, and other relevant quality attributes.” They suggest a knowledge base of five evaluation 

methods that should be matched appropriately with the designed IT artifact:  

 Observational  

 Analytical  

 Experimental  

 Testing  

 Descriptive  

To evaluate our approach, we use different and complementary patterns from the seven evaluation patterns 

suggested by (Vaishnavi, 2007). We use the experimentation pattern to assess and validate our solution in 

a real-life setting to prove the artifacts using the hermetic/inductive approach. We use metrics approach 

value the search approach.  

Do so; we chose the empirical refinement alternative to develop our system. The selected pattern intent to 

develop a solution to a research problem through iterations of system development, empirical observation, 

and refinement. We assume that this pattern is applicable for our research problem as there is no 

specification on how to develop a system based on a network of ontologies model, and how we can query 

this type of knowledge model.  
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Figure 7.1: Empirical refinement pattern (Vaishnavi, 2007) 

We create a prototype that implements the algorithms described in Chapters 6 and 5, and we applied it to 

an existing organization, which is the Geneva school of economics and management73 (GSEM).  

For the first evaluation approach, we compare the results with the expectations of the end-users and deduct 

its performance measurement. The second test is to use the performance measurements of the first test to 

compare the prototype with an indexation tool. To parameter the prototype for our specific organization, we 

developed a specific ontology describing its organization and its process. We then asked some of the GSEM 

employees to select some of the documents they produce to be integrated into our framework. The final 

step of this process is to query the system and to evaluate its answers. For the comparative with the indexing 

tool, we took the same documents selected by the organization employees, and we indexed them.  

 Organizational Knowledge Manager Framework  

To support experimentation, we proceeded to the simulation approach (Navidi, Arnheim, & Waterman, 1992) 

which is a way of imitating the “inner” and the “outer” environments in the small, implementing the design 

using the imitated inner and external environments, and observing the behavior of the imitated system to 

understand and predict the behavior of the actual system (Vaishnavi, 2007). The aspects not supported by 

our simulation prototype is (1) that in real-world configuration, the system should be able to accept 

simultaneous access to the platform. Which was not implemented (2) not all the specificity of a resource 

format structure have been implemented. As knowledge extraction is not the goal of this work, we only 

implement simple algorithms to cover multiple resource formats. To process the simulation process, we 

                                                      
73 https://www.unige.ch/gsem/ 
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identify the compounds that we performed (Chapter 5) that imitate the compounds used in the real-life 

system.  

The knowledge finder framework was programmed in Java and developed in Eclipse neon74. The core 

framework included main tree packages: The RessourceConvertModule, the network module, and the 

Search module. We use the AML_Matcher package to proceed with the alignment operations for the 

network building process and the search process.  

 

Figure 7.2: OKM Framework Packages 

7.1.1 Resource Convert Module  

To extract knowledge for different resource formats, we implement the resource convert module. This 

module is implanted based on our Model, The OntoResModel is a class representing the abstract form of a 

resource and for each type of resource, and we create a specific class to deal with the particular format of 

a resource. The Onto class was implemented to deal with the ontologies creation module (Class creation, 

ObjectProperty creation, DatapropertyType) which is composed of Onto class which implements ontological 

compounds as (ontologies, classes, datatype properties, object properties). The ResOntomodel is a class 

containing the metadata elements, which can be inherited by. For each resource format, we created a class 

to allow the knowledge extraction concerning the specificity of the structure.  

To avoid non well-formed error, we added pre-treatment procedure that we applied the same for any of the 

resources that the result will be the same example ( we extract Université de Genève ) we replace “é” with 

                                                      
74 https://github.com/RRNM/RRNM_FRAMWORK 
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“e” so even that this same string is obtained from the other resource the result will be the same, and we do 

not ..)  

 

Figure 7.3: Resources converter package classes 

7.1.2 Network package  

To build and manage the network, we implemented the network package, which contains two classes: 1. 

the AddtoNetwork Class to add a new resource to the network via the algorithm 6.4. The ontology network 

that is implemented based on the Class OntologyNetwork of our model.  

This package contains all the operation needed to 1. add a new resource to the network 2. save all the 

alignments between the new resource and the Profile Ontology and the other resources on the network.  

7.1.3 Search package  

The search package contains a class implementing the algorithm described in section 6.3.3. The search 

function takes as input a set of keywords and outputs a list of the paths of relevant resources and the specific 

relevant compound of the resource structure.  

 Experimentation setup  

We set up our prototype with a real-world use case, which is GSEM University. The configuration is 

composed of two steps:  

1. GSEM ontology: This ontology is built manually to describe the Faculty Organization. As ontology 

building is a time-consuming task, we used the Organizational ontology as a start point to identify 

the fundamental concepts, and we added a second layer more specific to match the specificity of 

the particular knowledge resource.  
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2. We asked the different department of the GSEM to give us access to a selection of their working 

documents.  

7.2.1 GSEM ontology  

As described, the GSEM ontology is the representation of the tacit knowledge that can hardly be extracted 

from explicit knowledge resource and which is essential to represent the knowledge using the organization 

logic and architecture.  

Following the implementation methodology described in the section (5.2.2.1)  

1. we identified the purpose of the ontology:  

1. To determine the structure of the GSEM, we asked for the Academic Organism that 

represents for the Organizational ontology the “Formal organization” and the Administrative 

Organism which represent them“. For confidential, Figure 7.4 shows only the Academic 

Organism which is published publicly on the website of the GSEM.  

 

Figure 7.4: Academic Organism 
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2. we identified documents from where we can extract the exact definitions and vocabulary used within 

the company 

1. For this step, we based our investigation on the official website of the GSEM and internal 

confidential documentation. Examples of vocabulary that we took in consideration: 

1. Faculty = Professors  

2. Study Plan is not equal of Study Program  

3. We interviewed the different services of the company to specify the process. 

We selected relevant documents describing the different process, and then we enriched their metadata 

before adding them to the network.  

4. We identified extra ontological resources that can enhance the enterprise ontology.  

5. We defined the rules (axioms) relating the different concepts of the ontology.  

6. We implement the ontology using Protégé  

7. We then evaluate the ontology based on our final objective, which can connect the knowledge 

resources and present a full vocabulary to describe the organization.  

 

Figure 7.5: GSEM Profile Ontology 
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7.2.2 GSEM explicit resources  

We explored a set of explicit resources. As we implement simple algorithms that do not cover all the 

specificity of the resource type. We described these algorithms in the first section of the previous chapter. 

Due to confidentiality reasons, we had access to a restricted set of resources. The Table 7.1 described the 

resources to which we have access to process the test.  

Resource formats  Number  resources  

Json  1  Widens.php  

Data base  1  Phd.DB (database schema)  

Website  1  GSEM website  

Excel documents  9  Divers  

Table 7.1: The test corpus 

7.2.3 AML Alignment framework  

For the implementation of our prototype, we choose AML-matching as alignment tool as it is complete, 

accessible and even if there is no specific documentation, the developer of the tool is available to answer 

any particular question. As it is an open source code, we modified multiple classes to AML tool is coded to 

align two specific ontologies. It proposes many alignment methodologies as structured alignment, property 

alignment, background alignment, and different matching techniques as offISub, Levenstein, Jaro-Winkle, 

and Q-gram.  

We set up a pipeline for the alignment operation, which contains, Word matching, Structural matching, and 

property matching. Then, we test the four available techniques to choose the one that suits best our strategy. 

The AML alignment framework can detect if the two ontologies are in different languages, the system 

recognizes this difference and then translate the ontology to a specific language. This function uses 

Microsoft translation API.  

For the background ontology, we choose WordNet as background ontology to detect synonyms.  
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Figure 7.6: AML matching workflow (Faria, et al., 2013) 

 Experimentation process  

To process the experimentation, we evaluate each part of our prototype separately, and then we assess the 

whole approach with a different system based on a different approach, which also aims to find knowledge 

from heterogeneous knowledge sources.  

7.3.1 Knowledge Extraction process  

To be able to evaluate the knowledge extraction process, we use mainly the OntoConvertModule described 

in section 7.1.1. The first step of this process is to extract the metadata and the structure of the resource 

and create an OWL resource representation. The OWL representations are generated using the algorithms 

described in the section (6.2). The table 7.2 details the result of the extraction of the different resource with 

a different format.  

Resource  Type  Class 

count  

Object 

Property  

PHD DB  Database  94  89  

http://www.unige.ch/gsem/fr/recherche/corps-professoral/tous/  Webpage  407  11876  

Faculties  json  22  22  

Units  Excel  38  68  

Table 7.2: Knowledge extraction evaluation results 
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As expected, the structured resource formats gave reasonable conclusion regarding some classes per 

resource. The unstructured and semi-structured ones gave a significant number of classes, as we cannot 

detect which are the central concepts in the resource or the useless information as the concepts “O2” in the 

Units document shown in Figure 6.7.  

 

Figure 7.7: Excel extraction result 

Nonetheless, this extraction allows us detecting if a specific term exists and which is its role in the resource. 

As per the example of Figure 7.6, that shows that “Institute of Applied Research in Economics and 

management” exist in the Row 16_Colum 6 of the GSEM_Institute document. Has a link to the page of 

“publication sur les filières” which is “https:\\www.unige.ch\\etudiants\ba  

 

Figure 7.8: Structure detection result 

Form this section we can conclude that the extraction step of our approach is not only feasible and 

straightforward but also extendable. We can quickly go further on one of the extraction processes to add 

new extraction rule or even use additional approaches as NPL or data mining for an advanced knowledge 

extraction module.  
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7.3.2 Network building process  

To evaluate the Network building process, we test different alignment techniques available on AML-matcher 

package to check which one can connect the maximum of resources and concepts.  

The Alignment techniques available on AML-matcher are: Jaro-Winkler (Jaro, 1995) similarity, which counts 

the common characters between two strings even if they are misplaced by a “short” distance ;the Q-Gram 

(Navarro, Sutinen, & Tarhio, 2005), which counts the number of tri-grams shared between the two strings, 

the sub-string distance (Arslan, 2006), which searches for the largest common substring and Levenstein 

distance 75, which counts the insertions an deletions needed to match two strings. To test these similarity 

measurements, we fixed the same criteria for the test:  

 Translation: use_translator=True  

 Background Knowledge: bk_sources=Wordnet  

 Word Matcher: word_matcher=average  

 String Matcher: string_matcher=global  

 Structural Matcher: struct_matcher=descendants  

 Property Matcher: match_properties=true  

We applied the test on a corpus of 12 ontologies resulting from the Extraction process. For this corpus, the 

maximum possible Resource_level alignment is ∑i i  = 1
12=66.  

Similarity measurements  Entity_Level 

alignments  

Resource_Level 

alignments  

ISub  173  44  

Levenstein  140  44  

Jaro-Winkler  234  52  

Q-gram  141  44  

Jaro-Winkler without BK strategy  232  52  

Table 7.3: Alignment techniques evaluation 

As shown in table 7.3, The Jaro-Winkler similarity measurement aligned 234 entities from 2909 and 52 

resources from 66 possible alignments. Using this similarity measurement, we can find more concepts 

matched which can better connect our network and then find relevant resources.  

To test the contribution of the Background ontology, we examine the Jaro-Winkler similarity measurement 

while taking of the BK strategy parameter. As shown in the table, the background ontology contributes to 

finding more alignment between the resources.  

                                                      
75 http://www.let.rug.nl/kleiweg/lev/levenshtein.html 
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From a quality point of view, we note that under a threshold= 0.65 the results are not relevant as shown in 

Figure 7.9.  

 

Figure 7.9: Alignment techniques evaluation 

As described in section (6.3), our network building strategy is described by the algorithm (6.4). To compare 

our strategy to another strategy, we implemented an all to all strategy used in the system (Zhong, Zhu, Li, 

& Yu, 2002) and all to Op strategy described in the section (3.3.1.1). The table 7.4 details the result of our 

experimentation. Comparing to the first strategy, we can show using our strategy we obtained the sum of 

the resources aligned and the sum of the concepts aligned by the two first strategies by doing fewer 

alignment operations than the first strategy, which reduces the complexity of the first strategy and expands 

the results of the second one.  

Alignment strategy  Alignment 

done  

Resource_level 

alignments  

Entity_level 

alignments  

Strategy 1: all to all  66  52  234  

Strategy 2: all to OP  12  12  68  

Strategy 3: our Strategy  64  64  302  
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Table 7.4: Network building strategy evaluation 

7.3.3 Knowledge search process  

For this task, we test the knowledge search process. This evaluation aims to check the performance of our 

approach reusing alignment between knowledge resources ontologies. For that, we query the system using 

different keywords on a network of 12 resources ontologies resulting from the section (7.3.1). From the table 

6.5 that shows examples of the results of the search process, we can conclude that:  

1. Our knowledge search engine is precise as only relevant items have been selected (Precision =1).  

2. The recall is zero when the keyword does not change much the Profile Ontology or if the keyword does 

not much any of the resource_representation ontologies. The average rate of the recall is 0.47%, which is 

very close to the results obtained by AML in OAEI 2017 [23].  

3. F-score rate = 0.63  

The issue of the point 2 comes from the translation process. That is because the Profile Ontology was 

created in English, and the keyword items use the French language.  

Keyword  Keyword 

matching 

with Op  

Items 

selected  

Relevant 

items  

Irrelevant 

items 

selected  

Recall  Precision  

“Bachelor”  yes  1  2  0  0.5  1  

“Institute”  yes  2  2  0  1  1  

“Etudiant” no  0  7  0  0  1  

“Student”  yes  0  7  0  0  1  

“Faculties”  yes  3  3  0  1  1  

“Cours”  yes  1  3  0  0.33  1  

Table 7.5: Search process evaluation 

AML has been the best performing system in Multifarm  76, but it does not even reach 50% F-measure. Using 

WordNet with the translation would expect to reverse the trend in precision vs. recall (in Multifarm ~70% 

precision / ~35% recall) but not improve F-measure. Thus, as a solution to this problem, we can use a 

different translation method or add concepts translations into the Op.  

The answer of a keyword search is the list of the selected items and the exact structure item in the original 

resource. The Figure 7.10 shows an example of the “Institutes” keyword search answer. The Original 

                                                      
76 http://oaei.ontologymatching.org/2014/multifarm/results/index.html 
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Keyword has a matching with the profile class “institute of economics and econometrics,” and then the 

process found the resources aligned with the Ontology Profile Class and gave the exact places where the 

found result occur.  

 

 System evolution  

Our prototype is constructed differently from compounds related following their role defined by our model. 

Thus, the development of the prototype can be done differently from the point of view depending on which 

part of the system we need to improve.  

Form a technical perspective we can improve the knowledge extraction techniques or add new extraction 

techniques for additional resource formats. This improvement can be naturally inserted into the framework 

by updating or adding a new pattern to the ResourceConvert Package.  

The alignment technique can be updated or replaced by more performer one. We can use a different 

alignment package, which offers new alignment techniques.  

From the approach point of view, a significant evolution point is the evolution of the profile ontology. As 

discussed in the previous section, the ontology profile needs to be as complete as possible, which means 

to describe sufficiently the vocabulary of the organization that we can be able to find relevant resources. 

Thus possible improvement can be made by detecting concepts frequently aligned between resources and 

not existing or aligned in the Profile Ontology and then an expert can decide to enrich the Profile Ontology 

with them.  

Figure 7.10: Example of the search process results 
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 Conclusion  

In this chapter, we evaluated our artifacts, which are the model we developed, the approach we took, and 

the framework. We did this by testing the different processes implemented to build an ontologies network 

based on heterogeneous resources and to have access to the knowledge contained in it. The results show 

that our model allows for a resource representation network by representing various resources in a unified 

way, maintaining their connections from entity level to resource level. The evaluation of our approach shows 

that we could add links between the different resources by applying fewer alignment operations than other 

methods. Our framework, using a pattern design approach, can easily be improved by using different 

alignment techniques or adding new extraction approaches.  

By experimenting with the different processes, we show that creating an organizational memory by re-using 

the organization’s daily basis resources is feasible. Any organization can re-use our work by merely creating 

the specific part of the Profile Ontology and providing access to the resources for re-use. Our work can also 

be used across domains in cases different to our real use one. Thus, one would need to create or use a 

specific Profile Ontology for each particular domain.  
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Chapitre 8. General conclusion  

Creating an organizational memory is an amendatory process for any organization to preserve and re-use 

the organization’s knowledge. Thus, organizations use different tools and systems to allow its employees to 

share and manage information. Nonetheless, the tools currently in use cannot collect all the knowledge that 

may be important to preserve. To create an organization memory is complicated, as it needs employees’ 

commitment considering that in almost all cases, they need to re-enter all the information they possess 

manually using different and multiple tools and systems. These tools and systems generate heterogeneous 

resources that are difficult to manage. 

Our work aims to create an organization memory automatically for a specific organization by reusing its 

employee's daily basis resources. 

This thesis investigates how we can create an organizational knowledge memory based on a network of 

ontologies, and how we can access the corporate knowledge within the network. The knowledge graph 

needs to be constructed using the explicit resources of the organization. Thus, we investigate how we can 

represent structural and syntactically heterogeneous resources within the same network. After studying the 

existing approaches and methods, we created a MOF4 Model that enables us to represent heterogeneous 

resources from entity level and resource level. This model is able to express a network of resource 

representation by describing the connections between their entities and between the resources.  

We then defined a semantic approach based on a different process that manages the creation of resource 

representation, its integration into the network, and its detection.  

To evaluate our model and our approach, we implemented a framework composed of three modules 

identified as knowledge extraction, network building, and knowledge search. We set up our framework for 

a specific use case, and we tested the different processes.  

Our work allows us to answer the different questions that we asked:  

 How can one represent the syntactic and structural heterogeneity of organizational resources?  

Using our model, we am capable of representing resources of different formats concerning their original 

structure and avoiding information loss. That is because our model is capable of describing the structure of 

any resource format using the resource entity and the linked entity, which together represent the link 

between any two entities of a resource. The alignment manager class represents the alignment between 

two entities of two resource representations, and then the network manager represents the alignment result 

of all the matching entities between two resource representations. An instance of the ontology network class 

is a representation of all the connections within the network. Thus, we can determine whether two resources 

are aligned or not, and if yes, we can see the specific entities aligned.  

 Which tools or approaches can be used to extract knowledge from resources with different formats?  
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We investigate existing tools capable of obtaining information from different resource formats. For each 

format, we established a comparative analysis that concludes that different approaches can be taken to 

execute the process. We then demonstrate for four resource formats, how we can implement the 

transformation from an explicit resource to an OWL resource representation by extracting metadata, 

content, and structure.  

 How do we align resource ontologies to construct a network of ontology?  

Our approach explains the best way to create and access a network of ontologies. Thus, we defined an 

algorithm based on the hybrid approach that uses a Profile Ontology for describing the vocabulary of the 

network, and resource representation ontologies for representing each of the resources that we integrate 

into the network. When a new resource representation ontology is added into the network, it will be aligned 

first with the profile ontology, and then with the resource representation ontologies aligned with the profile 

of the same entity. A modification of the resource will not affect the profile ontology, as they are very 

independent. However, the Profile Ontology can be optimized using a list of recurrent concepts of the 

resource representation ontologies not aligned with the Profile Ontology.  

 How can we access knowledge within a network of ontologies?  

Using our model, we can re-use the alignment results from a resource level to detect whether two resource 

representations are connected. If they are, we can find out whether the entity aligned to correspond to a 

user keyword or not. The result of the search process is a list of relevant resources and the specific structural 

role of the entity in the original resource.  

To evaluate our model and our approach, we implemented a framework to experiment with a real use case. 

Thus, we created a specific Profile Ontology for the GSEM faculty, and we imported a selection of resources 

to build a network of ontology for this particular organization.  

The import processes are designed following the design pattern approach to facilitate adding other 

extraction methods. The alignment operations are done using the AML-matcher package, which is an open-

source implementation of the best-ranked alignment method in the OAEI evaluation conference. 

Nonetheless, another one can easily replace this package. The search process was implemented using the 

Keyword approach, but as our methodology produced the relevant resources list and the exact roles of the 

entity searched in the original resources, we could also perform another search approach, in particular, the 

navigation approach.  

Our framework can be the foundation for a more sophisticated knowledge network construction framework 

if we were to use advanced extraction methods based on a data-mining approach or a deep-learning 

approach, which could significantly improve the content of resource representation ontologies, and then the 

search performance of the framework as well.  
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