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ABSTRACT

In this paper we consider the problem of performance im-
provement of known-host-state (quantization-based) water-
marking methods undergo Additive White Gaussian noise
(AWGN) attack. The motivation of our research is twofold.
The first reason concerns the common belief that any knowl-
edge about the host image taken into account designing
quantization-based watermarking algorithms can not im-
prove their performance. The second reason refers to the
poor practical performance of this class of methods at low
Watermark-to-Noise Ratio (W NR) regime in comparison
to the known-host-statistics techniques when AWGN at-
tack is applied. We demonstrate in this paper that bit er-
ror probability of Dither Modulation (DM) and Distortion-
Compensated Dither Modulation (DC-DM) against AWGN
attack can be significantly reduced when the quantizers are
designed using the statistics of the host data. For the case
when the statistics of the data correspond to i.i.d. Lapla-
cian distribution and using Uniform Deadzone Quantizer
(UDQ) we develop close-form analytical models for the anal-
ysis of bit error probability of DM and DC-DM. Results of
performed experiments demonstrate that significant perfor-
mance improvement of classical DM and DC-DM with re-
spect to bit error probability can be achieved with the minor
increase of design complexity.

Categories and Subject Descriptors
H.4 [Information Systems Applications|: Models And
Principles.

General Terms

Data hiding, known-host-state watermarking.
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1. INTRODUCTION

Digital watermarking is targeting reliable non-perceptible
communications of secure message via some media channel.
There are several requirements to watermarking methods
that should be satisfied during their design. At the same
time some of them, these requirements are used for bench-
marking of different data hiding algorithms. The rate of
reliable communications under AWGN [3, 7] and analysis of
their practical performance based on bit error rate probabil-
ity when some additive attack was applied [3, 7] are among
the most popular and widely used in practice benchmarking
criteria.

The results of comparison with respect to the both criteria
demonstrate that embedding rates and robustness against
AWGN attack in case of the known-host-state embedding
are superior in comparison those based on spread-spectrum
watermarking especially at high WNR. However, at low WNR
performance of the quantization-based watermarking is sig-
nificantly decreased with respect to both classification cri-
teria.

Leaving the aspects of information-theoretic properties en-
hancement of known-host-state methods outside of the scope
of this paper, we will concentrate our attention at the im-
provement of the practical performance of these class of
methods undergo AWGN attack.

The paper is organized as follows. In Section 2 we present
a review of quantization-based watermarking and propose
the solution to the problem of their performance robustness
improvement against AWGN attack and provide close-form
analytical models for the analysis of bit error probability of
DM and DC-DM against this attack. Section 3 contains the
proposed set-up and the experimental results of our solution
validation versus classical DM and DC-DM. Finally, Section
4 concludes the paper.

Notations. Capital letters are used to denote scalar ran-
dom variables X and regular letters = designate their realiza-
tions. We use X ~ fx(z) or simply X ~ f(z) (X ~ px(z)
or X ~ p(x)) to indicate that a continuous (discrete) ran-
dom variable X is distributed according to fx(z)(px(x)).
The variance of X is denoted 0%. The set of integers is
denoted by Z.



2. KNOWN-HOST-STATE

WATERMARKING
Dither Modulation. The idea of DM was initially pre-
sented in [2]. In the scope of this paper we will understand
by DM the embedding of the binary value b, b € {—1; 1}, us-
ing a set of two quantizers. The decision points of the quan-
tizers (Fig. 1, a) belong to the unidimensional lattice [7]:

Ay = 2AZ, (1)

Ay = 2AZ + A. (2)

The watermarked image is obtained applying one of these
quantizers to the host depending on the sign of the bit to
be embedded into the host image:

y=Qu(z) =z +w, (3)
where y is the stego data, x is the original host data and w is
the watermark. Qp(x) denotes the quantizer corresponding
to b-bit embedding. It is evident that the watermark is
equivalent to the quantization error:

w= Qp(z) — x. (4)

Assuming that high rate quantization conditions are satis-
fied for embedding [5], the following conjectures are valid:

a) the watermark and the host signal are independent;

b) the watermark is uniformly distributed on the interval
[—4; AJ;

¢) embedding distortions are equal to the variance of the
quantization noise Dy = A?/3 [7].

The DM decoding is performed using the Minimum Distance
Rule based on the attacked stego image z:

b= argminpe(—1,4+1y Iz — Qu(2)|1?, (5)

where z = y+mn, n is the zero-mean AWGN in our case with
variance o%.

Distortion Compensated Dither Modulation. The DC-
DM was proposed as a generalization of the DM embedding

methods when the watermark (4) is multiplied by some con-
stant v € [0;1] [2]:

w=ve=v(Q(r) - ), (6)

y=z+w=z+v(Qr)-2). (7)

It is evident that for v=1 the DC-DM reduces to the DM.

Scaling by a constant v changes the dynamic range of the
above uniformly distributed watermark to the interval [—vA;
vA] and the embedding distortions are given now by the fol-
lowing expression D,, = v?A?/3 and decoding is performed
as in (5).

Deadzone — Based DM and DC — DM. Assumption
about the high rate approximation that is used for the de-
sign of DM and DC-DM quantizers leads to the uniform
quantizer design that was shown to be optimal in source cod-
ing [4]. However, practical wavelet image transform coders
that are the state-of-the-art in lossy image compression show
that it is possible to improve system performance taking into
account data statistics in the design of the quantizer even
at high rates [6].

Motivated by this observation we propose to take into ac-
count host data statistics in design of quantizers for known-
host-state watermarking algorithms to provide more favor-
able conditions for more likely appearing host elements.

Assuming that the data samples can be modeled using i.i.d.
Laplacian distribution [7] that is a particular case of the
Generalized Gaussian distribution [6] and taking into ac-
count the requirement to provide identical robustness of the
watermarking method to the positive and negative noise
samples we select Uniform Deadzone Quantizer (UDQ) for
DC and DC-DM embedding. This type of quantizer sat-
isfies our requirement and outperforms uniform quantizer
with respect to rate distortion performance [9].

The only difference between the uniform quantizer and the
UDQ consists in the wider quantization bin near zero (dead-
zone) in the latter case. To satisfy the request of the equal
embedding conditions of both —1 and 41 and taking into
account symmetrical character of the host pdf we will use
two deadzones symmetrically located near the origin.

Several investigations in lossy source coding were dedicated
to the definition of the optimal ratio of the deadzone width
to the regular bin width of the UDQ [1, 8]. It was shown that
the optimal value is between 1.5 and 2. To our knowledge,
no experiments have been performed so far in information
hiding to justify the optimal ratio. Therefore, in case of this
paper the ratio was selected to be equal 2.

In the following we will refer to the DM and DC-DM de-
signed based on the UDQ as deadzone DM (DDM) and
deadzone DC-DM (DDC-DM), respectively.

3. PERFORMANCE ANALYSIS OF
DDM AND DDC-DM WATERMARKING

The analysis of the performance of modified known-host-
state methods is performed for the case of AWGN attack,
assuming i.i.d. Laplacian distribution of the host data, and
follows the methodology proposed in [7]. To satisfy fair com-
parison conditions with [7] we constrained the W N R range,

2
WNR=10log,, (j—gV) within the interval [—5, 10] dB. All
N

the obtained results are based on the assumption that high
rate quantization conditions are preserved in the deadzones
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Figure 1: Quantization of the Laplacian pdf: (a) uni-
form quantizer case, (b) UDQ-based quantization.
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Figure 2: DM watermark signaling: (a) classical sys-
tem, (b) UDQ-based system.

meaning that
(a) watermark and host image are independent;

(b) the watermark pdf is a mixed distribution of the form
fw(w) = X7 pifw; (w) where fuw,(w) is a uniform dis-
tribution over the regular bin (¢ =1) and over the dead-
zone (i =2), respectively, and p; is a Bernoulli mixing den-
sity with probability of host sample appearance outside the
deadzone equal pi;

(c) embedding distortions equal to the variance of the quan-
tization noise distributed according to the mixed pdf.

Admit that the stego image y is corrupted by some additive
noise n with a pdf fx(n), z = y+n = x4+ w+n. Let
the decision regions associated to b=—1 and b=+1 are de-
noted by R_1 and R41, respectively. In this case bit error
probability is determined by the following expression:

Po=P{lz = Qu@IF <l - Q)P b= 1} =
=P{zeRilb=-1} (8)

and

Pe: fZ(Z|b: _1): fT(t)dt7 (9)
R1 R1

where fr(t) is the pdf of equivalent noise. The difference
between the classical DM and DC-DM and DDM and DDC-
DM consists in dependence of this probability on the bin
Q-1(.) where z lies. Therefore, for proper analysis it is
necessary to determine the UDQ parameters and compute
this probability for all the bins where = can be located.

Determination of the UDQ parameters. According
to the selection made in Section 2, the ratio of deadzone
width to the regular bin width is equal to 2. Assuming
the same embedding distortions as in case of the classical
DM (DC-DM) (given by condition (c) in Section 2 and by
pl%% +(1- p1)3if in case of the DM), one needs to solve
the following equation to obtain the regular bin width of the
UDQ:

A% —Af(4—3e 1) =0, (10)

where A, A; are the bin widths of the uniform quantizer
and regular bin width of the UDQ, respectively; A is the
parameter of Laplacian distribution. This A can be deter-
mined for the particular Watermark-to-Image Ratio (WIR)
2

regime, WIR=101log,, (2—2‘/") that for the case of this paper
is assumed to be WIR; = —6 dB and WIR; = —16 dB.
Thus, in case of the DDM one has:

A= %\/6~ 10-01WIR, (11)

Similar expression can be obtained in case of the DDC-DM:



A= ﬁ\/6 10~ 01WIR, (12)

Analysis of the DDM performance against AWGN
attack. When the DDM undergo AWGN attack with the
variance o3 we assume that attacking distortions in the
MSE sense are equal to this variance D, =c%. The vari-
ance range o€ [o%, . ;0%,..] is determined based on the

. . . 2.
targeting WNR regime, i.e. 0'12\717”." = A710 OAWNRmaz gnd
0% = %210—0.1WNR,,M.

Having these assumptions one can determine the bit error
probability as a function of the noise power, developing the
integral in (9):

Pe:(le”Al){gQ<fl> Q(%ﬁ‘l)}jL
o150 ml) coftuzna))
4z
+22{le 1Q

(4z+1 ) P211+2P21)Q<(4z’+3)m>_

) — (2P2i—1 + Py) -

20N

—pzlg(““;ji“> } (13

where P; is a probability that the quantizied sample is within

'™ bin, Q(z) is a Q-function, Q(x) = \/ﬂ e 7*dt
Analysis of the DDC-DM watermarking performance
against AWGN attack. In case of the DDC-DM errors
are induced by the equivalent noise that is obtained as an
additive mixture of the uniform self-noise and AWGN of the
attack. Thus, the equivalent noise pdf is given by the con-
volution of the pdfs’ of the mixing components. It should
be also taken into account that the bin width is different
for the two central bins due to our construction strategy.
Therefore, one obtains the following convolution results for

the deadzones f$(t) and regular bins fqdj(t):

t) = 4A1(1_V){Q<t2§:]51ﬂ> -

. Q(Hms—)> }; (14

d . 1 t—A1(1—l/)
Ao = i fo(22=2)

It is also easy to realize that in the case of DDC-DM the
minimal and the maximal target noise variances, 012\,,"”," and

a?vmm, are determined taking into account distortion com-

272 _
VA% 10=01WNRmaz o414 UJQVmam _

pensation factor: J?me ==

2 A2
v2A —0.1WNRmin
=10 .

Therefore, it is possible to show using similar approach as in
case of the DDM that the probability of error of the DDC-
DM undergo AWGN attack is determined by:

P o= (1—e A (/ml awd+ [ fd(t)dt> n
e — T T
Ay

Aq
co L UZDAL
N 26_2mlzﬁm s FE)dt +
i— 1
i=1Y "2

(4L+1)A1

2
+ 221321 1/(41 s, fT( )dt +

(47+23)A1 B
d
+ (Pai-1 +P21)/(4i+1)A1 frt)dt +
2
(4i+§)A1 B
d
+ 2Py . fr(t)dt. (16)
2

4., EXPERIMENTAL RESULTS

In this section we present the experimental results of com-
parison of DDM and DDC-DM method robustness with ro-
bustness of the classical DM and DC-DM against AWGN at-
tack. As it was already mentioned in the previous sections,
the analysis is performed for two different WIR, WIR, =
—6 dB and WIR; = —16 dB for the WNR €[-5; 10] dB.
The compensation parameter of the DDC-DM is selected
equal to v=0.5 [7]. Obviously, the selection of the optimal
compensation parameter for each regions is an important
issue that is a subject of our future research.

The results of benchmarking are presented in Fig. 3. These
results demonstrate that performance of the classical DM
and DC-DM watermarking can be significantly improved
taking into account statistics of the host data for the quan-
tizer design even for non-optimal compensation parameter.
For quantification of the performance gain we measured the
distance in dB between the equal bit error probabilities. For
the selected reference point P. = 0.3 the gains of modified
methods over classical ones are:

-DM, WIR = —16 dB: ~1.3 dB,
-DM, WIR = —6 dB: ~3 dB;
- DC-DM, WIR = —16 dB: ~1.4 dB,

- DC-DM, WIR = —16 dB: =1 dB.

5. CONCLUSIONS

In this paper we presented a way of performance improve-
ment of known-host-state watermarking methods (DM and
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Figure 3: Bit error probability of DM and DC-DM
schemes for the case of AWGN attack: (a) WIR = —6
dB and WIR = —16 dB.

DC-DM) designed based on high rate uniform quantization.
We showed that, assuming preservation of the conditions of
high rate quantization regime, bit error rate probability re-
duction can be achieved when these methods are developed
taking into account host data statistics. We found bit error
probability models of DDC and DDC-DM undergo AWGN
attack for the host distributed according to the i.i.d. Lapla-
cian distribution and the UDQ with deadzone-to-regular-
bin-width ratio equal to 2. Based on these models we demon-
strated that, depending on the operational regime for the
given range of W N R, the reduction of bit error rate prob-
ability of the modified schemes with respect to the classical
ones is 1+3 dB.

As a possible future research direction we are considering
the extension of the obtained results to multidimensional
case.
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