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Abstract

Protecting Connected and Automated Vehicles (CAVs) from cyber attacks and data
breaches is one of the main challenges facing the deployment of driverless vehicles
nowadays. The CAV embedding cutting edge sensors, advanced Electronic Control
Units (ECUs), innovative artificial intelligence (AI) components, and connection to
everything, has the potential to beneficially change the transport dimensions in the near
future. Six levels, varying from L0 (no automation) to L5 (fully automated), were
predefined by the Society of Automotive Engineering (SAE) [385]. To assure the
CAV’s highly autonomous navigation of SAE L4 and L5, the vehicle intelligently
compiles inputs from both its internal (including cameras and sensors) and endless
external connections to the Intelligence Transport System (ITS) infrastructure as well
as to end-users. However, such high automation, complex in-vehicle components and
ubiquitous connectivity impose the CAV to inherit cybersecurity and data privacy
challenges and open up caveats for security assessments.

Both literature and industry have witnessed potential attacks that can dramatically
impact the CAV’s acceptance and jeopardise its passengers’ safety and privacy. The
recorded attacks vary from taking control over the braking and the steering systems [330],
tracking passengers’ locations and identities [304], to blinding the vehicle sensors and
leading to a crash [462]. In light of the growing need to shield the CAV’s ecosystem,
Threat Analysis and Risk Assessment (TARA) is considered, by the core regulations
and standards, as the efficient way to keep systems at an acceptable level of risk [114].
While numerous TARA versions are available, they are not-ready-to-use methods, do not
sufficiently tackle the properties of L4 and L5 CAVs and do not consider data privacy
threats at the forefront of secure CAV’s implementation.

In this thesis, and within the frame of ULTIMO [89]- the Horizon Europe project,
we propose and showcase an improved TARA methodology, named TARA 2.0. This
endeavour involves thorough investigations aiming to identify the enhancement avenues
across three research pillars: cybersecurity, data privacy and regulations & standards.
For this purpose, a holistic view of existing cybersecurity and data privacy threats as
well as their related regulation and standardisation requirements were put forward.
Based on this knowledge, the gaps and shortcomings of the key legislation publications
were spotlighted. Furthermore, we conducted a systematic study on recent TARA
methodologies and simulated the most prominent standard to determine their
limitations in adequately modelling CAV’s threats and compiling their related risks.
These efforts led to the development of TARA 2.0, which was implemented and
validated through a proof of concept.

The results showed that our framework incorporates fine-grained analysis of data
privacy threats as well as the CAV’s automation level throughout the assessment



10 |

process. Additionally, our findings indicate a strong promise that, in the context of
expert-dependent assessments, TARA 2.0 enhances objectivity by transparently
addressing the experts involvement within the assessment. Moreover, while the
proposed solution offers a step-by-step guide for future replications to internal or
external assessors, it servers as a significant reference point for any academic
researcher, policymakers, smart cities operators, data controllers and service provider
aiming to integrate CAVs into their respective landscapes.



Résumé

Les Véhicules Connectés et Automatisés (CAV) sont perçus comme le nouvel
horizon du transport intelligent, fiable et autonome. Néanmoins, les cyberattaques et les
violations de données à caractère personnelles qui en découlent, representent un
obstacle majeur à leur déploiement à grande échelle. Les CAV sont équipés de capteurs
de pointe, des caméras embarquées de haute définition, des unités de commandes
électroniques (ECU) avancées ainsi que des composants intelligence artificielle (AI)
innovants. Ils bénéficient également d’une connectivité étendue avec des systèmes
externes (infrastructure, cloud, d’autres véhicles, utilisateurs finaux..). Cependant, cette
technologie avancée, qui permet une navigation indépentente des interventions
humaines, représente également une source de menaces et de cyberattaques, exigeant
des évaluations de sécurité très rigoureux.

Durant la dernière décénie, l’industrie automotive a été témoins de potentielles
attaques, allant de la prise de contrôle des systèmes de freinage, au suivi de localisation
malveillant, à l’aveuglement des capteurs du véhicule. Les conséquences de ces
attaques se sont accentuées par la réduction des interventions humaines, notament sur
les CAV hautement automatisés tels que les niveaux 4 et 5 définis par la SAE. Face au
besoin croissant d’une protection optimale des CAVs, la méthodologie d’évaluation
coordonnée des menaces et des risques (TARA) est considérée, par les réglementations
et les normes dominantes, comme un moyen efficace de maintenir les systèmes à un
niveau de risque tolérable. Bien que de nombreuses versions de TARA soient
disponibles, elles restent ambigues et pas évidentes à exploiter ou à executer, ne traitent
pas suffisamment les spécificités des CAV de niveaux L4 et L5 et ne considèrent pas les
menaces relatives aux données à charactère personnelles comme priorité absolue.

A cet effet, l’adapation de la méthodologie TARA s’impose de plein droit. Par la
présente thèse, et dans le cade du projet Horizon Europe ULTIMO [89], une déclinaison,
nomée TARA 2.0, est proposée. Notre porposition est fondée sur des invesigations qui
portent sur trois piliés : la cybersécurité, la protection des données et la normalisation.
Dans cette optique, une vue exhausive des menaces potentielles ainsi que les exigences
en matière de réglementation et de normalisation ont été explorées. De plus, nous avons
mené une étude systématique sur les méthodologies TARA récentes et prometteuses.
Ainsi, nos investigations ont donné l’occasion de mettre le point en pratique sur leur
lacunes et insuffisances afin d’extraire les mesures scuceptibles à adopter et les pistes à
améliorer.

Ces efforts ont conduit au développement de TARA 2.0, qui a été mise en œuvre et
validée par le biais d’une démonstration de concept. Les résultats démonstrent que notre
solution fournit un traitement approfondi des menaces liées aux données des usagers et à
leur vie privée. De plus, notre solution assure l’intégration d’une nouvelle métrique qui
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incorpore le niveau d’automatisation dans le processus d’évaluation. Nos conclusions
indiquent également que, dans le contexte des évaluations dépendant des avis des experts,
TARA 2.0 améliore l’objectivité en abordant de manière transparente l’implication des
experts dans le processus d’évaluation.

Cette thèse met ainsi au service des chercheurs, auditeurs, responsables de
traitement et opérateur de villes intelligentes, un faisceau d’indices, de processus et de
procédures pour mener à bien une étude de risque adéquate aux traitements de données
envisagés, respectueuse de la nature des CAV du niveau 4 & 5 et en conformité avec la
réglementation et les normes requises.



صخلم

هجاويريبكيدحتيفتانايبلاقارتخاوةينورتك�لإلاتامجهلانم(CAVs)ةيلآلاوةلصتملاتابكرملاةيامحلثمتت

تادحولاوراعشتسالاةزهجألثمةروطتمتاينقتبةدايقلاةيتاذتابكرملازيمتت.ةدايقلاةيتاذتابكرملارشن

تايوتسملوحتلااذهنمضتي.لقنلالبقتسمليوحتىلعةرداقاهلعجيامم،يعانطصالاءاكذلاوةينورتك�لإلا

ةينبلاوتابكرملانيبلصاوتلاوتانايبلانامأنمدكأتلابلطتيامم،يلآلامكحتلاويجولونكتلاروطتلانمةفلتخم

يناربيسلانمألالاجميفةديدجتايدحتنابلجيقاطنلاعساولالصاوتلاوةتمتألاهذه.يكذلالقنلاماظنلةيتحتلا

.ةددحمةينمأتامييقتيفرظنلايعدتسيامم،تانايبلاةيامحو

تابكرملالوبقىلعريبكلكشبرثؤتنأنكميةلمتحمتامجهيعانصلاعاطقلاوتايبدألانملكتدهش

ةمظنأىلعةرطيسلانمةلجسملاتامجهلاعونتت.رطخللمهتيصوصخوباكرلاةمالسضرعتوةدايقلاةيتاذةيلآلا

.ثداحعوقوىلإيدؤياممةرايسلاراعشتساةزهجأةيمعتىلإ،مهتايوهوباكرلاعقاومعبتتو،هيجوتلاوحبك�لا

ىوتسمىلعظافحللةلاعفلاةقيرطلا،ةيساسألاريياعملاوحئاوللاًقفو،(TARA)رطاخملامييقتوتاديدهتلاليلحتربتعي

،مادختساللةزهاجاًقرطتسيلاهنأالإ،TARAتارادصإنمديدعلارفوتنممغرلاىلع.رطاخملانملوبقم

ةيصوصختاديدهترابتعالايفذخأتالوةسماخلاوةعبارلاةجردلاتاذتابكرملاصئاصخفٍاكلكشبجلاعتالو

.قيبطتلاتلهستسيلاهنأامكتانايبلا

TARA،ناونعتحتةنسّحملاTARAةيجهنمحرتقن،ةحورطألاهذهيف يناربيسلانمألانيسحتل،2.0

ةيتانايبلاةيصوصخلاويناربيسلانمألاتاديدهتفاشكتسادوهجلاتنمضت.ريياعملاوتانايبلاةيصوصخو

.ةثيدحلاTARAتايجهنمةساردو،ةيسيئرلاريياعملاوحئاوللايفتارغثلاديدحتو،يسايقلاديحوتلاتابلطتمو

TARAةيجهنمذيفنتوريوطتىلإدوهجلاهذهتدأ .موهفملاتابثإلالخنماهتحصنمققحتلاو،2.0

ىلعةدمتعملاتامييقتلاةتمتأىوتسموتانايبلاةيصوصخلاًقيقداًليلحتجمديانلمعراطإنأجئاتنلاترهظأ

TARAنأجئاتنلاتحضوأامك.مييقتلاةيلمعلالخءارب�خلا ءارب�خلاةكراشمةيفافشعفربةيعوضوملاززعت2.0

وأنييلخادلانيميقملليلبقتسملاراركتللًامهمًاليلدحرتقملالحلانوكينأنكمي،كلذىلإةفاضإلاب.مييقتلايف

تانايبلايبقارموةيكذلاندملايلغشموتاسايسلاعانصونييميداكألانيثحابللةيعجرمةطقنهلعجيامم،نييجراخلا

.مهلمعيفةدايقلاةيتاذتابكرملاجمدىلإنوعسينيذلاتامدخلايمدقمو
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4 | Overview

1.1 Context

“If it is smart, it is vulnerable.”— Mikko Hyppönen
The automotive sector has evolved rapidly since the 19th century, with significant

advancements in engine technology, energy efficiency and driver comfort. However, the
most notable change has been the switch of road vehicles to become cyber-physical
system (CPS), integrating both digital systems through Information Technology (IT)
components and physical Operational Technology (OT) processes [391]. Such
incorporation aimed, initially, to ensure enhanced vehicle management and
entertainment, while, now, it has been extended to cooperative and automated driving
capabilities. This context has enabled the Connected and Automated Vehicle (CAV) to
become the ultimate component of today and future smart mobility.

CAVs, as defined by the Society of Automotive Engineering (SAE), are motor
vehicles that integrate mechanical systems with a range of IT systems such as
Electrical-Electronic (E/E), artificial intelligence (AI), computing systems and
networks. Additionally, they incorporate numerous OT systems, including sensors,
control systems and actuators, enabling the vehicle to sense its surroundings and
navigate with various degrees of human involvement [389]. This definition confirms
the dominant role of IT in shaping CAV’s technology, offering significant opportunities
for safety, environmental, and societal benefits. Particularly, CAVs aim to enhance road
safety by mitigating accidents caused by human errors [48]. Additionally, they intend to
reduce emissions through optimised and efficient driving [355]. Furthermore, they are
promising an improved mobility for individuals who are unable to drive due to age,
disability, or other factors [351].

To ensure autonomous navigation with limited human intervention, the CAV relies
on its internal modern architecture, as well as the data exchanged with external entities.
In the CAV landscape, driver vision capabilities are substituted by high-resolution
cameras, LiDAR and RADAR. These data inputs, along with data from GPS,
odometric, ultrasound sensors and various other sensors, are processed by each
component’s dedicated Electronic Control Unit (ECU). Subsequently, the processed
data is transmitted via vehicle communication buses such as Controller Area Network
(CAN) or Ethernet to reach the Automated Driving System (ADS) fusion system. The
ADS then utilises this data to derive navigation planning, obstacle detection, traffic
signs recognition, collision avoidance, and other driving decisions.

Besides, the CAV’s extensive external connections represent another essential
source of data influencing the autonomous driving behaviour. The CAV’s connectivity
aligns with Internet of Vehicles (IoV) and Intelligence Transport System (ITS)
concepts. The CAV is a subset of IoV and a crucial element of the ITS, which
encompasses a wide range of innovative mobility services [263]. The IoV, stemming
from the Internet of Things (IoT), has transformed conventional vehicles into smart
agents that remain constantly connected to internet, exchanging data with various
external entities, thereby enabling Vehicle-to-Everything (V2X) communications [48].
These entities include roadside infrastructure (Vehicle-to-Infrastructure (V2I)), other
vehicles (Vehicle-to-Vehicle (V2V)), cloud-based systems (Vehicle-to-Cloud (V2C)),
power grids Vehicle-to-Grid (V2G), and even pedestrians (Vehicle-to-pedestrian
(V2P)) [37]. Consequently, achieving highly automated driving relies on the efficient
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processing of gathered inputs from sensing components, and V2X communications.

While the advanced technologies of CAVs bring us significant advantages, they are
also chilling unprecedented risks. The CAV’s complex and interconnected ecosystem is
intertwined with several cybersecurity and data privacy flaws that can be a real show
stopper to their deployment if not properly addressed. Every IT or OT component from
the CAV’s ecosystem can be both an essential source to achieve the automated driving
operations and an attack surface from which malicious intentions can exploit series of
attacks. For instance, any intrusion to the CAV’s in-vehicle bus can lead to taking
control over the entire driving functionality, posing a direct threat to passengers’
safety [434]. Additionally, any breach in the V2X may cause cascading effects on other
ITS entities and vice versa [380]. Furthermore, by compromising one of the CAV’s
component, hackers can capture huge amount of Personally Identifiable Information
(PII), threatening the end users privacy [76]. Consequently, evidence on CAVs’
resilience, against diverse cybersecurity and data privacy vulnerabilities, is essential
before their widespread deployment and full integration into daily life.

With the race towards a trade-off between maximising CAV’s benefits and
minimising the associated threats, Standard Development Organisations (SDOs) have
been actively involved in developing strategies, guidelines and legislation to establish
clear regulatory frameworks. Notable efforts include the United Nations Economic
Commission for Europe (UNECE) R155 [430], which mandates the Cyber Security
Management System (CSMS) certification as a prerequisite for vehicle type approval.
This regulation aligns with the ISO/SAE 21434 [233] standard, providing a road-map
to effective automotive cybersecurity governance. Specifically, the R155 requires an
exhaustive Threat Analysis and Risk Assessment (TARA) in line with the ISO/SAE
21434 requirements. Additionally, beyond the automotive sector, several European
Union (EU) regulations also apply. Network and Information Security (NIS)
directives [422, 423], General Data Protection Regulation (GDPR) [424], Cyber
Resilience Act (CRA) [145] and AI act [312] came to focus on assessing the risk
impact and bring it to an acceptable level.

At this context, a thoroughly established TARA, that tackles the advanced CAV’s
particularities and evolving technologies, becomes vital for their successful deployment.
TARA is an evaluation methodology which consists of identifying cybersecurity threats
and appraising the risks associated to the determined threats [387]. The fulfillment of
the CAV’s type approval and the related requirements rely on TARA outcomes which
consist of a clearly reported asset inventory, an in-depth threat identification as well as a
comprehensive risk categorisation and calculation [326].

This thesis, which represents four years of investigations and experimental insights,
analyses how cybersecurity and data privacy threats have evolved with the emergence
of CAVs and how they can be properly assessed using TARA. It also showcases the
efforts from SDOs aiming to regulate such environment based on standardised
approaches. This implicates studying the limitations associated to the existing
regulations and TARA methodologies to cope with the CAV’s rapidly evolving
technologies. Based on the identified pitfalls, the present work proposes an innovative
and enhanced TARA addressing crucial shortcomings while maintaining the
compliance with the key regulations and standards.
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1.2 Motivation and problem definition

Safety has historically been the ultimate goal in the automotive industry, while
cybersecurity obtained less attention until recent years. Since the integration of IT and
OT components into modern vehicles’ design, functional safety processes have become
imperative, particularly with regard to software components. Initially, these processes
focused on isolating those components from the driving engine. However, with the
progressive incorporation of software and connected attributes through OT subsystems,
the focus shifted towards the execution of Hazard Analysis and Risk Assessment
(HARA) following the publication of ISO 26262 in 2011. HARA is a systematic
approach which aims to identify and evaluate the likelihood and impact of accidental
and hazardous harm [377]. At that stage, cybersecurity risks were often considered as
part of the system failures or malfunctions. The introduction of SAE J3061 [387] in
2016 marked a significant step toward comprehensive cybersecurity management in the
automotive domain. It represented the first draft of the TARA that was expanded
further through the joint efforts from International Organization for Standardization
(ISO) and SAE which led to establish the ISO/SAE 21434 [233] in 2021. The UNECE
R155 [430] upraised the importance of cybersecurity by entering into force in July
2022. To that end, cybersecurity has emerged as a recent and pressing concern in the
automotive sector just within the last decade.

While significant progress has been made with the introduction of dedicated
regulations and standards, the increasing automation level adds another layer of
complexity to CAV’s cybersecurity governance. The SAE introduced six levels of
automation which vary from L0 (no automation, the entire driving duty is on the human
driver); L1 (driver assistance on either steering or speed, handled by the vehicle in a
specific context); L2 (partial automation of the driving performance, but the driver is
needed to react to external events); L3 (entire driving performance is automated, but
human fallback is still required); L4 (entire driving and fallback are automated but in a
specific context) to L5 (fully automated with unlimited conditions) [385]. Particularly,
the L4 and L5 represent the highest automation stages, where vehicle can operate
autonomously within a defined Operational Design Domain (ODD). Consequently,
these CAVs are expected to mitigate cyber risks in real-time manner, while those at
lower levels, such as L3, may still require human intervention to manage attacks. In
contrast, existing regulations and recommendations treat CAV’s of SAE L3 onward
uniformly, without an explicit differentiation among the various levels [271]. For
instance, the UNECE R155 mandates the same TARA process for the three levels (L3,
L4 &L5). This fails to consider the complex risk characteristics linked to every level of
automation. A risk assessed as low in an L3 CAV may escalate to high in L4, and even
higher in an L5 CAV where the ADS replaces the human control in risk
mitigation [321].

In addition to SAE levels related challenges, privacy is another key concern, albeit
it has got minor attention in the L4 & L5 CAVs domain. For every mile driven, the
CAV generates, processes and exchanges a large amount of data through its in-vehicle
systems or V2X means [75]. For instance, the CAV’s cameras which intend to capture
environmental data, may potentially record personal facial identities simultaneously.
Additionally, the CAV geographical location can be jointly processed with passengers’



1.2 Motivation and problem definition | 7

identities yielding to an array of location tracking threats [412]. Moreover, the CAV’s
high connectivity opens doors to innovative services like location-based services
(LBS), which entail additional data exchanges with third parties’ platforms [406].
Consequently, assessing privacy threats and their corresponding countermeasures is
capital. Unfortunately, the state-of-the art, existing regulations and TARA methods
overlook privacy threats and fail to accord them the same level of consideration as
cybersecurity threats. Therefore, investigating data protection challenges and putting
higher emphasis on privacy aspects throughout the TARA process play a crucial role in
protecting personal data against various breaches and ensuring the compliance to
fundamental data protection laws.

While it is essential to assess cybersecurity and data privacy threats, the quality of
the assessment per se is of utmost importance. The TARA process involves extensive
manual efforts to build analysis on damage scenarios, model threat scenarios, and
determine the impact and feasibility of potential attacks [3]. However, the experts
involvement in the process may lead to subjective results, as they are likely to have
varying opinions, biases and perspectives[267]. Despite the reliance on experts
knowledge, existing TARA methodologies do not provide any confidence factors to
support in determining the objectivity of the assessment outcomes. Therefore, while
the reliance on expert knowledge remains essential to conduct TARA, it is crucial to
complement this expertise with an assessment of the experts’ confidence about the
results as well as transparent communication of the level of the experts involvements.

The demands for tackling the CAVs’ cybersecurity and data privacy challenges are
constantly expanding. Alongside the SDOs efforts, several projects have emerged to
support the CAVs testing and development. Among those efforts, the Horizon Europe
Research and Innovation funded projects Autonomous Vehicles to Evolve to a New
Urban Experience (AVENUE) [419], A Novel Adaptive Cybersecurity Framework for
the Internet-of-Vehicles (nIove) [141], SHared automation Operating models for
Worldwide adoption (SHOW) [401] and Advancing Sustainable User-centric Mobility
with Automated Vehicles (ULTIMO) [140]. These projects served both to gear up the
cybersecurity and data privacy investigations and to push the present thesis dissertation
forward. The provided real-world L4 CAVs, testing environments and the concrete
architecture endorsed our research work. More particularly, the exchange of knowledge
with project partners and engagement with expert teams have been instrumental in
supporting the verification and validation of our scientific findings.

Despite the emergent research interest in cybersecurity and privacy, significant
efforts in addressing L4 & L5 CAV particularities and assessing their unique threats are
still lacking. This can be attributed to several factors. First, there is a dominant focus on
safety in the forefront of research efforts, with comparatively less attention given to
cybersecurity and even less to privacy concerns. Second, existing regulations and
recommendations remain insufficient, as they are applicable to conventional vehicles of
SAE L3, where the risks are incomparable and necessitate different approaches from
those of L4 onwards. Therefore, our research leverages the context of the Horizon
Europe projects to conduct thorough investigations and propose TARA 2.0 as an
appropriate assessment framework to L4 & L5 CAVs, permitting a fine-grained
modeling of potential threats, an incorporation of the automation level and privacy
features as well as a consideration of providing evidence on the experts objectivity.
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1.3 Research questions

As the CAV embraces the cybersecurcity and data privacy facets and based on the SAE
definitions of the automation levels, the following Research Questions (RQs) have been
investigated throughout the present thesis:

• RQ1: How to efficiently mitigate cybersecurity and data privacy threats related to
CAVs according to a holistic view of all eventual risks?

• RQ2: By implementing the published standards, and assuring the compliance to
the existing regulations, how robust the CAVs would be from both security and
data protection perspectives?

• RQ3: How the existing standards and regulations can be upgraded to cope with
the CAVs technological evolution and legal requirements?

• RQ4: What factors drive the wide adoption of TARA from ISO/SAE 21434?

• RQ5: To what extent TARA methodology can be adapted to the highly automation
properties of SAE L4 and L5 and the data privacy challenges?

• RQ6: How to build the most auspicious security assessment model based on
TARA approaches with respect to the CAVs landscape?

1.4 Significance

In light of the significant growth of threats and their consequential impacts, as well as
the limitations of existing legislation and standards, the present work aims to provide a
deeper knowledge about the cybersecurity and data privacy challenges before any large
deployment of the CAVs as intended within the near future [434]. It serves also as a
consolidated reference point to researchers and smart cities operators evaluating the
cybersecurity and data privacy concerns while incorporating CAVs as a part of the ITS.
Additionally, by proposing and showcasing an enhanced TARA, we aim to provide a
fine-grained road-map to tackle a thorough assessment in line with both: relevant
regulations and L4 & L5 properties. Type approval experts, internal/external auditors,
automobile manufacturers (OEMs) and ITS service providers could leverage the
insights from the demonstrated work for any future replication. Furthermore, the
proposed improvements avenues are intended to be presented within standardisation
committees with the aim to take part of the Work in Progress (WIP) pertinent standards
related to TARA.

1.5 Methodology

The objectives set for this thesis present a good fit for combining SPS and DSR
methodologies [436]. On one hand, the SPS represents a step-by-step structured model
where the problem identification, refinement and solving occur through distinct
multiple stages. In a such model, each stage is built based on the gained insights from
the preceding steps. The SPS consists of the following steps [110]:
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(DSR1) Awareness of problem

(DSR2) Suggestions

(DSR3) Development

(DSR4) Evaluation

(SPS1) Initial problem
identification

(SPS2) Sequential
investigations

(SPS3) Synthesis
of the findings

(SPS4) Problem
refinement

(SPS5) Artefact design
& implementation

(SPS6) Validation

Phase I

Phase II

Phase III

Figure 1.1: Overall thesis methodology combining Design Science Research (DSR) and
Sequential Problem-Solving (SPS).

• SPS1: Initial problem identification,

• SPS2: Sequential investigations,

• SPS3: Synthesis of the findings,

• SPS4: Problem refinement,

• SPS5: Artefact design & implementation, and

• SPS6: Validation.

On the other hand, the DSR focuses on designing, implementation and validating an
artefact. The DSR methodology relies on four major steps [436]:

• DSR1: Awareness of problem,

• DSR2: Suggestions,

• DSR3: Development, and

• DSR4: Evaluation.

While the overall flow of the two methodologies may overlap, more particularly in
the two last steps (SPS5/DSR3 and SPS6/DSR4), they are complementing each other in
providing detailed investigations and a staged approach problem identification. In this
thesis, we leveraged the experiences gathered regarding the use of both models through
three major phases as detailed in Figure 1.1 and in the following subsections.
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• CAVs Threats taxonomy
• Mitigation techniques
• Regulations & standards

Article I

• GDPR impact on data protection

Output 1

• UNECE R155 & R156
• ISO/SAE 21434

Output 2

• GDPR pitfalls in CAVs context
• Privacy preserving techniques

Article II

• Standard coverage map linking standards to
each CAV layer

• Limitations of existing standards & regulations

Article III

• GDPR limitations
• Required data privacy assessment

Output 3

• Generic standards combining
vehicles of L3 onwards

• Pointing to conduct TARA

Output 4

• Systematic study on TARA methodologies

Article IV

• No distinction for L3, L4 & L5
• Privacy is barely addressed
• High risk of subjective results

Output 5

• Demonstration of TARA on real L4 CAV
• Penetration testing over GNSS and 4G
connections

Article V

• Limitations of existing TARA

Output 6

• Development of TARA 2.0 addressing:
– L4 & L5 properties
– Privacy threats
– Experts objectivity

• Proof of concept

Article VI

Phase I: State of the art & investigations

Phase II: Findings synthesis & problem refinement

Phase III: TARA 2.0 development & validation

Figure 1.2: Papers correlations.

1.5.1 Phase 1: State of the art and investigations

This phase is represented by the first two steps of the SPS methodology where a
progressive approach was adopted to explore the subject and generate theories to
ultimately define the core thesis problem. At the beginning, an initial identification of
the problem, marking the SPS model (SP1), was conducted by working on an extensive
state of the art. Therefore, the three pillars of the present research were set:
cybersecurity, data privacy and standards. In this step, a rough draft of RQs were
elaborated and the motivation for conducting thorough investigations was triggered.
The sequential investigations (SPS2) are illustrated through the efforts on the three
pillars depicted through the primary three articles from Figure 1.2. First, an in-depth
overview of the different CAV’s threats and the relevant technical mitigation techniques
were addressed through an initial manuscript (Article I, Chapter 2, [41]). Second, the
knowledge regarding personal data protection within the CAV’s environment was
consolidated through the identification of gaps between the legal provisions of privacy
laws and security technologies implementations. To underpin such knowledge, it was
fundamental to collaborate with a lawyer to build up a multidisciplinary article (Article
II, Chapter 3, [44]). Third, the knowledge from the two other pillars was exploited to
evaluate the existing standards and highlight their shortcomings through Article III
(Chapter 4, [39, 38]). Through those research efforts, the CAV’s entire system layers
were identified and mapped to latest standards and regulations from both cybersecurity
and data privacy perspectives. Moreover, to achieve such goals, it was imperative to
join ISO and International Telecommunication Union (ITU) working groups to closely
track the progress throughout the key ongoing standards related to CAVs.

1.5.2 Phase 2: Findings synthesis and problem refinement

The synthesis of the findings from each of the three articles, marking the SPS3 step,
reflects relevant advancements and limitations in the CAV’s environment with regards to
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the three predefined pillars accordingly. At that stage, it is noteworthy to mention that
the AVENUE project context provided an ample opportunity for verifying our theoretical
findings through the Automated City Shuttle (ACS) model as a special case of CAVs.
To that end, the derived results laid to a refinement of the core thesis problem (SP4).
More particularly, by acknowledging that a risk zero can never exist in such environment,
the research focus was shifted from what are the cybersecurity and data privacy threats
in CAVs, to how to have them properly assessed and tolerated at an acceptable level
of risk while maintaining an alignment with the key standards and regulations. Such
refinement was achieved through a systematic study on TARA frameworks as Article IV
(Chapter 5, [40]), which supported in both finalising the thesis RQs and suggesting the
requirements for an efficient solution as the main outcome of the second step of the DSR
methodology.

1.5.3 Phase 3: TARA 2.0 development and validation

During this phase, we proceeded with the theoretical definition of the artefact
addressing the common intentions of the DSR3 and SPS5 combined step of our
methodology. To achieve this, we employed both analytics and experimental
approaches. The analytics approach is represented through the extraction of the
limitations of existing TARA frameworks from Article IV. The experimental approach
is mirrored across the demonstration of the most prominent framework from ISO/SAE
21434 (hereinafter referred as TARA 1.0) as Article V (Chapter 6, [43]). Both articles
spotlighted the pitfalls of TARA 1.0 representing the key enhancements proposed by
the thesis artefact TARA 2.0.

After establishing the theoretical framework of TARA 2.0, we proceeded to
implement the artefact within the ULTIMO project and through Article VI
(Chapter 7, [42]). The tangible L4 CAV architecture, the existing documentation on the
ADS related assets and the involvement of the experienced experts facilitated in
concretising the TARA 2.0 framework into a practical context. These conditions have
contributed to the validation of the proposed framework through a Proof of Concept
(PoC) as a final step of our methodology (DSR 4 and SPS6). Furthermore, the
conducted demonstration of TARA 1.0 served as another enabler of the research
validation. The experiences from both TARA 1.0 and TARA 2.0 demonstrations
supported in deriving a comparative analysis of both frameworks and their respective
performances. The results asserted the notable performance of TARA 2.0 over
TARA 1.0 in addressing privacy concerns, automation level and experts subjectivity
while maintaining the full compliance to the key regulations and standards.

1.6 Contributions summary

The present thesis gathers articles which were peer-reviewed and published either on
scientific journals or conferences. Table 1.1 depicts detailed information of all the
publications while below is a brief overview of each paper:
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1.6.1 Article I

Benyahya, M., Collen, A., Kechagia,S., Nijdam, N.A. (2022, September). Automated
city shuttles: Mapping the key challenges in cybersecurity, privacy and standards to
future developments. Computers and Security 122, 102904.

In this article, we introduce the state-of-the art of the cybersecurity and data
privacy threat vectors, mitigation strategies as well as the relevant regulations and
standards applied to the CAV’s landscape. More specifically, the paper focuses on the
ACS as an illustration of real integration of CAVs into public transportation domain.
The paper provides the foundations for a thorough understanding of the CAV’s
environment complexity and challenges through detailed analysis of potential
in-vehicle and out-of vehicle surface attacks in addition to the key standards to comply
with. Driven by the real development of the ACS within the H2020 AVENUE project
in Geneva site, our work further debates the trade-off between maximising the ACS’
benefits and minimising the associated security and privacy vulnerabilities through an
overview of technical and legal countermeasures.

1.6.2 Article II

Benyahya, M., Collen, A., Kechagia,S., Nijdam, N.A., (2022, April). The Interface of
Privacy and Data Security in Automated City Shuttles: The GDPR Analysis. Applied
Sciences, 12(9), p.4413.

Following up on the ACS ecosystem evaluation under the umbrella of the AVENUE
project, this paper provides an interdisciplinary overview of the data privacy
requirements from both the legal and security perspectives. By considering the
pervasive collection and processing of personal data within the ACS environment, the
paper objectives are twofold: first study the GDPR requirements as well as the
stakeholder roles at the collection, storage, use, and transmission of data to and from
the vehicles; and second analysis the effectiveness of the privacy-preserving techniques
within the ACS environment. The paper expands further the gap between the legal
definitions and the technological implementation of the relevant mitigation techniques
through the GDPR pitfalls.

1.6.3 Article III

Benyahya, M., Collen, A., Nijdam, N.A., (2022, November). Analysis on standards
and regulations for connected and automated vehicles: Identifying the certifications
roadmap. Transportation Engineering, vol 14, 12 2023.

Following up with the sequential investigations approach (Figure 1.1), the two
previous papers created ample opportunity to investigate further on the CAVs’s
standardisation maturity. In this paper, SDOs and working groups (WGs), who have
been active on normalising the cybersecurity and data privacy governance for CAVs,
are identified. Additionally, the leading standards and regulations on providing a
cybersecurity governance frameworks are spotlighted. The article asserts that ISO/SAE
21434 and UNECE R155 represent the most unified and dominant guidelines.
Moreover, the article introduces the Standards Coverage Map (SCM) where CAV’s
layers are mapped to existing and WIP standards. The map depicts a granular foresight
on how safety-critical components are addressed by the SDOs and how relevant they
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are regarding the potential threats. Applied to the AVENUE pilots, this work proposes
mandatory regulations to comply with as well as a clear roadmap to consider for CAV’s
standardised cybersecurity governance. This article embodies an extended version of
the conference proceeding manuscript[39] presented in Transport Research Arena
(TRA)’22.

1.6.4 Article IV

Benyahya, M., Lenard. T, Collen, A., Nijdam, N.A., (2023, August). A Systematic
Review of Threat Analysis and Risk Assessment Methodologies for Connected and
Automated Vehicle In The 18th International Conference on Availability, Reliability
and Security (ARES 2023), Benevento, Italy.

Driven by Articles I, II & III’s findings which point out the ISO/SAE 21434
guidelines as the core standard and UNECE R155 as the mandatory regulation to
comply with, we leverage their ultimate common requirement to consider at all the
vehicle’s life-cycle stages to be: TARA implementation. Although several TARA
methodologies have been introduced by both standardisation bodies and researchers
within the automotive sector, very few approaches are designed for highly automated
CAVs. Investigating into the existing TARA methodologies is an absolute necessity to
construct thorough insights about what makes a methodology applicable or not to L4
and L5 CAVs. Through a systematic review following Kitchenham and Charters [272]
practices, this article identifies relevant methodologies and provides their consonance
and pitfalls with regard to CAV’s properties. The inquiry emphases on how each TARA
addresses the SAE automation level, privacy threats and their risk impact computation
as well as the experts subjectivity and involvement within the entire assessment
process. Article IV recognises that there is no one ideal TARA. The article embraces
the fact that TARA is a broad, yet adaptive, process which spans different threat
modelling mechanisms and definite risk metrics that are compiled to retrieve
cybersecruity goals and claims.

1.6.5 Article V

Benyahya, M., P. Bergerat, Collen, A., Nijdam, N.A., (2023, March). Symbiotic Analysis
of Security Assessment and Penetration Tests Guiding Real L4 Automated City Shuttles
Telecom, vol.4, pp. 198-218.

Since early stages of the systematic study conducted in Article IV [40], it has been
revealed that TARA from ISO/SAE 21434 (hereinafter, referred as TARA 1.0) is the
most adopted methodology for the last three years where all recent developed
methodologies are either seeking to comply or to slightly enhance. Therefore, this
article depicts a direct demonstration of TARA 1.0 by strictly following its steps as
claimed in ISO/SAE 21434 standard. Over real L4 CAV, the demonstration focuses on
the vehicle wireless connections including Global Navigation Satellite System (GNSS)
and 4G as the evaluated asset. The research work elevates further the TARA outcome
by conducting penetration testing as a mean of verification and validation process of the
assessment.
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1.6.6 Article VI

Benyahya, M., Collen, A., Nijdam, N.A., (2024, April). Driving towards resilience:
Advancements in threat analysis and risk assessment for connected and automated
vehicles, IEEE Transactions on Intelligent Vehicles - Under first review.

Guided by the identified pitfalls, from Article IV and V, of existing TARA
methodologies in general, and the limitations of TARA 1.0 in specific, this Article
proposes the enhanced TARA 2.0. This paper’s objectives are threefold: (i) propose
enhancements avenues to elevate TARA 1.0 to become more privacy-centric, address
L4 and L5 CAVs’s properties, and provide more subjective results (ii) provide
fine-grained guidelines in a step-by-step manner allowing to replicate the assessment
(iii) showcase TARA 2.0 at a granular level and by reducing the multiple aggregations
in TARA 1.0 that serves rather for higher level risk analysis Through a PoC and a
comparative analysis between TARA 1.0 and TARA 2.0, this Article showcases the
feasibility of the proposed framework.
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1.7 Structure

The present thesis is organised as follows:

• Part 1 – Introduction: This part lays the groundwork of the thesis including the
identification of the context, scientific problem and RQ motivating the research
work. It also outlines the methodology adopted as well as a brief description of
the Articles consisting the body of the thesis.

• Part 2 – Cybersecurity, data privacy and standardisation investigations: This part
incorporates the first phase (Section 1.5.1) of the methodology as depicted in
Figures 1.1 and 1.2. It focuses on how the SPS1 and SPS2 steps are achieved via
the elaboration of the first three Articles corresponding to the following chapters:

– Chapter 2 (Article I): with its fundamental background taking the form of a
state-of-the art, this chapter effectively tackles research RQ1 while providing
partial insights into RQ2 & 3. It represents the first step towards identifying
the thesis problem. It also encapsulates the results from the cybersecurity
investigations as the first pillar of this research.

– Chapter 3 (Article II): dedicated to data privacy investigations, this chapter
complements the answer to RQ2. It provides insights into the second pillar
of this research investigation through the examination of the GDPR data
processing principles as well as on the privacy preserving techniques.

– Chapter 4 (Article III): by providing in-depth analysis of the existing and
ongoing efforts from the SDOs, this chapter complements the answer to RQ2
& 3. It outlines the correlation among prominent regulations and standards
as well as their limitations with regard to the CAV’s system layers.

• Part 3 – Threat Analysis and Risk Assessment (TARA): The chapters in this part
of the thesis mirror the second phase of our methodology where the thesis problem
was refined and the reasoning behind an appropriate TARA implementation was
developed:

– Chapter 5 (Article IV): through a systematic review, existing TARA
methodologies were evaluated and their limitations in addressing L4 & L5
CAV’s properties were spotlighted. The manuscript underscores the
significance of TARA 1.0 and hence fully addressing RQ 4 and partially
answering RQ 5.

– Chapter 6 (Article V): here we showcased TARA 1.0 implementation for an
experimental understanding and elicitation of the assessments methodology
pitfalls. The implementation results were elevated further by conducting
several attack simulations, also referred as penetration testing in the chapter.

• Part 4 – Enhanced TARA implementation: This part corresponds to the third phase
of our methodology which is represented through:

– Chapter 7 (Article V): with its complete TARA 2.0 implementation,
demonstration and validation, this chapter complements the answer to RQ 5
and fully addresses RQ 6.
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• Part 5 – Conclusions: This part consists of one chapter:

– Chapter 8: plays an important role in synthesising the entire thesis findings.
It highlights the overall research limitations and sets the envisioned future
work before it concludes the thesis.

Disclaimer

From the structure perspective, this thesis comprises previously published papers, which
are integrated as chapters. However, the included text was further harmonised to ensure
consistent writing style throughout the thesis.

From the terminology perspective, “ACS” and “CAV” terminologies are used
interchangeably to denote the evaluated vehicle model. Additionally, “cybersecurity”
and “security” terms are used as synonyms to point to attack and threat-related security,
excluding physical security concerns.

Funding statement

The present thesis has been co-funded by the European Union. Views and opinions
expressed are however those of the author(s) only and do not necessarily reflect those of
the European Union or CINEA. Neither the European Union nor the granting authority
can be held responsible for them.

This work has received funding from the Swiss State Secretariat for Education,
Research and Innovation (SERI).
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Article I: Automated city shuttles: Mapping the key challenges in
cybersecurity, privacy and standards to future developments

Relevance

This article introduces the foundations of the cybersecurity and data privacy challenges
related to the CAV landscape. In here, we developed the initial formulation of the
research methodology adapted in this thesis. The article fully tackles the thesis’ RQ1
and partially answers RQ2 and RQ3 that were supplemented by Chapter 3 and
Chapter 4.

Context

This article [41] was published in the Journal of Computers & security ranked as a B
journal according to CORE classification1, and whose Impact Score (IS): 7.35, h-Index:
112 and SCImago Journal Rank (SJR): 1.605 according to the Resurchify portal2.

Own contribution

Taking on the role of the lead author of this paper, I provided the conceptualisation,
visualisation, analysis and elaboration. I produced the majority of the content while
co-authors assisted in reviewing the manuscript through several rounds and proposed
constructive orientations. Being my first latex project, co-authors played a supportive
role in formatting and designing the manuscript tables.

1http://portal.core.edu.au/
2https://www.resurchify.com/about
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2.1 Abstract

The ACSs aim to shape the future public transportation and provide more efficient and
accessible mobility in smart cities. With the absence of a driver, such mini-busses
process the sensors’ inputs and exchanged data with other vehicles and intelligent
transport systems to achieve a real time assimilation of its surroundings. Consequently,
the technologies supporting the driverless functionalities ushered new cybersecurity
risks and data privacy breaches. Unfortunately, several studies mostly focus on
individual CAV, though intrinsic underpinnings of the ACS’s threat vectors remain
unexplored. In the present chapter, we considerably extend that investigation by
proposing a comprehensive state of the art with farsighted analysis addressing security
threats and data privacy concerns from both technical and legal perspectives to thwart
potential attacks. Moreover, as existing approaches have not provided yet a clear road
map about ACS’s security standards, the present work sheds light on recent and up to
date standards and standardisation bodies dealing with cybersecurity and privacy issues
in the automated driving ecosystem. This paper presents an analysis debating the
trade-off between maximising the ACS benefits and minimising the associated security
vulnerabilities and attacks through an overview of technical and legal mitigation
strategies.

2.2 Introduction

Within the last few years, cities have been acquiring management approaches based on
new technologies to enhance citizen’s quality of life. Modern cities are motivated to
provide new shared mobility services with higher efficiency and reliability at lowest
costs. Integrating ACSs to the urban environment is one effective manner to tackle this
challenge. ACSs introduce an innovative public transportation paradigm through
customised offers like on-demand and door-to-door services [199]. Meyer et al. [328]
demonstrated how the automated vehicles can improve the public transportation in
Swiss municipalities by increasing its accessibility up to 40%. As ACSs are providing a
non-stop service, they are expected to reduce drivers payroll costs to public
transportation companies [296] and provide cheaper commuting for the
passengers [51]. In addition, integrating such mini-buses, with extensive automated
capabilities, to the public transportation promises more accessibility to elderly, children
and disabled users [104, 85]. ACSs can also decrease accidents per the absence of the
human factor error, improve traffic flow and road transport capacity [293]. Based on
such assumptions, ACSs will not just improve the passengers’ experience, but they will
beneficially change the urban dimensions and push it forward to a new era.

Driverless vehicle can be a personal individual car, a taxi, a bus, a shuttle or a
mini-bus, an emergency car, a truck, a train, a tram, etc. with different levels of human
involvement [53]. The SAE defined a complete range of six automation levels varying
from level 0, where none of the safety-critical functions are automated, to level 5,
presenting a full automation of control systems [385]. In addition, the regulation
2019/2144 of the European Parliament and of the Council of 27 November 2019
defined “Fully Automated Vehicle” to be motor vehicle operating autonomously
without the human supervision and intervention [421]. The present paper concentrates
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on ACS as fully automated mini-buses for public transportation with levels 4 and 5
from the SAE classification.

ACS represents a unique challenge not only by deploying the latest Information
Communication Technologies (ICT) advancement into the public transportation sector,
but also by expanding the existing city’s infrastructure into smart enabled environment.
This process involves several upgrades and adaptation, including the city infrastructure,
the social and economic impacts, political aspects, cybersecurity challenges,
implementation of relevant regulations and standardisation which should come to
support the ACS deployment. In this paper, we focus on cybersecurity threats, data
privacy issues and their related regulations and standards as critical challenges that can
be very harmful to ACSs’ integration if not well considered. The concern remains
about the trade of maximising the ACS benefits and minimising associated
vulnerabilities and attacks’ unintended outcomes.

Collard et al. [84] have updated the cybersecurity definition based on the last years
challenges related to IoT. The authors defined cybersecurity as the organisation and the
protection of information technologies with the combination of the following notions:
availability, confidentiality, criticality, attack impact, integrity, ownership, sensitive
values, legal risk, contextualisation, risk assessment and information storage [84].
Applied to IoV paradigm, National Highway Traffic Safety Administration (NHTSA)
defined cybersecurity as the protection of the vehicle components, infrastructure and
communications from any harmful attacks, unauthorised access or anything that
jeopardises the safety functions [350]. Given that the ACS functioning depends on
many in-vehicle hardware and software systems in addition to a permanent connection
to the external environment, the risk of vulnerabilities escalates.

The existing literature has witnessed multitude of successful attacks in the last
decade over automated driving components. Miller and Valasek [330] presented how
they remotely attacked the CAN bus of the Jeep Cherokee causing a loss of control over
the braking and the steering systems. Zhang, Antunes and Aggarwal [467] described
the operational and safety disruptions that may be caused by a malware if it infects the
connected vehicles’ ECUs. Yan, Xu and Liu [462] demonstrated how automated
driving sensors in Tesla S can be blinded and led to a crash. With the increase of
interest in deploying automated driving within public transportation, the motivation
and the likelihood to conduct similar attacks will grow. This is why we consider of
great interest to analyse, based on security-by-design mechanisms, the potential
cybersecurity threat vectors and their technical and legal countermeasures in the
present paper.

As the ACS moves from one place to another, it communicates permanently with
other vehicles, infrastructure and external devices. While moving, the shuttle exchanges
data also with its passengers. The shuttle’s user may be requesting customised ACS
services which requires the integration of LBS, such as Mobility as a Service (MaaS).
MaaS is a mobility platform which bridges public transport to mobility services by
providing, for example, door-to-door services based on the passengers information
including their location [406]. Such new transport model requires an endless exchange
of information, among vehicles, public transportation interfaces, users’ smart devices
and other third parties, which raises data privacy concerns [338].

In the scientific literature, there are several definitions of data privacy. These
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definitions vary depending on the sector that explores them and prove that data privacy
is a notion with many facets [295]. With the growth of IoT technologies, data privacy is
perceived as the protection from any unauthorised access and usage control of the
collected, processed and stored individuals information [260]. Applied to the IoV
context, it refers to the vehicle passengers’ privacy and the vehicle location [316]. In
other words, while exchanging messages with other vehicles and external devices, the
ACS and the passengers’ identities and locations should not be revealed (except to
relevant authorities). Unlike the individual CAV, where such risk impacts a limited
number of people, in the ACS the data privacy concern is applicable to a larger group
of individuals, including the shuttle operators and passengers. Hence, considering the
increased scope of the impact, in comparison to CAVs, data privacy in ACS must be
looked at differently by incorporating adapted countermeasures and referring to
existing laws, policies and standards.

In a context of exploring cybersecurity and data privacy threats, there has been
much work conducted on studying attacks and countermeasures over CAVs [372, 367,
378, 113, 264, 380, 269, 413, 373]. Though, the existing work didn’t cover all potential
threats and mitigation solutions comprehensively. It has also discussed the threats in a
generic way without addressing the specificity of ACSs. In addition, data privacy
concerns were extensively analysed in the literature but either as one of the
threats [392, 98, 363] or from liability perspective [369, 94, 415, 281, 441] without a
thorough review or a designation of applicable protocols, preserving privacy, while
exchanging personal data within the vehicular environment. Organisational solutions to
prevent from personal data breaches within automated vehicles as a means of public
transport are also barely over-viewed. Furthermore, regulations and standards, related
to cybersecurity and data privacy, were partially discussed [395, 81, 398, 301, 304, 12,
10, 293], sometimes with a focus on a single regulation [91] or an individual
standard [309, 397] or just as an open issue for future research efforts [98]. To the best
of our knowledge, the existing research proposals neither provide comprehensive
technological and legal guidelines for the ACS deployment nor identify the key
standards for such vehicles’ security certifications. A detailed description of other
researchers’ efforts along with a comparison between our efforts and their findings are
highlighted in Section 2.3.

This trend encourages for a new breed of in-depth analysis and exhaustive statement
of the state of the art, combining and focusing on three areas: cybersecurity, data
privacy and related regulations and standards over ACSs. Our added value and main
contributions are summarised as follow:

• A comprehensive review and a classification of attack surfaces and how they are
exposed to potential threats per the heterogeneous nature of ACSs.

• A mapping between the attacks and their corresponding mitigation strategies by
recommending a combination of countermeasures per attack type based on an
overview of the advantages and disadvantages of each mitigation scheme.

• Advocate a set of security and privacy regulations and guidelines that the
stakeholders should bear on to have a valid approach on protecting the ACSs
system.
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• Elevate the existing privacy preserving schemes further by discussing their
strengths and weaknesses and how they are applicable to the exchanged data
within the ACS ecosystem.

• Based on a thorough investigation of road vehicle, safety, vehicular cybersecurity,
data privacy, public transport, ITS and IoT related standards; a selection of up to
date standards is provided to point out not only the published but also the under-
development ones that are promising security and privacy by design deployment
for the ACS.

This article addresses the following questions:

• RQ1: What are the existing cybersecurity and data privacy risks related to ACSs?
Can a specific mapping between the threat vectors and the countermeasures help
in accurately shielding the ACS’ environment?

• RQ2: Would individuals’ privacy remain preserved while using ACSs? Would
the implementation of powerful privacy preserving protocols be enough to protect
personal data processed within the ACS’s system?

• RQ3: What are the technical and legal strategies to mitigate or reduce the identified
risks? And what are their limitations?

• RQ4: Is there an existing framework or standards addressing the security
compliance relevant only to ACSs?

The remainder of this paper is structured as follows: Section 2.3 discusses the
related work and a comparison of the present work with those previously
published. Section 2.4 presents an overview of classified cybersecurity threats. This
section identifies two layers impacting security of the ACS: the in-vehicle equipment
and external communications. It also presents the existing risk mitigation plans and the
regulations covering such security threats. Section 2.5 gives an overview of data
protection risks, the existing technical solutions to offset such threats and the regulatory
frameworks aiming to preserve privacy within the ACS ecosystem. Section 2.6
describes existing standards and those under-development supporting the shuttle
resiliency, including the protection from data privacy leakage. Section 2.7
acknowledges the present research limitations and provides a discussion over the future
work orientation. Finally, Section 2.8 offers concluding remarks on the state of the art.

2.3 Related work

In recent years, few papers focused their interest on ACSs as a means of public
transportation. Iclodean, Cordos and Varga [199] evaluated the safety and social
implications related to the technological solutions implemented within ACSs. Ainsalu
et al. [9] studied ACSs’ energy efficiency and their legal framework with regard to civil
liability. Although, research works did not address cybersecurity and data privacy
concerns over ACSs.
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Table 2.1: Related work comparison
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Iclodean et al. [199] 2020 3 7 7 7 7 3 7 7 7 3 7 7

Ainsalu et al. [9] 2018 3 7 7 7 7 3 7 7 3 3 7 7

Petit and Shladover [372] 2015 7 3 3 3 3 7 3 3 7 3 7 7

Parkinson et al. [367] 2017 7 3 3 3 3 7 3 7 7 7 7 7

Cui et al. [98] 2019 7 3 3 3 3 7 3 3 7 7 7 7

Ren et al. [378] 2020 7 3 3 7 3 7 3 3 7 7 7 7

Dibaei et al. [113] 2020 7 3 3 3 3 7 3 3 7 3 7 7

Khan et al. [264] 2020 7 3 3 3 3 7 7 7 7 7 7 7

El-Rewini et al. [380] 2020 7 3 7 3 3 7 3 3 7 7 7 7

Kim et al. [269] 2021 7 3 3 3 3 7 3 3 7 7 7 7

Suo et al. [413] 2020 7 3 3 3 3 7 3 3 3 3 7 7

Lonc and Cincilla [301] 2016 7 3 7 7 7 3 7 7 7 7 3 7

Costantini et al. [91] 2020 7 3 7 7 7 7 3 7 3 7 7 3

Schmittner and Macher [395] 2019 7 3 7 7 7 3 7 7 7 3 3 3

This work 3 3 3 3 3 3 3 3 3 3 3 3

Motivated by the safety risk of cybersecurity attacks in the vehicular environment,
multiple literature reviews discussed security threats and data privacy concerns. Petit
and Shladover [372] highlighted the consequences of remote or direct access attacks
over CAVs. Parkinson et al. [367] addressed the challenges and knowledge gaps facing
the IoV sector from cybersecurity vulnerabilities perspective. Cui et al. [98] presented
the inter-relation between CAVs safety failures and security attacks; in addition to a
broad mapping of potential attacks impacting the data privacy and their eventual
countermeasures. Ren et al. [378] drew in depth threats related to sensors and
in-vehicle communication networks. The authors stated security guidelines including
recommendations for privacy preservation. Dibaei et al. [113] investigated attacks and
defences to shield the automated environment while presenting detailed technical
mitigation strategies.

Recent researchers have drawn more comprehensive frameworks, such as Khan et
al. [264] and El-Rewini et al. [380], discussing potential attacks and their respective
mitigation strategies with a particular focus on communication challenges. Kim et al.
[269] presented a new classification of attacks and defences over CAVs. Suo et al. [413]
presented cybersecurity threats through a fault tree view. They also classified the existing
mitigation solutions through a layered view with a focus on location-based schemes to
countermeasure the location leakages while communicating with the infrastructure.

The majority of the cited works have introduced few standards at glance or as an
expected effort for the future work without a profound review of the standards’
implication within the driverless vehicles’ environment. Very few papers [301, 91]
presented ISO and European Telecommunication Standards Institute (ETSI) as unique
existing standardisation bodies related to the automated driving environment. The most
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detailed reviews were published by Schmittner, in collaboration with other
authors [397, 395, 81, 309, 398]. Though, the efforts remain limited to the automotive
cybersecurity risk management tools without an exhaustive identification of all existing
regulations and standards.

Per the analysis from Table 2.1, we differentiate from the aforementioned works by:

• Focusing on the ACS as a special case of CAVs ecosystem.

• Presenting an in-depth analysis on attacks and mitigation strategies.

• Presenting an interdisciplinary and comprehensive approach regarding
cybersecurity and data protection by connecting the technological cyber defences
with the existing regulatory and policy privacy frameworks as well as the
security standards.

2.4 Cybersecurity threats

To ensure safety and security of the ACS, it is crucial to depict the system attack surfaces
and build the required shields accordingly. Academic researchers have been debating the
different types of attackers, attacks, and attack surfaces to identify adequate mitigation
plans.

Attackers can be internal or external, malicious or rational, active or passive and
intentional or unintentional as described by Cui et al. [98]. The internal active attacker
deploys an attack on purpose with an authenticated profile by sending malicious packets
in the network (for example) while the external passive attacker is an intruder who is
eavesdropping the system. On the other hand, a rational attacker seeks personal profit
while an unintentional attacks occur by coincidence or due to an equipment failure.

Based on the attacker profile and type, similar works discuss two groups of CAVs
related attacks. Petit and Shladover [372] presented the “Autonomous Automated” attack
surfaces, defined as all in-vehicle surfaces through which an attack can be accomplished;
and “Cooperative Automated” referring to infrastructure and communication surfaces
which can be targeted by an attacker. Van Wyk et al. [439] classified the attack surfaces
as internal (referring to in-vehicle devices, vehicle sensors, and in-vehicle networks) and
external (like communication interference with other vehicles and devices). As a result,
our work was built on the categorisation of two cybersecurity layers as potential attacks
entry points impacting the ACS ecosystem:

• In-vehicle threats: defining any in-vehicle component through which an attack
can be conducted. It covers the potential vulnerabilities on the vehicle sensors,
the ECUs data flows and in-vehicle communication networks as described
in Figure 2.1.

• Communication threats: refer to the communication with, public transportation
and city infrastructure (V2I), other vehicles (V2V), and any surrounded devices
or services (V2X) as shown in Figure 2.2.
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ECUs

Sensors:
● GPS
● LiDAR
● RADAR
● Ultrasound
● Cameras
● TPMS
● Odometric

In-Vehicle 
Communication:
● CAN
● LIN
● Flexray
● MOST
● Ethernet

Direct In-Vehicle Communication:
● Infotainment Systems
● OBD-II
● USB
● Electric Charging/Grid

Figure 2.1: In-vehicle attack surfaces.

2.4.1 In-vehicle threats

In-vehicle sensors

With the absence of the human driving in the ACS, the passenger’s safety depends
completely on the vehicles’ sensors and their interpretations to the collected inputs.
Based on such information, the ACS builds a picture of its surroundings to drive in the
correct path, detects obstacles in a real time manner and, hence, avoid collisions [449].
Sensors are expected to have numerous advantages to the automated driving [373].
However, they can be victims to potential security breaches. Considerable collections
of research identified attacks targeting the in-vehicle sensor systems [462, 367, 378,
449, 392]. This subsection presents the most discussed in-vehicle sensors
vulnerabilities and the most known attacks on them as summarised in Table 2.2.

Table 2.2: Sensors threats summary.

Sensor Signal
Type/Inputs

Automated Driving
Function

Attacks
Types

Demonstration
Reference

GPS Microwave Navigation Spoofing
Jamming

[466] [105]

LiDAR Laser Pulses Behaviour prediction
Collision avoidance
Pedestrian detection
Object recognition

Spoofing
Jamming
Relay
Tampering

[78] [63] [373]

RADAR Radio waves Collision avoidance
Object recognition

Spoofing
Jamming

[462] [392]

Continued on next page
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Table 2.2: Sensors threats summary. (Continued)

Acoustic/
Ultrasonic

Ultrasound
waves

Parking
Backing

Spoofing
Jamming
Quieting

[462] [461]

Cameras Visible Light Pedestrian detection
Object recognition
Lane detection
Traffic sign detection

Blinding
Fooling

[462] [373]

TPMS Tire
Measurements

System decision Falsifying
Tampering

[102]

Odometric Data fusion Navigation
Orientation

Fooling [426]

Global Positioning System (GPS), which is a widely used GNSS, provides
positioning, navigation and time services to ACSs [123]. Accurate GPS positioning
data is one of the critical inputs enabling safe self-driving, yet such technology has been
potentially concerned with cyber-attacks [289]. Spoofing and jamming are the most
common GPS attacks leading to disrupt sensor readings. A spoofing attack happens
when an incorrect but valid GPS signals are sent to mislead the positioning [466]. In
the recent simulation of Dasgupa et al. [105], a sophisticated spoofing attack was
conducted by mimicking GPS signal and broadcasting falsified location coordinates.
On the other hand, a jamming attack occurs when noise is transmitted on the GPS
frequency preventing the GPS from distinguishing the accurate signals [367].

Light Detection and Ranging (LiDAR) is a key sensor to automated driving in
any light condition. The sensor provides functionalities such as behaviour predictions,
collision avoidance, pedestrian detection and object recognition [78]. LiDAR offers a
360° view and 3D perception by firing laser pulses, getting back their reflections and
hence perceive a point cloud used for object detection [63]. Several researchers
recorded LiDAR’s vulnerability to spoofing, jamming, relay and tampering attacks
leading the vehicle to assume nonexistent obstacles and to a halt. Cao et al. [63]
demonstrated a successful spoofing attack by replaying laser pulses from a malicious
device at the roadside and hence creating an erroneous point cloud. Petit et al. [373]
conducted remotely a successful relay attack by making objects appear either closer or
further than they really are. In addition, LiDARs are vulnerable to data tampering
attacks that can be launched from inside the vehicle [78]. Such attacks happen when a
hacker gets access to the in-vehicle network interfaces like CAN and execute by
modifying/tampering the LiDAR’s point cloud. Changalvala and Malik [78] identified
two types of data tampering attacks: Fake Object Insertion (FOI) and Target Object
Insertion (TOD). As a matter of fact, when data is tampered either by inserting fake
data (FOI) or by removing existing one (TOD), decision making units will be impacted
leading the vehicle to a prompt halt [462, 367].

Similar to LiDAR, but using radio waves instead of laser signals, Radio Detection
and Ranging (RADAR) provides the object recognition and collision avoidance
functions to driverless vehicles [392]. ACSs use two main radar types: Short Range
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Radar (SRR) to detect objects at short - called also Millimetre Wave Radar (MMW)-
and Long Range Radar (LRR) for long distances (up to 150m) [462]. Additionally,
RADARs support the automated driving by detecting the speed and direction of other
objects heading toward it [392]. However, by using the same frequency band, the signal
can be spoofed or jammed causing the vehicle to be fooled, to presume nonexistent
obstacles or to fail in detecting objects as demonstrated by Yan et al. [462].

Acoustic sensors, called also ultrasonic sensors, work similarly to LiDAR and
RADAR, but using ultrasound waves (called pings) instead of light or radio
signals [461]. Such sensors are mainly used for backing up or parking purposes by
sending high frequency sound waves to measure echoes to determine the distance to
objects [392]. Researchers have demonstrated how acoustic sensors can be victims to
quieting attacks, where noise and/or echoes can be eliminated, preventing the vehicle
from receiving the echoes required to measure distance to objects [462]. Acoustic
sensors can be spoofed or jammed causing the vehicle to hit unperceived surroundings,
as demonstrated in Tesla S by Xu et al. [461].

In addition to GPS, LiDAR, RADAR, ultrasonic, and other sensors, cameras are
required to insure safe automated driving, though, they can be blinded or fooled too.
Yan et al. [462] demonstrated how cameras can be blinded or permanently damaged
with malicious optical inputs (laser and LED) using low cost resources. The authors
named the demonstration “blinding attack” causing undesired vehicle breaking or
deviation from planned trajectory or road navigation. When blinded, important
functions to the automated driving are disrupted such as lane detection, traffic sign
recognition, pedestrians or any other physical obstructions [367]. Petit et al. were also
successful to blind the vehicle cameras using a simple laser pointer, disabling the
vehicle from detecting the vehicle ahead [373].

Tyre Pressure Monitor Systems (TPMS) is another vulnerable small sensor
which is essential in all vehicles, including non automated ones [367]. The TPMS
broadcasts non-encrypted tire measurements like air pressure and temperature to the
TPMS ECU [102]. Since the transmitted data is not encrypted, the sensor can be easily
attacked as the message can be replaced by a false one or modified to hide important
tyre information.

Odometric systems include wheel encoders and gyroscope sensors which are used
for inertial-odometric navigation [372]. Such equipment aims to compute the vehicle
position and movement by fusing data from the wheel readings (rotation and velocity)
and the vehicle sensors (GPS, RADAR) to predict changes in position [426]. Obviously,
if falsified data is computed, the vehicle orientation is impacted, leading to a wrong
system decision making.

In-vehicle communication

The in-vehicle communication occurs by transmitting messages between the vehicle
ECUs, the vehicle ports and the infotainment systems [380]. Such messages’
transmission is enabled by the vehicle bus systems. This section highlights the threats
related to the vehicle internal communication system.

The discussed attacks in Section 2.4.1 might impact implicitly or explicitly the
vehicle ECUs which are vulnerable to direct attacks too. ECUs are the most important
in-vehicle component as they are controlling the vehicles’ system and subsystems by
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receiving and processing broadcast signals from the sensors [363]. Compared to non
automated vehicles, the number of ECUs has been incremented in ACSs as they are
responsible for the automated driving decisions [273]. With the increased number of
ECUs, the lines of codes are expended too, enlarging the risk to code
vulnerabilities [367].

ECUs communication occurs by exchanging network packets through
heterogeneous in-vehicle communication protocols such as CAN, Local Interconnect
Network (LIN), Media-Oriented System Transport (MOST), FlexRay and
Ethernet [363, 102]. Each protocol supports different communication within the
vehicular network; however, they embed multiple security concerns. Researchers
showcased multiple attacks such as Denial of Service (DoS) [380], packet
injection [330], sniffing / eavesdropping [113], spoofing [462], relaying, and
bus-off [79] over the in-vehicle communication networks.

CAN buses are famous for their low cost, high bandwidth and flexibility; though,
they were not designed with high security concerns [458]. First, the packets can be
easily sniffed or falsified since they are broadcast into all nodes without containing any
authentication information [78]. Second, the malicious packets can’t be back-traced as
the packets are not associated with a CAN ID [363]. The Keen Lab identified 14
vulnerabilities and demonstrated an attack over the BMW X5 where the vehicle was
completely controlled by getting access to its CAN bus [471]. Upgrades have been
rolled out by the car manufacturer; though, with the increase of wireless
communications on ACSs, further attacks might be witnessed if CAN’s vulnerabilities
are not adequately addressed.

LIN may substitute the CAN for transmissions where high bandwidth is not
required [380]. It is a cheaper communication protocol that is mainly used for the
vehicle control (like seats and doors) and which communicates in a master-slave
mode [125]. Hence, if the master node is compromised, false data is then sent to all the
LIN slave nodes as demonstrated through a rogue attack by Ernst and Michaels [125].
Takahashi et al. demonstrated that the response collision and header collision attacks
are occurring when messages are not synchronised between master and slave nodes
leading to undesired vehicle controls like keeping doors open [416].

The security of CAN and LIN buses has been rigorously studied, however the other
in-vehicle networks are subject to malicious intentions too. Flexray is designed to be
the next generation of the in-vehicle communication protocol with its high reliability
and data rates; though, like CAN, it lacks confidentiality and authentication
implementation [378]. Flexray transmission has static and dynamic segments which are
vulnerable to spoofing, eavesdropping, injection and replay attacks [380, 378, 113].
Additionally, MOST is mainly designed for media transfer with its high data rate that is
considered 10 times faster than the Flexray and 100 times higher than the CAN [125].
The communication in the MOST is synchronised by time frames which makes it
vulnerable to jamming or DoS attacks if the synchronisation is disrupted [380]. Last
but not least, Ethernet is another promising protocol providing cost and bandwidth
advantages [458]. Like in normal computer networking, Ethernet consists of hosts and
switches which may add more vulnerabilities to the vehicle if attackers access to an
open port on a switch. Hence, once access is gained, any further attack can take place
like DoS, sniffing or falsifying impacting the confidentiality and integrity of the
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vehicle [380].
Additional physical ports can present the point of entrance of an attack over the in-

vehicle network. On-board Diagnostics System (OBD-II) port is designed mainly for the
vehicle monitoring and system upgrading. However, if accessed by a malicious actor, all
the vehicle data can be gathered and any of the listed attacks in Table 2.3 may occur [264].
Moreover, USB ports present additional risks in modern vehicles, generally, and ACS,
specifically, as attacks can inject malware and viruses into the system leading to endless
attacks scenarios [317]. Furthermore, the electric charging port has been studied as an
additional attack surface. Bhusal and Benidris [47] highlighted the risks of Man in the
Middle (MitM), DoS, and false data or malware injection through the electric charging
systems and the plugging into the grid.

Finally, the in-vehicle communication networks can be attacked through the vehicle
infotainment system which offers user-friendly functions and an integration with
smartphone applications [363]. They are systems combining information and
entertainment through pairs applications where one is executed in-vehicle and the other
one on an external device like a smartphone. Such systems are connected to the CAN
bus which makes it an entry point to a malicious packet injection as demonstrated
by Mazloom et al. [325].

2.4.2 Communication threats

Internet

Base Station

RSU

OBU

Trusted Authority

V2V
V2I
V2X

Smartphone

DSRC, IEEE 
802.11p, WAVE, 
Zigbee...VM

Automated City Shuttle

RSU

Figure 2.2: ACS communication modes.

Connectivity to external entities complements the in-vehicle components to achieve
the automation of the ACS. Such connectivity is built through multiple channels: radio
(AM/FM/DAB/RFID), WIFI (IEEE 802.11), Bluetooth, cellular (3/4/5G), bidirectional
communication (IEEE 802.11p, Dedicated Short Range Communications (DSRC),
Wireless Access in Vehicular Environments (WAVE)) and, in some cases, IoT networks
(IEEE 802.15.4, Zigbee) [380, 317]. With the presence of wireless connections,
Vehicular Ad Hoc Network (VANET) can be spontaneously created among connected
and moving vehicles [287]. Initially, such ad-hoc networks were connecting only
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vehicles leading to V2V communication mode. Although, with the increase of modern
concepts, infrastructure and additional devices, V2I and V2X were required to assist
the VANETs for data storage and data transmission for long distances [287].
Nevertheless, being hyper-connected by nature, ACS environment has to deal with
additional cybersecurity breaches highlighted as communication attack vectors in this
section and in Figure 2.2.

Vehicle-to-Vehicle (V2V)

V2V provides means for ACSs to connect to other vehicles to broadcast traffic
conditions and share the predictions and information within the VANET range [367].
V2V technology is mainly supported by DSRC and WiFi which raises the risk of
security breaches [123]. Relying on the weaknesses of communication technologies,
numerous attacks such as jamming, bogus information, sybil, impersonation and timing
can be conducted [380, 46, 113]. Baqer and Krings demonstrated how the loss of
messages on V2V due to jamming can make the vehicle invisible within the ad-hoc
network [33]. Performed on wireless networks, bogus information attack occurs when
incorrect information is transmitted pushing other vehicles to change their path while
freeing the way for the attacker [380]. Gu et al. [190] demonstrated a sybil attack which
happens when a vehicle declares itself as multiple ones, either to create congestion or
congestion-free routes. Furthermore, a timing attack takes place when a malicious
vehicle adds time delay to a received message, then forward it back to other vehicles,
causing accidents due to the non-real time inputs [113].

Vehicle-to-Infrastructure (V2I)

This communication is illustrated by the data exchange between on-board unit (OBU)
(also called on-board equipment (OBE)) and road side unit (RSU) [380]. Located at the
ACS, OBU sends and receives messages to RSUs using virtual machines (VM) as
secure cloud connections [123]. Messages sent from OBU to RSU through VM (also
called beacon messages) may contain the vehicle velocity, location and pseudonyms.
Such messages can include Cooperative Awareness Messages (CAM), Decentralized
Environmental Notification Messages (DENM) or Basic Safety Message (BSM) where
CAM and DENM are mainly used in European standards while BSM is used in United
States of America (USA) [281]. However, if eavesdropped by an attacker, location
information in DENM or vehicle information in CAM can be inferred leading to a
mapping attack where location privacy leakage is occurring [256]. By making an RSU
unable to function, Maple et al. [317] pointed out the risk of DoS attack, hardware
tampering and disabling attack. Dibaei et al. added the risk of replay attacks over the
communication with RSUs by repeating or delaying valid transmission data [113].

Furthermore, V2I embeds the communication between ACS and Trusted authorities
(TA) systems [372] which represent an additional attack surface. Initially, the TA role is
to generate short term certificates and public/private keys to verify the exchanged traffic
messages [12]. In a scenario of an attack, invalid messages through fake certificates
would lead the TA systems to failure to warn about a crash for example [372].
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Vehicle-to-Everything (V2X)

This communication mode wraps both V2I and V2V technologies and respectively the
attacks risks. V2X also compasses cloud and edge servers communication in addition
to any further devices or peripherals interacting with the vehicle such as smartphones,
car keys or Bluetooth devices [372]. V2C and V2P are additional vehicle
communications classifications highlighted by Lozano and Sanguino [303] and
considered as a part of V2X. Maple et al. [317] described further attacks like DoS,
black hole and MitM that can be conducted over the vehicular network through a cloud
connection and edge servers. Pan et al. [363] demonstrated a smartphone attack by
connecting an Android mobile phone to the vehicular system and injecting malicious
CAN data through Bluetooth connection.

2.4.3 Mitigation strategies

Table 2.3: High level summary of attacks and their corresponding mitigation techniques.

Attack Attack surface Mitigation References
Spoofing GPS, LiDAR,

RADAR, Acoustic
sensors, In-vehicle
networks

Redundancy,
Randomisation,
Cryptography, BC,
MDL

[289, 31, 400, 399,
45]

Jamming GPS, LiDAR,
RADAR, Acoustic
sensors, In-vehicle
network, V2V

Redundancy,
Cryptography,
Firewalling, BC

[372, 380, 371]

Relay/Replay/
MitM

LiDAR, Vehicle
Ports, In-vehicle
network, V2V, V2X

Redundancy,
Cryptography,
Firewalling, BC

[113, 371, 266]

Tampering/
Falsifying

LiDAR, TPMS,
Odometric sensors,
V2I

Redundancy,
Cryptography

[102]

Quieting Acoustic sensors Redundancy, Fusion [462, 461]
Blinding Cameras Redundancy [367, 373]
DoS In-vehicle networks,

Vehicle ports, V2I
Redundancy,
Cryptography,
Firewalling, BC,
IDS

[380, 458, 13, 371]

Sniffing In-vehicle networks,
V2X

Cryptography, BC,
IDS

[358]

Malware
Injection

In-vehicle networks,
Vehicle ports, V2X

Cryptography, IDS [467, 317]

Continued on next page
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Table 2.3: High level summary of attacks and their corresponding mitigation techniques.
(Continued)

Rogue In-vehicle networks Cryptography, IDS [125]
Bus-off In-vehicle networks Cryptography, IDS,

MDL
[257]

Eavesdropping In-vehicle networks,
V2I

Cryptography, IDS [378, 266]

Bogus
Information

V2V Cryptography [380]

Sybil V2V Cryptography [113, 380]
Timing V2V Cryptography,

Firewalling
[113, 46, 266]

Impersonation V2I, V2X Cryptography [113, 264]
Black hole V2X Cryptography [113, 264]

As ACSs’ related threats have been identified in Sections 2.4.1 and 2.4.2, it is
important to recognise existing defences and mitigation solutions against them. As
described in Table 2.3, many researchers highlighted the advantages of redundancy and
cryptography to countermeasure spoofing, sniffing, jamming, replaying, and tampering
attacks [78, 102, 31, 266, 347]. Others focused on newer trends such as BC, IDS and
MDL to detect abnormal behaviour and, hence, circumvent the security
challenges [113, 380, 191, 358]. Besides, classical prevention techniques such as
firewalling and network segmenting remain essential to restrain the occurrence of
jamming, DoS or MitM attacks over in-vehicle networks [371] or cloud
communications [317]. By considering the advantages and disadvantages of each
mitigation technique, the present work agrees on the requirement of adapting and
combining multiple defences in addition to the consideration of the human factors to
shield the ACSs.

Redundancy, fusion and randomisation

Anomalous sensor readings can be improved by sensor redundancy [462]. In case of a
GPS jamming, the combined data from other sensors, like LiDAR and RADAR, can
cross-validate the initial measurement for the same parameter, maintain the vehicle
navigation until the GPS signal is back and, therefore, discard the attack
consequences [439]. Redundant cameras can also countermeasure the cameras’
blinding attack. By multiplying the number of cameras and locating them in different
points, the vehicle can continue operating even if one of the cameras is
blinded [367]. Petit and Shladover [372] highlighted the advantages of redundancy as a
mitigation solution to jamming, yet the additional equipment or processing for fusing
data would certainly increase related costs and computations overhead.

Moreover, introducing randomness into RADAR, LiDAR and ultrasonic sensors
would reduce the spoofing risk [378]. Shin et al. [400] assessed that by emitting signals
in random instants, the attacker can no longer induce multiple fake dots.
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Cryptography

In connected automated driving environment, encryption is a crucial strategy to ensure
security and, thus, safety. On a vehicular network, the vehicle needs to be securely
authenticated using key encryption algorithms to communicate with RSUs, OBUs and
to get TA certifications [113]. Symmetric Key Schemes (SKS) and Asymmetric Key
Schemes (AKS) can assure secure authentication of the vehicle within the VANET and
protect from attacks such as replay, sybil and impersonation [113]. In SKS, which is
also called secret-key encryption, it is assumed that the sender and receiver nodes share
a single key that is used for both encryption and decryption [340]. Advanced
Encryption Standard (AES), Data Encryption Standard (DES), Tiny Encryption
Algorithm (TEA), International Data Encryption Algorithm (IDEA) are examples of
SKS providing high security against attacks like MitM [266]. AKS also known as
Public Key Cryptography (PKC) is an approach used to build secure communication
between two or more nodes where the sender encrypts the message using the public key
and the receiver decrypts it using his private key [347]. The AKS include
Rivest-Shamir-Adleman (RSA), Diffie-Hellman (DH) and Elliptic Curves
Cryptography (ECC) which have been proven to strengthen the system again attacks
like timing and eavesdropping [266].

As discussed in Section 2.4.1, messages exchanged among ECUs are in general
neither encrypted nor authenticated. Potential authentication techniques using Message
Authentication Code (MAC) have been investigated to countermeasure attacks over the
in-vehicle networks such as CAN [418] and LIN [416]. Such solutions may employ
SKS and AKS to authenticate the sender ECU, initiate the message exchange and let
the receiver ECU detect the attack [380]. Nguyen et al. [346] introduced quantum
cryptography based on SKS to detect intrusions and secure the communication between
ECUs and the CAN. Though, calculation time should be considered in order to limit
the traffic overhead [418, 191].

Not limited to network attacks only, it has been showcased that cryptography
reduces attacks on sensors and protects the ACS ports. Daimi and Saed [102] suggested
the replacement of regular sensors (like TPMS) with more performing ones which
contain processing resources for authentication and encryption functionalities. Bailey
[31] demonstrated the efficiency of cryptography on limiting the GPS
spoofing. El-Rewini et al. [380] added that SKS and AKS would prevent from injecting
malware through OBD-II, USB and electric charging ports.

Despite their advantages, encryption algorithms may cause latency and impact the
network efficiency due to their computational complexity [78, 347].

Blockchain

To reduce the implementation burden of cryptography, BC has been introduced as a
promising defence which increases the authentication on the VANETs, in-vehicle
communication and the accuracy of GPS positioning [113]. BC is a distributed ledger
technology made of connected data blocks which verify the state of component (like
ECU for example) based on a decentralised consensus [352]. In other words, as the
blocks of data are protected by the consensus protocols, the distributed nature of the
BC makes it difficult to conduct an attack [80]. Li et al. [289] proved how their
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proposed blockchain-based GPS model provides accurate positioning data even in the
case of a GPS spoofing or jamming. Oham et al. [358] demonstrated the BC efficiency
on monitoring the in-vehicle network and detecting attacks over it. Gupta et al. [191]
discusses the advantages of integrating BC to the CAV architecture by emphasising on
how it countermeasures the limitations of cryptography within the driverless system.

Intrusion Detection System and Machine and Deep Learning

IDS has been judged as the most reliable countermeasure to VANET [468] and
in-vehicle communication threats [380]. It aims to detect and isolate anomalies while
monitoring the network traffic. The IDS can be deployed either by detecting predefined
attacks through the signature-based detection techniques; or by distinguishing a
behaviour change through the anomaly-based detection method [200]. The
signature-based detection identifies the attack by comparing the attack case to a
database of signatures of already known attacks [200]. The anomaly-based detection
can incorporate machine learning methods to train itself on normal behaviours, then
anything that is different from the expected cases will be detected as an
attack [113]. Wu et al. [458] and Ali Alheeti and Mc Donald-Maier [13] demonstrated
the efficiency of the IDS over network attacks like DoS. Further research works
extended the IDS to be collaborative and distributed within the VANET which enables
knowledge sharing among vehicles while reducing storage and workload burden [468].

Multiple studies detected anomalous behaviour using MDL theories. Van Wyk
et al. [439] presented a real-time anomaly detection by combining a deep learning
technique (Convolutional Neural Network (CNN)) with Kalman filtering [405] which
provides high accuracy for automated driving environment. The authors’ generic
framework was proved to detect anomalous behaviour originating internally from
in-vehicle sensors, or externally from an OBU or/and an RSU. In addition, Kang and
Kang [257] demonstrated the efficiency of Deep Neural Network (DNN) in monitoring
and detecting attacks over the CAN bus. Further researchers [399, 45] showcased the
efficiency of their models based on Bayesian Network as a deep learning theory to
monitor attacks from sensors. Khanam et al. [266] assessed the advantages of
additional MDL algorithms, in detecting network spoofing and DoS attacks within the
IoT environment, such as Recurrent Neural Network (RNN), Artificial Neural Network
(ANN), Deep Belief Network Network (DBN) and Support Vector Machine (SVM).

Software vulnerability detection

With the high risk of code intrinsic vulnerabilities on ECUs and any software
embedded to the automated driving system, static and dynamic analysis, in addition to
MDL methods have been mainly used for software vulnerability detection. Static
analysers are used to check the program without executing it, while the dynamic
techniques check the code during the program execution [113]. Pattern matching,
lexical analysis, parsing, control flow analysis and data flow analysis are examples of
static methods providing short analysis time but with high false positive rate [164]. On
the other hand, fault injection, fuzzing and dynamic taint analysis illustrate dynamic
analysis mechanisms granting higher accuracy but with a longer analysis time [270].
However, static and dynamic analysis have been considered as traditional methods by
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considering their drawbacks and tend to be replaced by machine deep learning
methods. Russell et al. [383] and Li et al. [292] trained the MDL algorithms and
demonstrated their effectiveness on software vulnerability detection. Jeon, Park and
Jeong [253] used CNN to detect new and variant malware within the IoT environment.

Further solutions supporting technical mitigation techniques

An indirect, but interesting defence to V2X cyber risks, would be the 5G new
communication technology. It is true that 5G may inherit some of the 4G
vulnerabilities as few specifications remain unchanged from the precedent protocol;
though, it provides higher bandwidth which facilitates the encryption and
authentication implementations without causing network latency [80]. Dibaei et al.
[113] added that the ultra-low latency and real-time response features of the 5G would
enable real time warnings and attacks detection within the V2X environment.
Nevertheless, Ahmad et al. [8] warned about further known and unknown threats
caused by the 5G that CAVs would have to cope with as additional threats.

In addition to technical solutions, human factors can contribute to build defences
within the vehicular environment. Linkov et al. [297] highlighted the fact that human
behaviour during cyber attack should be taken into account when designing ACSs and
when recruiting operators working on them. The authors added that cybersecurity can be
improved by considering human factors such as workload, knowledge and training about
cybersecurity risks. Operators who are informed about the cyber attacks risks and who
had training on secure authentication and phishing would behave more securely.

Marksteiner and Ma [320] assessed that testing is very important in the security
development, though, it is mainly conducted by in-house pentesters, and their results
depend on the human skills and the manufacturer budget. With the trend of minimising
human intervention, researchers such as Chu and Lisitsa [82], Johari et al. [254]
and Casola et al. [66] introduced automated pentesting models within IoT and proved
their efficiency on both code and network vulnerabilities. However, the authors
approach is limited to known threats while powerful criminal cyber attacks took place
usually over unknown vulnerabilities [433].

Hence, OEMs and the public transportation companies should take into consideration
findings related to human factors while forming their ACSs’ teams by emphasising on
collaborators’ cybersecurity risk knowledge and awareness.

To that end, the ACS’s stakeholders should carefully deploy the accurate mitigation
measures based on the embedded systems within the vehicle and the mini-buses
connectivity modes supported by the VANET. Nevertheless, the countermeasures can
not be limited to technical and human defences as organisational regulations can be
combined to the aforementioned discussed solutions for an optimal vehicle shielding,
as described in the following subsection.

2.4.4 Cybersecurity regulations

Cybersecurity should be considered while deploying every piece of hardware and
software on the ACS to avoid the aforementioned threats. In addition to the technical
countermeasures, governments, regulatory bodies and information systems institutions
can contribute on building secure ACSs’ environment. It has to be mentioned that there
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are not many mandatory legal frameworks incorporated in the legal systems in the field
of cybersecurity, let alone in specific sectors such as transport. Though, many
stakeholders including OEMs, regulatory bodies, IT and telecommunication suppliers,
operators of ITS, and mobility service providers collaborate and establish new
regulatory approaches, strategies and guidelines. In this section, we highlight global
efforts, with a focus on Europe, in building cybersecurity legal frameworks and
guidelines for the automated driving landscape as summarised in Table 2.4. The table
highlights the regulations and their regulatory bodies, their locations and date of entry
into force. The table also lists the regulations based on their types to be either a law (a
mandatory act), guidance (a statement of advice pertaining to practice) or
recommendation (a statement of practice) [362].

European Union

CAVs stakeholders have been encouraging “Regulatory Sandboxes” and “Living Labs”,
where new technologies are tested accordingly to the legal requirements by predicting
undesired consequences and through a learning-by-doing approach [91].
C-ROADS [59] platform illustrates such labs in Europe supporting on testing and
implementing the European Strategy on Cooperative Intelligent Transport Systems
(C-ITS) since 2016. Furthermore, the Connected, Automated and Autonomous
Mobility (CCAM) single platform was launched in 2019 by the European Commission
for supporting on open road testing including activities related to connectivity, digital
infrastructure, cybersecurity and access to in-vehicle data [146, 157, 156].

Based on such labs’ findings, the first EU-wide law on cybersecurity, the Directive
(EU) 2016/1148 [422], known as “NIS Directive”, came into force. This directive defines
measures for a high level of network security and information systems across the EU.
The “NIS Directive” covers the vehicles’ cybersecurity issues under its generic security
scope for preventing and minimising the incidents and attacks impact. In December
2020, new proposals were published with an updated version called “NIS 2” [423]. Both
directives call the operators of essential services and the digital services providers to take
the appropriate and proportionate technical and organisational measures to manage the
risks posed to the security of information systems.

More specific to the road transport sector, European Union Agency for
Cybersecurity (ENISA) came up with guidelines on implementing the NIS Directive.
ENISA published multiple reports depicting the key challenges and requirements for
smart cars and smart cities from cybersecurity perspectives [155, 154, 158, 157, 159].
Among the European Commission’s efforts, the Joint Research Centre (JRC) has set up
a security Public Key Infrastructure (PKI) model for a safe V2X communication [142].
ENISA and JRC published their latest report in February 2021 discussing AI specific
cybersecurity challenges related to automated driving environment [156].

By taking into account ENISA’s recommendations, the European Automobile
Manufacturers Association (ACEA) identified key principles for cybersecurity
protection against attacks on CAVs emphasising on implementing cybersecurity
requirements through every stage of the vehicle development lifecycle [138]. In 2019,
ACEA published a roadmap for the deployment of automated driving in the EU
spurring OEMs to self-audit, testing, and deploying incident response plans [139].
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United Kingdom

According to KPMG’s CAV readiness index, the United Kingdom (UK) was ranked as
number one in the world in 2020 for cybersecurity in terms of regulations efforts [280].
In 2015, the Department for Transport in the UK published “The Pathway to Driverless
Cars” as good to have practices, on automated driving, highlighting cybersecurity risks
and privacy issues [112]. In 2017, the UK government presented the eight key
cybersecurity principles for CAVs pointing out the importance of organisation security
management, system resiliency and risk assessment throughout the vehicle lifecycle
using a defence-in-depth approach [196]. In 2018, the UK’s first legislation on CAVs
titled “Automated and Electric Vehicles Act 2018” came into force [186]. Considering
the quick progress of the driverless ecosystem, the British government launched a
second consultation on exploring the regulation of secure ACSs [425]. Furthermore,
the UK government’s efforts contributed to the development of the British Standards
Institution (BSI)’s standards discussed later in section 2.6.6.

United States of America

In January 2020, the Department of Transport (DOT) shared a report titled “Ensuring
American Leadership in Automated vehicle Technologies 4.0” [344]. From the report,
the USA government highlighted their efforts with different stakeholders to ensure
security and cybersecurity mechanisms through successful prevention, mitigation and
investigation of security threats targeting the driverless ecosystem. The report further
assessed the NHTSA mission on developing and updating cybersecurity best practices.
Since 2016, the NHTSA shared a voluntary guidance to strengthen motor vehicle
cybersecurity and protect the electronic systems from potential attacks, which was
updated in 2020 [348, 415]. The updated guidance consists of general cybersecurity
requirements like vulnerabilities reporting, incident monitoring and responses in
addition to self auditing. The NHTSA guidance includes also technical cybersecurity
best practices like the implementation of PKI certifications, encryption keys and secure
software updates [350]. Besides, Automotive Information Sharing and Analysis Center
(Auto-ISAC) is an alliance of global automakers who joined their forces to develop and
upgrade a series of best practices with the evolving of CAVs ecosystem. Similarly to
NHTSA, the Auto-ISAC best practices focus on cybersecurity general requirements like
threat detection, monitoring and response in addition to security development lifecycle
considerations [25].

Japan

In 2013, the Japanese Information-Technology Promotion Agency (IPA), published a
guidance paper where the in-vehicle threats and countermeasures are mapped [274].
The publication includes also a checklist for vehicular developers on how to mitigate
particular attacks like DoS. The IPA recommendations are presented through a
mapping of four security levels to the automotive system lifecycle including
management, planning, development, operation and disposal. Even being dated, the
IPA guide is much applicable and serves as a background to the Japanese guideline,
JASO TP-15002, published in 2016 by the Society of Automotive Engineers of Japan
(JSAE). JASO TP-15002 recommends a security analysis process of five phases
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focusing on security evaluation and major security risks mitigation [262]. Further
notable collaborations between JSAE and Japan Automobile Manufacturers
Association (JAMA) led to the creation of the Japan Automotive Software Platform and
Architecture (JASPAR) [252] and a Japanese Auto-ISAC [251] focusing on local
specific cybersecurity and information sharing issues related to ECUs and in-vehicle
networks [327].

Intergovernmental recommendations

In an intergovernmental context, the International Telecommunication Union -
Telecommunication Standardization Sector (ITU-T) [243] from the United Nations
agency, has a working group focusing on developing security recommendations related
to CAVs. Since 2017, their recommendations series (X.1371 to X.1376) cover security
threats definition, security guidelines for V2X, specification of secure software update
procedure for ITS’s devices, guidelines for intrusion and misbehaviour detection as
presented in details in Table 2.4.

Furthermore, UNECE working party WP29 adopted two new regulations on
uniform provisions concerning the approval of CAVs with regards to cybersecurity and
software update management systems [50]. The regulations known as “UN
R155” [430] and “UN R156” [431] were adopted in June 2020 and came into force
from January 2021 to offer a practical and holistic approach to automotive
cybersecurity. The two regulations cover the cybersecurity risk management, security
by design, security incidents detection and mitigation, and secure software updates over
the CAV lifecycle including development, production and post-production [410].
Among the two regulations requirements, certificate of compliance for software update
management systems and CSMS has become recommended for vehicles with level
three onward (according to the SAE automation classification) and for three years
renewal [189, 81].

Table 2.4: Cybersecurity regulations summary.

Regulatory Body Regulation Type Country Date

European
Parliament and
the Council of the
EU

NIS Directive 1 [422] Law EU July 2016

NIS Directive 2 [423] Law EU January 2020

ENISA Cyber security for Smart Cities [155] Guidance EU December 2015

Cyber Security and Resilience of Smart Cars [154] Guidance EU December 2016

Good Practices for Security of Smart Cars [158] Guidance EU November 2019

Cybersecurity Stocktaking in the CAM [157] Guidance EU November 2020

Guidelines for Securing the IoT [159] Guidance EU November 2020

JRC Certificate Policy for Deployment and Operation of
European C-ITS [142]

Guidance EU December 2015

Continued on next page
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Table 2.4: Cybersecurity regulations summary. (Continued)

ENISA and JRC Cybersecurity Challenges in the Uptake of AI in
Autonomous Driving [156]

Guidance EU February 2021

ACEA Principles of Automobile Cybersecurity [138] Guidance EU September 2017
Roadmap for the Deployment of Automated
Driving in EU [139]

Guidance EU December 2019

UK Government The Pathway to Driverless Cars [112] Guidance UK February 2015
The Key Principles of Vehicle Cyber security for
CAVs [196]

Guidance UK August 2017

Automated and Electric Vehicles Act 2018 [186] Law UK July 2018

DOT Ensuring American Leadership in Automated
vehicle Technologies 4.0 [344]

Guidance USA January 2020

NHTSA Automated Driving Automated Driving Systems A
vision for Safety [348, 350]

Guidance USA 2016, 2020

Auto-ISAC Best Practice Guide [25] Guidance USA July 2016

IPA Approaches for Vehicle Information Security [274] Guidance Japan August 2013

ITU-T X.1371: Security Threats to Connected
Vehicles [244]

Rec.† Intergov.? May 2020

X.1372: Security Guidelines for V2X [245] Rec.† Intergov.? March 2020
X.1373: Secure Software Update Capability for
ITS Communication Devices [246]

Rec.† Intergov.? March 2017

X.1374: Security Requirements for External
Interfaces and Devices with Vehicle Access
Capability [247]

Rec.† Intergov.? October 2020

X.1375: Guidelines for an Intrusion Detection
System for In-Vehicle Networks [248]

Rec.† Intergov.? October 2020

X.1376: Security-related Misbehaviour Detection
Mechanism using Big Data for Connected
Vehicles [249]

Rec.† Intergov.? January 2021

UNECE UN R155 [430], UN R156 [431] Law Intergov.? January 2021

†
Rec. = Recommendation.

?
Intergov.= Intergov.

2.4.5 Cybersecurity summary

To answer the RQ1, the present section provided a systematic categorisation of
cybersecurity threats. Two main vectors were identified: in-vehicle, where the vehicle
sensors and the in-vehicle communication attack surfaces were depicted; and external
communication threats where the potential VANET’s vulnerabilities are discussed.
Spoofing and jamming were described as the most likely attacks to occur impacting
several in-vehicle sensors. Even minor threats leading to non-accurate positioning or
incorrect vision can make the vehicle perceive non-existing obstacles or hit disbelieved
surroundings. Such consequences would definitely impact the safety and the
acceptance of the ACS as a new public transportation mode. Regarding communication
threats, either conducted directly or remotely, DoS and malware injection were assessed
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as the most destructive attacks that can be fatal in highly connected environments.
Additionally, it is true that the more connections are built with the vehicle’s external
environment, the more sophisticated are the services provided by the ACS. However,
more risks and attack surfaces have to be considered with the increase of the
mini-buses’ connections.

Several countermeasures were discussed and grouped into technical and legal
mitigation strategies. From the technical perspective, redundancy, fusion and
randomisation were recommended to cross-validate the data collected from the sensors
and discard any malicious inputs. Moreover, the strength of cryptography was
showcased against network attacks, in-vehicle or VANET communication’s threats.
Though, such mitigation solutions require additional equipment and involve
computational overhead. As a matter of fact, we discussed more lightweighted
countermeasures such as BC which reduces the implementation burden. Besides, as we
believe that risk mitigation is not pertinent only until the occurrence of a cyberattack,
this section also discussed monitoring and attack detection tools such as MDL.

From the legal perspective, the NIS directives represent the unique cybersecurity text
laws in Europe even if they are applicable to all IT fields. More specific to CAV, the R155
from UNECE requires the implementation of the CSMS certification for all vehicles
starting from SAE level three. It is true that such certification provides more control to
the vehicle type approval process, although it remains generic as it is relevant to levels
three, four and five of automation where safety and security risks are not comparable.
Furthermore, ENISA and JRC represent good practices to follow for deploying CAVs in
Europe. Similarly, the other cited institutions and regulators discussed recommendations
with interesting security-by-design approaches. However, to the best of our knowledge,
there is no formal published regulation dedicated to ACS which require a combination
of the existing text laws and recommendations and an adaptation of technical solutions
based on the vehicle nature and its connectivity maturity.

Consequently, the human presence has a crucial role on both mitigating and
reacting to a cyber threat within the ACS landscape. By considering an ACS, of SAE
level 4 of automation, multiple fatal situations can be avoided by a well trained operator
aboard. Taking a case of a simple laser pulse attack where the vehicle can be blinded,
the operator can take over and correct the vehicle navigation. Nevertheless, on an ACS
of level 5 of automation, the vehicle decision making units must have the accurate
mitigation strategies in place and run on a fail-safe mode to assure security and safety
accordingly.

To that end, RQ3 has been partially answered through the review of technical and
legal strategies mitigating cybersecurity threats. Apart from security concerns, data
privacy represents another challenge to tackle within deploying ACSs. It is conspicuous
that in the automated driving ecosystem, some cybersecurity attacks embed privacy
leakage risks too. To complement the answer for RQ3, the following section covers
data privacy concerns by identifying related risks, technical mitigation strategies and
relevant personal data protection regulations.
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2.5 Data privacy

With their hyper-connected nature, the ACS generates data permanently and spawns
multiple challenges to their users’ fundamental rights and to the protection of personal
data and privacy. The shuttle’s sensors, cameras, in-vehicle systems, its V2X
communication and eventual embedded MaaS platforms, produce huge amounts of
data, most of which is considered as personal data such as vehicle’s location,
video/audio surveillance and passengers’ identities and positions. This practically
means that personal data can be received by an unrestricted data controllers
(recipients), whose intentions and technological capacity are not, and cannot be known
to the data subject (users) [281]. Such situation creates concerns about the
transparency, the proportionality and the necessity of data processing which requires
higher level of personal data controls [20]. Moreover, being a part of the public
transport system, ACSs may have more data controllers than CAVs , and hence further
potential personal data leakage risks [9, 293].

The article 4 from the GDPR defines the data processing impacting personal
privacy to be: data collecting, recording, organising, structuring, storing, adapting,
alternating, retrieving, consulting, using, transmitting, disseminating, aligning,
combining, restricting, erasing and/or destructing [424]. As a matter of fact, by
processing the data, the personal information can be exposed to various threats which
vary from intentional criminal breaches to economical and social purposes [260] [367].

Criminal threats are illustrated as intrusions, in-vehicle thieves’ attacks, tracking
attacks or vehicle behaviour’s manipulation like attacks discussed on Section 2.4. On
the other hand, data can be processed for social profiling, improving the commercial
services through LBS/ MaaS or tailored advertising and hence generating social and
economic benefits [293]. It can also help disabled people, elderly and young kids to be
followed by their relatives [85]. In addition, collected data can contribute to the
smartness of the city as it can reveal real time information on traffic, road condition and
the CO2 emission [260]. This non-criminal intention remains harmless and very
important for the vehicle integrity; though, legal rights and data controllers have to be
transparent to data subjects for any required data processing [367].

2.5.1 Technical mitigation solutions

Despite the intention, personal data recorded from ACSs has to be kept anonymous and
encrypted wherever transmitted and securely stored. Cryptography and secure
computation have been discussed in the literature as key technical solutions for
preserving personal data and location privacy. Statistical and machine learning theories
have been investigated as techniques that would preserve the data confidentiality and
anonymity without ownership restrictions or usage agreements.

Cryptography for personal data protection

As discussed in section 2.4.2, privacy cannot be bypassed in VANETs as the vehicle
identity and location are shared with RSUs, OBUs and TAs. Conditional
Privacy-Preserving Authentication (CPPA) protocols have been introduced to make the
TA as the only partner who can extract the real vehicle identity which may be hidden
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using signed messages or vehicle’s pseudonyms [316]. Lu, Qu and Liu [304] assessed
that the anonymity is assured by using PKI based authentication, identity based
signature, certificateless signature or group signature as cryptography mechanisms.
Based on AKS, Dibaei et al. [113] presented further privacy preserving protocols such
as Group Signature and Identity-based Signature (GSIS) and Privacy-Preserving Group
Communication Scheme for VANETs (PPGCV) providing robust privacy protection
within the vehicular network. Though, as any authentication based schemes,
computations and storage burden should be considered. Multiple researchers [193, 457,
258, 447] have introduced upgraded CPPA protocols and lightweight algorithms which
guarantee privacy requirements with less computational and storage costs.

Additionally, encryption algorithms have been adapted for multimedia data to
protect visual personal data. In video surveillance context, Asghar et al. [22] defined
the encryption approach to be the process of translating, completely or partially,
plaintext to ciphertext using SKS and AKS. Standard ciphers like AES were initially
used for their level of security, though more specific video encryption and lightweight
algorithms [464, 118, 334], came afterwards to adhere the multimedia requirements.
Moreover, encryption theories have been combined to redaction-based techniques like
scrambling to localise and encrypt recorded personal faces, however such algorithms
require more storage considerations as they increase the video size [299].

Among cryptography solutions, Zero Knowledge Theory (ZKP) is a promising
protocol that is based on an exchange of messages between the prover and the verifier
where the prover has a secret but does not reveal information about it. However, the
prover should provide more information about his secret to establish the trust with the
verifier [446]. Theoretically, the protocol is powerful and efficient for cryptographic
applications, but the iterations for finding required proofs remain unpractical and costly
in real-world use. The ZKP theory was improved in [446] and [15] by reducing the
number of iterations rounds and hence reducing its costs; though, the additional
collected information by the verifier presents a risk for a future data leakage and again
impacts the individual’s privacy.

Location privacy protection

Lu, Qu and Liu [304] defined the location privacy risk to be the ability to link an
entity’s spacial information to its identity. The vehicle ID, timestamp and GPS
coordinates that are transmitted within CAM and DENM messages (also referred to as
beacon messages [441]), are mainly used for collision avoidance, transport services
(MaaS), or customised LBS. However, if eavesdropped, beacon messages may be
reused for malicious vehicle tracking, or to infer future vehicle movements based on its
past locations [23]. [417] classified location protection mechanisms into two main
groups and recommended their combination: anonymisation-based techniques where
the identity is concealed and obfuscation-based schemes where the location is
perturbed.

In anonymisation-based schemes, pseudonyms replace the vehicle real identity and
are changed periodically per the vehicle speed and direction [304]. Such schemes are
illustrated through Mix-zones or Silent approaches where beacon messages can’t be
easily eavesdropped as vehicles change their pseudonyms frequently [23]. Furthermore,
Kang et al. [256] introduced pseudonym-changing synchronisation schemes to prevent
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from location leakage while communicating with RSUs using random identifiers.
Obfuscation-based schemes are used to make the unauthorised tracking difficult by

decreasing the accuracy of location information on purpose [304]. Such schemes aim
to perturb position and beacon frequency to increase the tracker confusion [23]. Lim
et al. [294] demonstrated an obfuscation-based solution to confuse the tracker while the
location privacy and the quality of LBS are preserved.

Statistical and machine learning protocols

Differential Privacy [120] and Randomised Response [450] techniques illustrate the
promise of learning useful information about a population while the individuals privacy
is conserved. By adding random noise to a set of data before learning from it, private
inputs get hidden without impacting the result accuracy [345]. Additionally, the
haystack privacy policy [255] is another efficient method preserving privacy using
almost the same principle as Differential Privacy and Randomised Response, but with
larger data owners participation. Applied to vehicular data, Zhang and Zhu [468]
demonstrated a collaborative IDS on VANETs based on differential privacy while Joy
and Gerla [255] showcased the haystack privacy theory over CAV’s collected data.
They assessed that such algorithms represent a new vision for privacy protection over
vehicular training data sets.

Given the aforementioned theories, privacy can be technically assured. However,
the presented techniques won’t be enough if ownership rights and legislation are not
well defined while using public ACSs. In the discussion that follows, the focus is on how
individuals’ privacy can be protected from legal perspectives, and what are the existing
regulations controlling data governance to enhance privacy and confidentiality on ACSs
without impacting their benefits.

2.5.2 Data privacy regulations

Personal data protection regulations govern the processing, usage, storage, and sharing
of personal data. Those regulations have been identified also to give the opportunity to
data subjects, as passengers in the case of ACSs, to consent or not to the use of their
own personal information and to decide about the type of data and its relevant
processing [183]. This section sheds light on the existing mandatory data privacy
regulations (hard laws) in addition to existing soft law guidelines supporting the
protection of personal information generated within the automated driving landscape as
summarised in Table 2.5.

The EU Regulations and Initiatives

In the EU, the Data Protection Working Group 4 (WG4) of C-ITS analysed multiple
options to deem lawful processing of personal data [420]. In the final report published
in 2016, the WG4 assessed that the exchanged CAM and DENM (beacon messages)
within the V2X environment, is personal data requiring legal and technical protection.
Additionally, the WG4 highlighted the challenges on implementing the consent in
practice [281].

Besides, the Article 29 Working Party (WP29) did further analysis on data privacy
protection [20]. In 2017, the WP29 provided guidance on the processing of personal
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data in the context of C-ITS. Thereafter, the European Data Protection Board (EDPB),
successor of WP29, published initially in January 2020 and updated in March 2021,
guidelines highlighting privacy and data protection risks. The EDPB guide includes also
recommendations on data protection by design and by default, in addition to a simulation
of five illustrations of data processing within CAV environment [147, 149]. Moreover,
the guidelines focus on consent as the legal basis for processing personal data inside
the vehicle and through V2X communications [281]. The EDPB guidance incorporates
both e-Privacy directive and GDPR [147]. Although the guidelines are referring to the
processing of personal data in relation to the non-professional use of CAVs, it could be
perceived as a valuable guide for the protection of personal data for the public ACSs as
well [5].

The e-Privacy Directive [152] represents a mandatory standard applying to
electronic communication networks and entities reading from a terminal equipment
within the European Economic Area (EEA). Such terminal equipment can be identified
as the ACS per the EDPB definition [147]. The e-Privacy directive sets rules of
tracking technologies, and presents fragmentation of legislation with an alignment to
GDPR [441].

The Regulation (EU) 2016/679 (“General Data Protection Regulation”
GDPR [424]) replaced the directive 95/46/EC and contains provisions and
requirements related to the processing of personal data in order to protect fundamental
rights and freedoms of natural persons, the data subjects, and in particular their
fundamental right to privacy and the protection of personal data. Inter alia, the GDPR
identifies new data governance roles (data subjects, data controller, data processor and
data protection officer) and introduces the accountability principle as the cornerstone of
personal data processing.

According to the GDPR, the data should be processed lawfully and fairly under
transparency and minimisation principles (art. 5 and 6) GDPR)[424]. In addition, the
GDPR attributes rights to data subjects as well as obligations for the data controllers
and data processors. The GDPR emphasises on data subjects rights which vary from
rights to transparent information access (art. 12, 13 and 15), right to rectification (art.
16), right to erasure (art. 17), right to restriction of processing (art. 18), to right to be
notified in case of data breaches occurrence (art 33 and 34). Any failure of the data
controller and the data processor to comply with these principles and not to protect the
rights of data subjects, may result in fines (article 83). Applied to the ACS ecosystem,
the shuttle passengers and operators (if any) should be informed, with transparency, and
provide their consent about all the processing applicable to their personal data in
addition to being notified, under circumstances, when cyber incidents take place and
their personal information may be leaked (or breached).

Moreover, the GDPR come up with technical and security commitments that should
be considered by data controllers to guarantee data integrity and confidentiality.
Articles 25 and 32 introduce the concepts of Privacy by Design and by Default
requiring the implementation of risk management mechanisms and appropriate
mitigation techniques such as encryption, pseudonymisation and data minimisation
procedures from the outset [424]. The GDPR also recommends a data protection
impact assessment (DPIA) as a useful practice within the design phase as detailed in
articles 35 and 36 [149]. As far as the processing concerns personal data, the GDPR
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and the e-Privacy Directive are considered as the main regulations in the EU to protect
individuals’ data within any deployed technology [148].

Furthermore, based on GDPR and ePrivacy regulations, new initiatives and projects
have emerged in the EU. One is GAIA-X [161] which has been merging to increase
data transparency and user trust. GAIA-X was launched in 2019 by stakeholders from
business, politics and science fields to provide proposals on data protection rules and
architecture standards in many areas including mobility and smart cities [162]. Data
for Road Safety is another initiative pushing for trustful and legal smart data exchange
in the EU [106]. Data for Road Safety discusses connected vehicles of all automation
levels and gathers partners from European Commission, industry, and governments to
reach cooperative, trustworthy and free of charge vehicles data exchange with respect to
the European regulations.

International initiatives

Not limited to the EU, some governments have either enacted laws on the protection of
personal data or published guidelines that provide useful recommendations addressing
privacy concerns in the automated driving environment. As CAVs had started entering
the market, some countries (e.g. USA and Australia) have included automated driving
concerns to their data protection regulations, while others (e.g. Japan) are still adjusting
the broad laws that are not specific to driverless ecosystem, though applicable to the
protection of personal data or privacy [91, 293, 415]. To illustrate, the USA
government published dedicated acts for highly automated vehicles in a wide scope
including ACSs. The S.2182 SPY Car [88] and the H.R.3388 Self Drive [87] Acts
oblige OEM to develop written privacy plans prior to offering or importing CAVs. The
acts highlighted that the privacy plan must be developed with respect to the collection,
use, sharing and storage of personal data. Within the privacy plan, the vehicle
passengers should be notified about the privacy policy unless the personal data is
anonymised or encrypted. Similarly, Australia [24] published their dedicated
regulations on protecting personal data within the automated driving environment. On
the other hand, in Japan, Act on the Protection of Personal Information (APPI) [370] is
the main data protection law but with a broad scope. The regulation came into force in
May 2017 addressing the individual’s information standalone or comprised with other
data enabling the inference of the personal information which makes the law applicable
to CAVs environment. According to articles 82 to 85 of the APPI, any violation of the
act would lead to fines or imprisonment.

Intergovernmental initiatives

Additionally, at an intergovernmental level, the UNECE with its 56 governments as
member states, made noteworthy efforts regarding the protection of personal data
within CAVs environment. In 2016, the Informal Working Group on Intelligent
Transport Systems and Automated Driving published guidelines proposal on
cybersecurity and data protection [429]. The guidelines emphasises on data protection
by default and by design. The report also assessed that data processing systems
installed within an automated vehicle have to be data protection friendly. In 2019,
UNECE published a framework document on CAVs where they identified the key
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principles of safety and security including Data Storage System for Automated Driving
vehicles (DSSAD) [432]. The purpose of DSSAD is to establish legal data processing
within a crash investigation context with respect of the national and regional data
protection laws.

Furthermore, annual forums and international conferences contribute to setting the
data privacy regulations for the driverless environment. In 2017, the International
Conference of Data Protection and Privacy Commissioners (ICDPPC) adopted a
high level resolution on CAVs where regulation bodies and OEMs were called to adopt
privacy by design and privacy by default at every stage of the vehicle’s devices and
services development [198]. In a more detailed report, International Working Group
for Personal Data Protection in Telecommunications (IWGDPT) adopted a working
paper on CAVs discussing the type of data to be protected and recommendations to the
multiple stakeholders [250]. The IWGDPT working paper also listed the privacy risks
to be: lack of transparency, unlawful processing, unauthorised secondary use, excessive
collection, lack of control, inadequate security, and lack of accountability.

Table 2.5: Data privacy regulations summary

Type European Global∗
Hard Laws e-Privacy Directive [152]

GDPR [424]
S.2182 SPY Car [88] H.R.3388 Self
Drive [87] Australia Policy Paper [24]
APPI [370]

Soft Laws /
Regulatory
Bodies

WG4 [420] EDPB [147,
149] GAIA-X [173] Data
for Road Safety [106]

UNECE [429, 432] ICDPPC [198]
IWGDPT [250]

∗
Limited to the cited countries in the present section

2.5.3 Data privacy summary

To cover multitude nuances of RQ3 in this section, we investigated and identified the
key privacy preserving theories that are commonly used in general IT contexts and
applied them to the ACS scope. We identified relevant cryptography protocols to assure
authentication of vehicular information, or hide visual data within the mini-buses
cameras’ recordings. Other powerful protocols anonymising personal identities or
obfuscating vehicles’ locations were discussed respectively. Such policies are very
promising and highly recommended if not obliged by the discussed hard laws such as
the GDPR.

Though, such mechanisms remain vulnerable to re-identification risks that can lead
to easily infer or predict individuals and/or location attributes [261, 90]. In other words,
machine learning techniques implementing anonymisation requirements, such as
Differential Privacy, Randomised Response and haystack privacy, as cited in
Section 2.5.1, allow to recognise a person from mining non-personal inputs or by
combining multiple data sets. With such a gap between technical implementations and
legal provisions, the strict deployment of regulations may fall short in some real world
situations. Hence, the application of a legislation has to be adapted to the context and
type of data which can vary within the processing and the eventual reverse engineering
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technologies.
To conclude, and as an answer to RQ2, it is true that the deployment of the most

pointed privacy preserving theories and the existing laws and regulations certainly
increases data transparency and guarantees lawful processing. However, the
de-anonymisation risk is never zero and personal data can still be somehow consumed
and generate benefits for data controllers and third parties.

A more appropriate approach to overcome such shortcomings is to consider any
technical mitigation technique or legal text on a case-by-case basis and/or as
cooperative guidelines built by data controllers, policy makers, ACS’ stakeholders and
standardisation bodies that should be frequently updated to cope with the ACS evolving
technologies. The following section presents standards and standardisation bodies’
efforts on protecting the vehicular ecosystem from cybersecurity and data privacy
breaches.

2.6 Standards

As in the automotive sector, ACSs stakeholders have been collaborating with
standardisation bodies to build up measures and processes addressing security and
privacy challenges. According to ENISA [157] relevant standards can be classified into
three groups: Automotive where mainly ISO, SAE and Automotive Open System
Architecture (AUTOSAR) have identified security framework and road maps over the
in-vehicle components. The second group is the cooperative communication where
ETSI working groups have outlined technical specifications on ITS. Finally, the third
one is the generic cybersecurity group combining ISO and International Electronical
Commission (IEC) collaborations. Beyond ENISA’s classification, noteworthy efforts
from other standardisation bodies such as European Committee for Standardization
(CEN)-European Committee for Electronical Standardisation (CENELEC), BSI, and
World Wide Web Consortium (W3C) are investigated and reviewed in this section as
summarised in Table 2.6.

2.6.1 International Organization for Standardization (ISO)

ISO standards can be generic and transverse but still relevant to vehicular environment.
The ISO 9001 [216], covering quality management requirements, can be relevant to any
organisation regardless its services or products. In collaboration with IEC, the ISO/IEC
27K standards series [203] came up to address information security and risk
management controls. For more cybersecurity focused standards, there are the ISO/IEC
15408 [222], ISO/IEC 18045 [224] and ISO 20077/78 [208, 209] which present general
cybersecurity processes recommendations and computer security certifications.
Additionally, ISO/IEC 20243 [228] aims to reduce the risks related to malicious
hardware or software. ISO standards embed also generic road vehicle safety
requirements like ISO/PAS 21448 (which will be replaced by ISO/DIS 21448) [230],
ISO 26262 [214] and the last ISO/CD 24089 [213] which is under-development to
discuss specifications for the vehicles’ software updates.

To incorporate cybersecurity considerations in the vehicle environment, the
ISO/TC22 working group joined their efforts to SAE and established the ISO/SAE
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21434 [233]. The ISO/SAE 21434 is a descendent of SAE J3061 which sets high level
guidelines of cybersecurity approaches based on a lifecycle framework definition [397].
Based on the SAE J3061, ISO/SAE 21434 aims to achieve a common understanding of
security by design over the entire supply chain in order to reduce the potential
cybersecurity threats. ISO/SAE 21434 covers also risk management requirements by
referring to the generic ISO 3100 [398]. Nevertheless, the standard draft has been
criticised by Macher et al. [309] as being ambiguous since processes are described at a
high level without prescribing specific technologies to countermeasure cybersecurity
threats on the CAVs’ environment. As further efforts from the ISO/TC22, ISO/SAE
PAS 22736 [206] came to update the taxonomy of the six levels of automation that was
initially defined in SAE J3061. To that end, other standards such as ISO/DPAS 5112
might provide more visibility on automotive cybersecurity auditing [231].

In the context of ITS, ISO founded ISO/TC 204 working groups who have been
developing standards supporting the integration of CAVs and ACSs [241]. Among the
ISO/TC 204 efforts, ISO/TS 21177 [238] was published to specify security and
authenticity requirements for the exchanged data among OBUs, RSUs and TAs. The
ISO/TS 21177 will be replaced by ISO/CD 21177 which is under-development. The
ISO 22737, which was published in July 2021, came up with the system requirements
for the specific ACS case operating at level 4 of autonomy and with low-speed
configuration [210]. ISO/AWI 21734 [217] is a promising standard on which ISO/TC
204 is still progressing to present connectivity and safety requirements for the
deployment of CAVs into public transportation through automated driving buses of all
sizes. Moreover, and within the public transportation scope, the ISO 24014 [204] was
published in January 2021 and which highlights security management and
identification schemes for all public transportation vehicles including the automated
mini-buses. The ISO/TC 204 working groups are still developing further standards
related to CAVs such as ISO/AWI TR 23254 [219], which is about designing a high
level referential architecture, and ISO/AWI TS 22726 [220] for the vehicles’ map
database specifications. Further standards are still on early stages but they are
dedicated to ACSs such as ISO/PWI TR 5255 [232] discussing low-speed automated
driving system architecture and ISO7856 [229] presenting the specifications for ACSs
remote assistance.

2.6.2 Automotive Open System Architecture (AUTOSAR)

Automotive industry has also pushed to standardise security approaches over on-board
systems through their collaboration on AUTOSAR standards. AUTOSAR series tend
for securing in-vehicle communication networks and ECUs, protecting data
confidentially and implementing cryptography [170] as detailed in Table 2.6. However,
following AUTOSAR security specifications like AUTOSAR664 does not imply the
vehicle compliance to ISO standards like ISO 26262 [29].

2.6.3 European Telecommunication Standards Institute (ETSI)

Besides, ETSI is a European standard Organisation proposing many standards related
to security and privacy on the ITS [132]. ETSI TC ITS WG5 working group focuses
on identifying threats and their countermeasures, specifying requirements and building
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standardised architecture for CAVs communications [301]. Table 2.6 describes ETSI
releases ensuring privacy preserving communication, exchanged certificates with RSUs,
secured message formats, and PKI implementation.

2.6.4 European Committee for Standardization-European Committee for
Electronical Standardisation (CEN-CENELEC)

CEN founded CEN/TC 278 as the European ITS committee since 2013. Among its
working groups, CEN/TC 278/WG16, which is fully joined with ISO TC 204 WG 18,
has been focusing on V2I and V2V communications’ standardisation [71]. The key
published standard to cite within the context of security and data privacy is CEN
ISO/TR 21186-3 [72, 237] which provides guidelines on access control, and PKI for a
secure automated driving ecosystem. Moreover, CEN/TC 278/WG17 focuses on urban
ITS and has been developing new sets of standardisation initiatives dealing with the
integration of CAVs to the urban infrastructure [73]. The CEN/TC 278/WG17
publications represented first drafts of the ISO TC204/WG19 efforts once the two
groups joined their contributions [167].

Additionally, CEN and CENELEC consolidated their collaboration by creating
CEN-CENELEC as a platform for the development of European standards through a
wide range of sectors including transportation and information technologies [69]. In
collaboration with the European Commission, ISO, and other standardisation bodies,
CEN-CENELEC created the CEN/CLC/JTC13 technical committee acting on
cybersecurity and data protection field on a broad scope [68]. As published on
CEN-CENELEC program for 2021 [70], CEN/CLC/JTC13 aims to develop new
cybersecurity standards for the IoT sector and privacy by design and by default within
the context of the GDPR.

2.6.5 DATEX-II

Furthermore, transportation data exchange in Europe is controlled by DATEX II which
is the road transport standard [91]. DATEX II was launched by CEN to address traffic
data sharing and transmission including transmitted data in cooperative and connected
mobility [108]. Among its specifications, DATEX II 3.1 proposes a standardised
message format between vehicles and RSUs which support the standardisation of V2I
communication [107].

2.6.6 Publicly Available Specification (PAS)

BSI, the UK standardisation body, has developed a series of Publicly Available
Specification (PAS) standards dedicated to CAVs cybersecurity related topics. PAS
1885:2018 [58] represents a high level set of guidelines discussing the fundamental
principles of cybersecurity over the development and use lifecycle. Additionally, PAS
11281:2018 came afterwards with more detailed recommendations for managing
security risks impacting the safety [55]. Newer BSI standards such as PAS 1880 [56]
and PAS 1881 [57] should be considered as they are acknowledging the consequences
of cyber attacks over the vehicle safety.
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2.6.7 World Wide Web Consortium (W3C)

The W3C, specialised on developing web standards, has two working groups who
published candidate standards, applicable to the vehicular environment, and which are
intending to become standards according to W3C documentation classes [445]. W3C
has launched the Automotive Working Group who proposed on 2018 a
recommendation on the Vehicle Information Service specification [175]. The
recommendation specifies how the in-vehicle system, that is responsible for exposing
vehicle signals and data to on-board clients, communicates with other vehicles and
devices via WebSocket. The recommendation advocates security access control
mechanisms such as token and encryption using PKI. The Automotive Working Group
has also published the Vehicle Information API Specification providing access
restrictions to the vehicle data [288]. The second working group is the WEB of Things
working group who is focusing on standards enabling integration across IoT systems
including IoV. In November 2019, the group disclosed a non-normative guidance of
security and privacy using threat model describing the key security stakeholders,
potential attackers and attack surfaces of IoT systems in a generic view [379].
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Table 2.6: Standards summary.

S.Body Standard ID Scope Description Status
ISO ISO 9001 [216] Generic Quality management systems Published

ISO 27K [203] Generic Information security and risk management controls Published
ISO/IEC 15408 [222] Cybersecurity Evaluation criteria for IT security Published
ISO/IEC 18045 [224] Cybersecurity Methodology for IT security Published
ISO/IEC 20077 [208] Vehicle Cybersecurity Extended vehicle communication Published
ISO/IEC 20078 [209] Vehicle Cybersecurity Extended vehicle web services Published
ISO/IEC 20243 [228] Cybersecurity Threats related to malicious hardware or software Published
ISO/PAS 21448 [230] Road vehicle safety Safety of the intended functionality Published
ISO 26262 [214] Road vehicle safety Functional Safety Published
ISO/CD 24089 [213] Vehicle software update Vehicle software update Under development
ISO/SAE 21434 [233] Vehicle Cybersecurity Cybersecurity engineering Published
ISO/SAE PAS 22736 [206] ITS Taxonomy and definitions for automation systems Published
ISO/DPAS 5112 [231] CAV’s Audit Guidelines for auditing cybersecurity engineering Under development
ISO/TS 21177 [238] ITS Security and authenticity requirements for V2X Published
ISO 22737 [210] ACS Low-speed automated driving systems for predefined routes Published
ISO 24014 [204] Public Transport Interoperable fare management system Published
ISO/AWI 21734 [217] Automated driving buses Connectivity and safety functions Under development
ISO/AWI TR 23254 [219] ITS CAVs’ architecture Under development
ISO/AWI TS 22726 [220] ITS Dynamic data and map database specification for CAVs Under development
ISO/PWI TR 5255 [232] ACS Mobility integration low-speed automated driving architecture Under development
ISO7856 [229] ACS Remote support for low-speed automated driving Under development
ISO/TR 21186-3 [237] C-ITS Security guidelines on the usage of standards Under development

AUTOSAR AUTOSAR 402 [26] In-vehicle Communication Specification of crypto service manager Published
AUTOSAR 438 [27] In-vehicle Communication Specification of crypto abstraction library Published

Continued on next page
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Table 2.6: Standards summary. (Continued)

AUTOSAR 654 [28] In-vehicle Communication Specification of secure onboard communication Published
AUTOSAR 664 [29] Vehicular Software Overview of functional safety measures Published

ETSI ETSI TR 102 893 [127] ITS Threat, vulnerability and risk analysis Published
ETSI TS 102 731[131] ITS Security services and architecture Published
ETSI TS 103 097 [137] ITS Security header and certificate formats Published
ETSI TS 102 940 [132] ITS Communications security architecture and management Published
ETSI TS 102 941 [134] ITS Trust and privacy management Published
ETSI TS 102 942 [135] ITS Access control Published
ETSI TS 102 943 [136] ITS Confidentiality services Published
ETSI EN 302 637-2 [126] ITS CAMs specifications Published

PAS PAS 1885:2018 [58] Vehicle Cybersecurity The fundamental principles of automotive cyber security Published
PAS 11281:2018 [55] CAV Impact of security on safety Published
PAS 1880 [56] CAV Guidelines for developing and assessing control systems Published
PAS 1881 [57] CAV Assuring the safety of automated vehicle trials Published

W3C Candidate [175] Vehicle Cybersecurity Vehicle information service specification Under development
Editor’s Draft [288] Vehicle Cybersecurity Vehicle information access API Under development
WG Note [379] IoT Security and privacy guidelines Under development
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2.6.8 Standards summary

Through an in-depth review of the core standardisation actors, this section presented a
selection of key standards that are appropriate to cybersecurity and data privacy within
the driverless environment. Additionally, since the initiation of the present work, a
tracking of all new standards’ related publications was conducted to provide up to date
analysis and findings that keep pace with the rapidly evolving technologies of the ACS
landscape. Under the auspices of ISO standards, including their joint efforts to
CEN-CENELEC, the ISO/TC22 and ISO/TC204 conceived a rich directory of
standards for cybersecurity daunting challenges within ITS and smart cities. The
recently published ISO/SAE 21434 represents the most eagerly awaited standard
covering cybersecurity guidelines for road vehicles. Though, the standard scope is
broad enough to wrap all vehicles with electrical and electronic systems that can match
any SAE automation level. Likewise, the ISO/SAE 21434 scope covers only the
in-vehicle component and not external systems through which potential attacks can
occur. Hence, further standards need to be joined to the flamboyant ISO/SAE 21434 for
a more comprehensive security assessment. Even in their larval state, other standards
remain constructive and more specific to ACSs such as ISO/AWI21734, ISO/PWI
TR5255 and ISO7856. However, they are not directly addressing the cybersecurity
risks.

Besides, AUTOSAR, ETSI and PAS published alluring guidelines on implementing
security by design at different layers within a connected vehicular environment; still
they need to be upgraded to tackle highly automated vehicles such as ACSs. Regarding
data privacy concerns, DATEX-II is standardising the exchanged messages within the
vehicular context, while W3C is working on more specific privacy guidelines within
IoT settings. However, both efforts remain generic without approaching specific
measures on protecting personal data within the ACS that has different data controllers.

As a matter of fact, the answer to our RQ4 is foreseen to be a partial and temporal
“NO”, as the existing standards need some leveraging, fusion and enhancement to build a
comprehensive security framework which is intended to be our future work as discussed
in Section 2.7.1.

2.7 Discussion & future work

With the intrinsic super smart in-vehicle components (hardware and software), its rich
input and output data, and their communication with anything and everything, the ACS
might not reach complete cyber safety without being built within a standardised
framework and strong policies. However, some future work is still required and
limitations should be noted. The present section depicts the required efforts from
security, privacy and standardisation perspectives.

2.7.1 Future work related to security certification

Reaching a complete secure vehicular system seems to be impossible according to
Linkov et al. [297]. Therefore, an effective strategy would not be eliminating them but
being prepared for their occurrence and knowing how to adequately react to their
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impact. Consequently, as a future work, we are currently working on proposing a
certification model using security- and privacy-by-design approaches to establish a
thorough security audit. We elevate the results of the present work further by evaluating
the existing standards, which thereafter are processed (selecting the best standards,
propose improvements and make them more specific towards the CAV ecosystem) to
constitute the skeleton of our proposed certification model. To this end, the certification
model will tie together the organisational procedures, risk and threat assessment
approaches and recommendations of the most adequate patching, scanning and
penetration testing methods. Thereupon, our intended certification model would
present the road map for security auditing of highly automated vehicles.

2.7.2 Future work related to data privacy

With regard to the privacy by design of ACS, there is a need to have more clarity on the
various technical measures implemented at the ACS such as anonymisation and
pseudonymisation. Still there is much debate about the effectiveness of the
anonymisation technologies and the inherent risk to de-anonymise data by using
reverse engineering technologies or by combining anonymised data with other
information leading to identify a person. As a future work, we are progressing on
identifying the compatibility of privacy laws with security technologies focusing on the
gap between the legal definitions and the technological implementation of
pseudonymisation and anonymisation.

2.7.3 Work limitations

Furthermore, the number of standards from various standardisation bodies at any stage,
published or under development, changes very often which requires a recurrent update
of the standards findings. Moreover, multiple standards can be overlapping, like ETSI
standards that are partly rivalling with CEN and ISO sets; which let the concern open to
the OEM or the service provider to select the standard to which they are seeking
compliance. Finally, the cost to dive deeply into some standards represents a real
limitation of the present review since the research was done based on the standard
description or through free institutional resources.

2.8 Conclusion

With the advancements in the domain of CAVs, authorities are looking into integrating
these, as ACSs, into the traditional public transports, either to extend or to replace
existing services. The introduction of the ACS brings promise of great benefits to its
citizens, especially for those with special needs, making public transport more
personalised. However, as with everything Internet capable, it inherits its flaws and
dangers in addition to being a ‘new’ vehicle that is still in its infancy. As the use of
these mini-buses are intended to no longer have a driver (legally still required in many
countries), it is up to the services provided to its users to ensure a comfortable and safe
journey. This endeavour involves a significant amount of digital services and a complex
infrastructure for operating a fleet of automated mini-buses, which require always to be
connected and communicating in real-time.
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Consequently, the goal of the present work is to provide a united and collated source
of references for any researcher to look into when analysing associated cybersecurity and
data privacy risks of integrating ACS in his/her city on the way to the future development.
We want to have a holistic approach to include three facets of the risk plan (security,
data protection, standards) in a singular framework for ACS integration into smart cities’
operational environment.

In each facet, extensive analysis have been provided by pointing out the gaps and
shortcomings in regard to this comprehensive view. A systematic categorisation and a
mapping within each of the domains provides structuring and clarity on the scope of
the threat landscape and efforts by the research community, the authorities and public
& private organisations. Furthermore, based on a thorough investigation of the latest
technologies and regulators efforts, the paper provides a novel and up to date reference
of threats, technical and legal mitigation strategies to the ACS as a specific case of the
IoV domain.

For cybersecurity, we defined two layers on which cyber attacks can occur,
‘in-vehicle threats’ dealing with the internals of the vehicle and ‘communication
threats’ that includes all different types of possible communication that may influence
the operation of a mini-bus. The attack surfaces have been further analysed and
associated mitigation techniques have been aggregated into six mitigation strategies
providing in-depth technical review relevant to ACS and their commonalities with
CAV, ITS and IoV landscape. As the human factors in greatly to any effective defence
strategy, cybersecurity regulations are essential to any ICT infrastructure. This work
looked at the main key players from different governmental authorities EU, UK, USA,
Japan as well as intergovernmental working groups. In regard to the data privacy,
clarity is provided through identification of the laws, guidelines and recommendations
from the different regulatory bodies (key players). Three major technical mitigation
solutions were analysed concerning the safe storage and transmission of data and are
highlighting the importance of employing good data privacy solutions. The data
privacy regulations have been summarised into the hard and soft laws, aggregating the
most relevant regulations and laws from EU, international and intergovernmental
initiatives, while underlining the new efforts being made towards CAVs. The last
domain, summarised the main (seven) standardisation bodies and their standards
regarding the cybersecurity and data privacy. It further provides insights in how these
organisations operate, joined efforts and specialise in specific domains relevant to the
ACS ecosystem.

This work brought together the key pieces of information on cybersecurity and data
privacy relevant to the exploitation of ACSs. It can be summarised that great efforts are
made in each of the domains and are expected to continue alongside the evolvement of
the CAV, ITS and IoV in terms of technological progress, deployment environments
(urban, suburban and rural requirements) and business-models & services
(inter-transport connectivity, advertisement strategies, on-demand flexibility).
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Chapter 3
Article II: The interface of privacy and data decurity in automated city
shuttles: The GDPR analysis

Relevance

As part of the data privacy examination, this article provides an in-depth analysis of the
data protection requirements that should be considered by the CAV generally, and the
ACS’s stakeholders specifically. To complement the answer to RQ2, this article extends
further the data privacy investigation presented in Chapter 2 by exploring the GDPR
articles in details and examining the privacy-preserving techniques efficiency. This paper
outcome represents a crucial pillar in developing a privacy-aware TARA as demonstrated
in Chapter 7.

Context

This article [44] was published in the Journal of Applied Sciences whose IS: 2.48, h-
Index: 22 and SJR: 0.336 according to the Resurchify portal1.

Own contribution

My contribution to this work consists of: (i) leading fine-grained investigation on data
privacy implications related to the ACS deployment (ii) providing holistic study of
privacy preserving techniques (iii) evaluating concrete implementations of GDPR
obligations. While the majority of the paper content was edited by me, the legal
discussion and the GDPR articles mapping was provided by the second author. The
content was subsequently examined by other co-authors and adapted to fit a scientific
journal rather than a legal one.

1https://www.resurchify.com/about

https://www.resurchify.com/about
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3.1 Abstract

The fast evolution and prevalence of driverless technologies has facilitated the testing
and deployment of Automated City Shuttles (ACSs) as a means of public transportation
in smart cities. For their efficient functioning, ACSs requires a real-time data
compilation and exchange of information with their internal components and external
environment. However, that nexus of data exchange comes with privacy concerns and
data protection challenges. In particular, the technical realisation of stringent data
protection laws on data collection and processing are key issues to be tackled within the
ACSs ecosystem. The present chapter provides an in-depth analysis of the GDPR
requirements that should be considered by the ACSs’ stakeholders during the
collection, storage, use and transmission of data to and from the vehicles. First, an
analysis is performed on the data processing principles, the rights of data subjects and
the subsequent obligations for the data controllers where we highlight the mixed roles
that can be assigned to the ACSs stakeholders. Secondly, the compatibility of privacy
laws with security technologies focusing on the gap between the legal definitions and
the technological implementation of privacy preserving techniques are discussed. In
face of the GDPR pitfalls, our work recommends a further strengthening of the data
protection law. The interdisciplinary approach will ensure that the overlapping
stakeholder’s roles and the blurring implementation of data privacy preserving
techniques within the ACSs landscape are efficiently addressed.

3.2 Introduction

The emergence of novel technologies based on AI and IoT in the transport sector presents
substantial regulatory challenges. Since the early stages of the IoV deployment through
CAVs, multifaceted problems of compliance to the European personal data protection
regulation have been raised [32]. To a greater extent, with the envisioned deployment
of CAVs into the public transportation through the ACSs, there are novel and daunting
regulatory hurdles to overcome [9].

The ACS, such as the one deployed in a pilot-site within the Avenue project [277]
and depicted in Figure 3.1, compiles multiple sensors and AI units’ inputs to achieve a
high automation driving, as per the SAE levels 4 and 5 [385]. A highly connected ACS
would use intrinsic communications and endless exchange of information through
V2V, V2I, V2C, and V2P to broadcast traffic conditions and share the predictions
within the vehicular network. Such a complex system makes the ACS able to navigate
autonomously while using real-time and fine-grained data.

With the rise of registered information by the in-vehicle components and the
vehicular external communications, data protection needs to become more significant
and applicable to the different types of data generated by the ACS. The ACS’s
sophisticated cameras can record both eventual obstacles disrupting the autonomous
driving mode and any visual personal data, including facial identities. In addition,
within the vehicular network, the nodes, which can be an ACS or a RSU, exchange
beacon messages combining identity, location, and temporal properties. Such messages
embed timestamps, vehicular information, authorisation certificates, and location
data [123, 441], which is qualified as personal data. In other words, those messages’
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Figure 3.1: Example of an automated city shuttle (Geneva, Switzerland).

content is linked to identified or identifiable natural persons (hereinafter, referred as
“data subjects”) under Article 4 of the GDPR [424]. Sometimes personal location data,
such as travel itineraries, can reveal sensitive information about data subjects’ health
condition, sexual orientation, racial or ethnic origin, political opinions, religious or
philosophical beliefs, or trade union membership [32]. In these cases, stricter privacy
protection rules are required to be applied.

An idiosyncratic element to consider when exploring the ACS ecosystem is the
provision of customised services to the passengers through the integration of LBS such
as the MaaS. MaaS is a mobility platform which bridges public transport to mobility
services by providing, for example, door-to-door services based on the passengers
information, including their location [406]. Hence, the more LBS services are
deployed, the more personal data are transferred through external digital platforms,
leading to higher risk of privacy violation. Based on such assumptions, the WP29, the
predecessor of the EDPB “whose purpose is to ensure consistent application of the
GDPR”, assessed the necessity of transparency and proportionality controls due to high
risk of personal data leakage and unlawful processing of mobility data [20].

The mere identification of the collection and further processing of personal data is
of vital importance to ensure protection from privacy risks, which is attempted to be
provided by regulatory frameworks such as the GDPR in the EU. Any failure to comply
with the GDPR requirements could potentially result in physical, material, or
non-material damage to natural persons, such as loss of control over their personal data
or limitation of their rights (Recital 85) [424]. Additionally, the ACS data privacy risks
entail further regulations such as the ePrivacy [152] and the NIS directives [422, 423].
Those directives urge to take the appropriate and proportionate measures for a high
level of information systems’ security to prevent and minimise the impact of cyber
incidents and attacks. For the purpose of our work, we constrain our analysis to explore
only the GDPR implications.

The present article provides the following contributions:

1. An extensive analysis on how the GDPR discusses the principles of data
processing, the rights of data subjects, and roles and responsibilities of the
stakeholders (data controllers, data processors, sub-processors, etc.) before,
during, and after the processing of personal data collected from the ACS.

2. Categorisation of the main privacy-preserving techniques that are applicable to the
ACS environment.
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3. Presentation of the gaps between the legal definitions and technological
implementation of privacy-preserving schemes recommended by the GDPR,
which are mainly pseudonymization and anonymization techniques.

4. Investigation, through interdisciplinary efforts, into the shortcomings and pitfalls
of the GDPR data processing principles in protecting personal data within the
complex ACS context.

This article addresses the following research questions:

• RQ1: According to the GDPR, what are the rights of data subjects that data
controllers have to take into consideration before initiating any processing of
collected data from the ACS ecosystem?

• RQ2: What is the attribution of role for each stakeholder involved in the ACS
landscape? What are their respective responsibilities based on the GDPR?

• RQ3: What are the relevant privacy-preserving techniques to protect personal
data within the ACS environment and how do each guarantee personal
information protection in line with the GDPR? Would the techniques
recommended by the GDPR be enough for an optimal protection?

The remainder of this paper is structured as follows: Section 3.3 discusses the
related work and makes a comparison of the present work with already published
efforts. Section 3.4 delivers a thorough review of the most crucial GDPR regulatory
effects while applied to the automated driving ecosystem. Section 3.5 overviews the
gaps between technological and regulatory disciplines in terms of implementation of
mitigation techniques to data privacy risks related to the ACS deployment. Section 3.6
offers concluding remarks and future work orientation about lawful processing of
personal data within the ACS environment.

3.3 Related work

With the pervasive technologies leading to driverless vehicles and their associated
privacy challenges, the GDPR has been serving as the European prominent legal
reference. As well as beyond the EU, the GDPR has paved the way for a global impact
regarding data protection [91]. To illustrate, the Canadian Personal Information
Protection and Electronic Documents Act (PIPEDA) was influenced by the GDPR to
strengthen consumer rights through aligned and similar obligations [359]. Additionally,
the Australian national transport authority acknowledged the GDPR while regulating
the ITS and automated vehicles’ data processing [24]. To that end, the GDPR has been
perceived as the international legislation for data governance with strict obligations to
data controllers, data subjects, and engineers for consent and privacy-enhancing
technology implementations [176]. Therefore, our work demonstrates efforts on deep
investigation into the GDPR and its relation to the automated vehicles. To this end, we
present three main avenues, namely, GDPR requirements, recognition of privacy
challenges, and privacy-preserving methods.
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3.3.1 GDPR in driverless landscape

Several works exist in the domain of data protection, aiming to provide analysis on the
GDPR’s proposed measures under the scope of the generic vehicular environment. For
instance, Taeihagh and Lim [415, 293] provided a brief overview of the GDPR with a
focus on consent and penalties conditions. Similarly, Pattinson, Chen and Basu [369]
discussed, as a GDPR requirement, the role of the data subjects’ consent while
operating on level 3 and 4 CAVs. Additionally, Vallet [437] presented the GDPR’s
applicability within a CAV environment but with a focus on drivers and vehicles
owners’ rights. Moreover, Krontiris et al. [281] analysed the data protection challenges
within the CAV environment by categorising the types of collected data, data subjects,
and data controllers profiles. The authors also highlighted the implications of the
GDPR on AI by matching relevant articles to technologies used for data processing.
Further multidisciplinary works presented interesting overviews on how the GDPR can
be considered within the development life cycle to avoid data privacy breaches [441,
91]. The genuine interest for such publications is the protection of the data subject
rights. Yet, an explicit and holistic review of all the CAV’s stakeholders rights and
obligations is still lacking.

Shifting from legal requirements on consent, data subjects, and data controller,
Bastos, El-Mousa and Giubilo [34] synthesised the principles of data processing and
the DPIA concerns. However, the paper scope remains broad to all IoT devices.
Despite the fact that ACS can be considered as a complex IoT device too, it has specific
parameters to be taken into account while performing such analysis. Conversely,
Ainsalu et al. [9] provided a more specific review to ACS discussing the legal
framework of testing and deploying such vehicles in Europe, though the authors
referred broadly to the GDPR as the integral law that controls the required processing
within the ACS without an in-depth analysis on the GDPR implications or limitations.

3.3.2 Data privacy challenges within vehicular environment

Extensive efforts in identifying data privacy challenges within the CAV’s ecosystem
were provided in multiple research works. Collingwood [85] and Glancy [183] warned
about the privacy implications of using automated vehicles as a means of public
transportation. They identified three fields of concerns, which are “autonomy privacy
interests, information privacy interests, and surveillance privacy interests”, where the
individuals acquire the total liberty and control to make independent choices about
themselves, their lives, and their data. They argue that by collecting and processing
data from CAVs, the passengers will lose control over their private information as the
data controllers may infer the individuals’ past, present, and future locations and
behavior. However, these papers do not refer to or analyse the compliance to any
specific law or regulation.

3.3.3 Data privacy-preserving methods

Motivated by the potential of privacy-preserving schemes, as recommended by the
GDPR, multiple literature reviews outlined clarification about the implementation of
pseudonymization and anonymization. Karnouskos and Kerschbaum [260] studied the
feasibility of insuring the integrity of automated vehicles while preserving the
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individuals’ privacy. Two particular concepts are brought forth by the GDPR, namely,
Privacy by Design (PbD) and Privacy by Default (PbDf). Although these concepts are
not necessarily new [195], as part of the GDPR their impact can be significant. PbD
starts with the implementation of security measures from the outset of data processing
and extends to the implementation of technical and organisational measures during the
whole lifecycle of the data involved, whereas PbDf calls for personal data, which is
necessary and proportionate for each specific purpose of the processing to be
accomplished. This relates to the amount of personal data collected, the extent of the
processing, the retention period, and who has access to it. The authors focused on the
deployment of PbD principles and technical mitigation techniques based on encryption
and anonymization in the scope of CAVs. Similarly, Mulder and Vellinga [336]
highlighted the difference between pseudonymization and anonymization as the key
privacy-preserving techniques required by the GDPR and applied to vehicular
environment. In a broader scope, Ribeiro and Nakamura [381] compared
pseudonymization and anonymization techniques and how they can protect personal
data within IoT systems. Unfortunately, most of these works neither provided a
comprehensive categorisation of the applied pseudonymization and anonymization
techniques to the ACS environment, nor flagged the re-identification risks related to
such techniques.

The most detailed analysis attempting to raise re-identification risks were proposed
in [54, 290, 300]. Brasher [54] discussed the limitation of anonymization and
encouraged its conjunction with pseudonymization to reduce the re-identification risks.
Li et al. discussed the inference and de-anonymization risks within the driverless
environment [290]. Löbner et al. [300] evaluated the re-identification risks and impact
within the vehicular context through a real test bed scenario, though the efforts remain
limited to some of the privacy-preserving techniques without reviewing them
thoroughly.

Not limited to researchers, EU institutions initiatives assessed the re-identification
risks in multiple publications. The opinion 05/2014 of the WP29 [20] represents one of
the first guides approaching the effectiveness of anonymization techniques. ENISA
provided deeper analysis on pseudonymization and anonymization implementation,
differences and limitations [124, 153]. Nevertheless, such publications’ scope remain
very wide, yet applicable to driverless environment.

Following this presentation on the related research and the analysis from Table 3.1,
we differentiate from the other efforts by:

• Presenting an interdisciplinary approach regarding data protection requirements
in the ACS ecosystem by assessing and addressing simultaneously both regulatory
and technical challenges.

• Providing an in-depth analysis of the GDPR provisions and limitations that are
relevant to the ACS.

• Having a closer examination on how the legal requirements are compatible with
the technologies deployed in the ACS.

• Analysing the inconsistencies between the legal definitions on pseudonymization
and anonymization in the GDPR and their technical implementation through a
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comprehensive categorisation of the most relevant applicable techniques into the
ACS landscape.

• Developing a significant reference point for academic research on ACS, public
transportation operators, OEMs, policymakers, and service providers, acquiring
or looking forward to deploying ACSs within their systems.

Table 3.1: Related work comparison
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ENISA [153] 2022 7 7 7 3 7 7 7 7 3 3 3 3 3 3

Mulder and Vellinga [336] 2021 7 3 7 7 3 3 3 3 3 3 3 3 7 7

Löbner et al. [300] 2021 7 3 7 7 3 7 7 7 7 7 7 3 3 7

ENISA [124] 2021 7 3 7 7 3 7 7 7 7 7 3 7 7 7

Pattinson, Chen and Basu [369] 2020 7 3 7 7 3 3 3 3 7 7 7 7 7 7

Krontiris et al. [281] 2020 7 3 7 7 3 3 3 3 7 3 7 7 7 7

Costantini et al. [91] 2020 7 3 7 7 3 7 3 7 3 7 7 7 7 7

Vallet [437] 2019 7 3 7 7 3 3 3 7 7 7 3 7 7 7

Ribeiro and Nakamura [381] 2019 7 7 3 7 3 7 7 7 7 7 3 3 7 7

Li et al. [290] 2019 7 3 7 7 3 7 7 7 7 7 7 3 3 7

Taeihagh and Lim [415, 294] 2018 7 3 7 7 3 3 3 7 7 7 7 7 7 7

Veitas and Delaere [441] 2018 7 3 7 7 3 3 7 7 3 7 7 7 7 7

Bastos, El-Mousa and Giubilo [34] 2018 7 7 3 7 7 3 3 3 7 3 3 3 7 7

Ainsalu et al. [9] 2018 3 7 7 7 3 7 7 7 7 7 7 7 7 7

Karnouskos and Kerschbaum [260] 2018 7 3 7 7 3 7 7 7 7 7 3 3 7 7

Brasher [54] 2018 7 7 7 3 3 7 7 7 7 7 3 3 3 3

Collingwood [85] 2017 7 3 7 7 3 7 7 7 7 7 3 3 7 7

WP29 [21] 2014 7 7 7 3 7 7 7 7 7 7 3 3 3 7

Glancy [183] 2012 7 3 7 7 3 7 7 7 7 7 3 3 3 7

This work 3 7 7 7 3 3 3 3 3 3 3 3 3 3

a Privacy Challenges
b Data Subjects
c Data Controllers
d Privacy Preserving

3.4 GDPR implications

While the level of privacy protection for ACSs has been effective with a number of
technical solutions offered by pseudonymization and anonymization techniques, further
discussed in Section 3.5, it is noteworthy that the respective legal framework as set
forth in GDPR faces new regulatory challenges [336]. In the present section, we
overview how the data protection regulation covers the principles of data processing
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and the rights of data subjects. This section sheds the light on the difficulties regarding
the application of the data processing principles within the ACS ecosystem, and the
risks to data subjects’ rights during the data processing operations. In addition, we
identify all the stakeholders who manage personal data, their interaction, their exact
roles in the ACSs ecosystem based on the GDPR terminology, and their compliance
requirements. Furthermore, by analysing whether it is justifiable to incorporate DPIA
in relation to the purposes of personal data collected, generated, and stored by ACS,
and its value [20, 122, 24].

3.4.1 Data processing principles

Any processing of personal data should occur in the light of the legal principles as set
in the body of the GDPR subsequently illustrated in Figure 3.2. According to Article
83 Section 4 [424] of GDPR, any failure of the entities involved in the processing to
comply with the data processing principles may result in administrative fines and other
sanctions. Certainly, the adherence to these principles by the controllers seems to be a
fundamental requirement for the assessment of their compliance to the GDPR. To that
end, data should be processed with respect to the following principles [424]:

1. Lawfulness, transparency, and fairness: where data collection practices are
conducted based on a thorough understanding of the GDPR law and without
hiding the type of collected data and the reason for its processing from the data
subjects (Article 5, Section 1.a and 6).

2. Purpose limitation: where the processing is approached based on the specified,
explicit, and legitimate purposes with no further processing in a manner that is
incompatible with those agreed on purposes (Article 5 Section 1.d).

3. Storage limitation: calling for data storage no longer than it is necessary for the
purpose for which the personal data is processed (Article 5 Section 1.e).

4. Accuracy: where controllers should take necessary measures to process only
correct data (Article 5 Section 1.b).

5. Data minimization: aiming to limit the amount of processed data to the lowest level
and requiring data destruction once the purpose of the processing is completed
(Article 5 Section 1.e).

6. Security: requiring data controllers to employ the appropriate technical and
organizational measures designed to effectively implement integrity and
confidentiality through PbD and PbDf principles (Article 25 Sections 1 & 2).

7. Accountability: requiring data controllers to put in place appropriate
privacy-preserving measures that are able to demonstrate compliance to the
regulation at any stage (Article 5 Section 2).

To support continuous automated navigation of ACS, data are used permanently.
This perpetual data usage poses multiple challenges to the aforementioned principles.
First of all, collecting large datasets of personal data to train the AI models jeopardizes
the data minimization principle [281]. Secondly, further collection, use, transmission,
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or storage of personal data may exceed the purpose limitation principle from the
beginning of these data processing operations. Additionally, innovative autonomous
and connected technologies applied in the ACS complicate the implementation and
monitoring of the proper security measures in line with as the data protection by PbD
and PbDf principles. Finally, while being part of the public transport system, the ACS
have multiple stakeholders involved in data processing. These stakeholders act as data
controllers or data processors or their roles change. For this reason, they have to
provide personal data guarantees and mitigate potential privacy-related risks [9, 293]
based on the accountability principle.

Data
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transparency
and fairness
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3
�
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Figure 3.2: Data processing principles summary.

The subsequent sections are the result of our research to find the answers to the target
research questions. Section 3.4.2 sets the basis for understanding the scope of RQ1 and
provides the relevant findings. Then, Section 3.4.3 outlines our analysis in the form of a
comprehensive study focused on the ACS’s environment to address the RQ2.

3.4.2 Data subjects rights

To ensure transparency and fairness of data processing, the GDPR grants the data
subjects specific control rights [437]. It should be mentioned that, at every stage of data
processing, data subjects remain the owners of their personal data as verified by the
right of access to personal data by virtue of Article 15 of the GDPR. By providing
individuals access rights, the GDPR imposes a number of obligations to the entities that
collect and process data, as well as allows the Data Protection Authoritiess (DPAs) to
ask for demonstrations of accountability or impose fines if data subjects’ rights are not
secured. Data controllers provide specific practices and technologies to the data
subjects to control and exercise their rights during the entire data processing. For
instance, the information about the exercise of rights is available in the privacy policy at
the controller’s website. Controllers can facilitate, specifically, the access, the deletion,
the transfer, or the removal of personal data by providing modification settings [149].

One of the most crucial rights is the right to be informed (Articles 12–14). Prior to
the processing of personal data by the controllers, the data subjects shall be informed,



70 | Article II: The interface of privacy and data decurity in automated city
shuttles: The GDPR analysis

in a transparent way, of the identity of the data controller, the purpose of processing,
the data recipients, the data retention period, and the data subjects’ rights. In relation to
the right to be informed, it is noted that data subjects should be informed in clear and
plain language about any data breaches where their personal information is leaked and
this leakage is likely to result in a high risk to their rights and freedoms as per Article
34 of the GDPR. For exercise of the right to be informed when the collection and use of
data is intended for the vehicular automated decision-making and profiling purposes, the
data subjects should receive “meaningful information about the logic involved” as well as
the significance and the envisaged consequences of such processing for the data subject
as per Article 13 Section 2.f [424]. The WP29 in its revised guidelines [18] clarified
that the complexity of the technologies should not justify the lack of information. In
the light of this clarification, the OEMs, other equipment manufacturers, and service
providers, qualifying as data controllers, should explain clearly to the ACS’ data subjects
the automated processing methods and their objectives.

Other rights include the right to rectification (Article 16). This right allows the data
subjects to correct their personal data when it is inaccurate. The right to erasure (or
right to be forgotten) allows the individuals to ask for their personal data to be deleted
(Article 17). For instance, if an ACS operator (i.e., data subject) has consented to test
the efficiency of a newly deployed system, he or she can withdraw such consent at any
time and require the controller to erase all the information that was processed for the
validation of this system. However, in following our example, if the OEM (i.e., data
controller) demonstrates that he or she collects and processes personal data to detect
shortages in the ACS with a view to improve safety of the vehicles and, subsequently,
the safety of the public (overriding legitimate interests), the right to be forgotten may
not be invoked pursuant to Article 17 Section 1.c of the GDPR. Further, the right to
restriction of processing gives the data subjects the power to limit the processing of
their personal data with several rules and exceptions (Article 18) [424]. Article 20 of
the GDPR foresees the right to portability, permitting the data subjects to receive a
copy of their personal data in a structured, commonly used, and machine-readable
format and to transmit those data to another controller without impediment from the
initial controller. An illustrative example of the exercise of data portability takes place
when ACS passengers may require an ACS technical service provider to give all the
information collected during a specific period and share it with a third party, such as an
insurance company, in case of a car accident. As per Article 21, the data subjects also
have the right to object to any processing of their personal data that they do not consent
to. This latter right could require special attention and enforcement due to the large
amounts of data collected and analyzed from the ACS. Meaning, continuous data from
sensors, onboard processing, and big-data increase the complexity and impose
additional requirements. Furthermore, the necessity for safe operating implies the
capture of potential (inadvertently) subject data, where an objection would compromise
its safe operation. From the above analysis, it is clear that the exercise of these rights is
a vital part of the privacy interests of the data subjects, offering many possibilities to
perform them and demanding the necessary guarantees from the controllers. The
existence of several controllers in the ACS ecosystem means that common controllers
should specify whose responsibility is the protection of the rights as per Article 26
Section 1 of the GDPR.
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3.4.3 Data controllers’ and data processors’ compliance

The data controllers play a crucial role in the course of processing as they decide its
purposes and means. A data controller can be a natural or legal person, a public authority,
an agency, or other bodies. The core responsibilities of the data controllers involve [424]:

• The implementation of the data processing principles (Articles 5–11).

• To inform data subjects as elaborated in Section 3.4.1 and secure their rights
(Articles 12–23).

• The implementation of security measures such as the deployment of
privacy-preserving techniques discussed in Section 3.5 (Articles 5, 25, and 32).

• The arrangements with the joint controller (if any) (Article 26).

• The engagement of processors (Article 28).

• The notification of personal data breach to the relevant data protection authority
(Article 33).

• The communication of personal data breach to the data subjects (Article 34).

• The realization of DPIA (Article 35).

• The designation of the Data Protection Officer (Article 37).

• The transfer of data to third countries (Chapter V, Articles 44–50).

• The communication with the DPAs (Articles 31, 36, and 37).

• The compliance with specific processing situations (Articles 85–91).

• Retain all the necessary documentation and records (as listed throughout GDPR
articles).

The existence of two or more data controllers makes the involved parties “joint
controllers” by virtue of Article 26 of the GDPR. Based on this article, two entities
meet the requirements of joint controllers when they “jointly” determine the purposes
and means of processing. If the criterion of joint decision is missing, then the
stakeholders are not “joint” but sole data controllers. The EDPB with its recent
guidelines on data controllers and data processors shed light on the ambiguity regarding
the respective roles of joint controllers. Under Article 26, the joint controllers need to
clearly define their respective compliance obligations, especially with regard to the
exercising of data subjects’ rights and the provision of information under Articles 13
and 14 of the GDPR. With regards to the legal relationship among the joint data
controllers, the GDPR does not require a specific legal binding act. Nevertheless, for
reasons of legal certainty, the EDPB recommends a contract or other legal act under EU
law to identify the specific obligations that (joint) controllers have. In general, the
principles of transparency and accountability of the data controller are applicable to all
the joint controllers. Therefore, the responsibilities enlisted above extend to them. This
practically means that joint controllers are responsible for demonstrating compliance to
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the GDPR based on their specific obligations as described in the contract or any other
legal act, and noncompliance may result in administrative fines under Article 83 [122].

The Court of Justice of the European Union (CJEU) has adopted a broad definition
regarding the notion of joint controllers and the allocation of their responsibilities. In a
2019 decision, in the Facebook Fan Pages case, the Court held that the administrators
of Facebook fan pages are joint controllers together with Facebook. Although they had
access only to anonymized statistical data and not to any personal data by creating the
fan webpage, the administrators allowed to Facebook to collect data and made it joint
controller. This judgment also stated that “the existence of joint responsibility does not
necessarily imply equal responsibility of the various operators involved in the
processing of personal data” [99]. Further, in another notable case, the Facebook
Fashion ID case [100] it was held that the “existence of joint liability does not
necessarily imply equal responsibility of the various operators engaged in the
processing of personal data. On the contrary, those operators may be involved at
different stages of that processing of personal data and to different degrees, with the
result that the level of liability of each of them must be assessed with regard to all the
relevant circumstances of the particular case”. With these two decisions, the CJEU has
validated a broad scope of joint controllers and has taken a clear position on the level of
involvement in the data processing, the extent of responsibilities of joint controllers at
every processing stage, and the degree of their liability.

The analysis of the joint controllership is relevant to the ACS because many service
providers may qualify as joint controllers, as Figure 3.3 shows. The Public Transport
Operators (PTOs), the OEMs, and cloud service providers may determine the means
and data processing purposes of data collection and usage by the ACS. In actuality, in
the light of the Facebook ID case, it was held that the notion of joint controllership
exists even if the data are not personal. This statement extends the possibilities of joint
controllership to other actors who process even anonymized data in the ACS. As far
as the obligations and responsibilities, a clear arrangement among the data controllers
should arrange the compliance to the regulation and the data subject’s rights. It should
be noted that the decision about joint controllership may reveal that the very same of the
above stakeholders may act as joint controllers in the event of commonly determining
the means and purposes of processing. In other cases, though, this interaction concerns
a party that processes personal information on behalf of another while both parties may
have been involved in joint operations that precede or are subsequent in the overall chain
of processing [150].

When the data processing is carried out on behalf of the data controller, the entity
performing the processing acts as a data processor. Under Article 4, a data processor
can be a natural or legal person, public authority, agency, or other body. Article 28(1) of
the GDPR necessitates that only processors providing sufficient guarantees to implement
appropriate technical and organizational measures should be engaged by a controller.

Although the definitions of the data controllers and data processors are clear by law,
there is perplexity around the identification of the data controllers and the data processors
in the ACS ecosystem [335]. This perplexity can be justified due to the fact that the roles
of data controllers and data processors change rapidly. This may also mean that when a
processor acts in a way that infringes the contract or another legal act or makes decisions
in an autonomous way about the purpose and the the means of a specific processing



3.4 GDPR implications | 73

Data Controllers

Public Transport
Operator

Original Equipment
Manufacturer

Cloud Service Provider
(SaaS, IaaS, PaaS)

Joint Controllers
(OEM, Cloud Service

Provider, Fleet Operator)

Data Subjects

ACS Passengers

ACS Operator

Data Processor

Software Provider

Hardware Provider

Cloud Service Provider

Fleet Operator

Sub-Processors

Figure 3.3: ACS’s stakeholders classification per the GDPR terminology.

operation, it may qualify as a controller (or a joint controller). When a processor acts as a
delegate of the data controller with a mandate to perform specific tasks following specific
instructions, this entity remains a processor as long as the duties do not deviate from these
responsibilities. It is noted that data processors can engage in the data processing of other
entities. The latter entities qualify as sub-processors. Pursuant to Article 29 Section 2,
the data controller should provide a prior specific or general written authorization.

The GDPR has a detailed description of the legal relationship among controllers
and processors. The basis is a contract or other legal act under Union or Member State
law that is binding. This legal document sets out the subject matter and duration of the
processing, the nature and purpose of the processing, the type of personal data and
categories of data subjects, and the obligations and rights of the controller. Article 28
Section 3 of the GDPR enlists the specific processing duties that this legal act
describes [424]. Inter alia, data processors should take all security measures required
under Article 32, such as a data pseudonymization and encryption that will be reviewed
in the section hereafter. Furthermore, they should assist controllers in fulfilling their
obligations to respond to requests for exercising the data subject’s rights. Finally, data
processors should assist controllers’ compliance with the obligations pursuant to
Articles 32 to 36.

More specifically, as shown in Figure 3.3, in the essence of data processing in the
ACSs we have the data subjects. The OEMs can be regarded as data controllers since
they determine the means and purposes of processing. A fleet operator can be seen as
joint data controller, under the conditions of joint controllership mentioned above, as
they process data on behalf of the controllers [336]. Further examples of data
processors include the distributors who perform legitimate remote monitoring, auto
repair shops, navigation software providers and navigation apps developers, telematic
service providers, or mobile network operators (MNOs) [281]. Per the required V2C
communication within the ACS environment, the cloud service providers have a
duplicated role to be considered, which can be a data processor or a data controller.
This differentiation of the cloud service providers’ roles derives from the fact that
depending on the specific “service” they offer, i.e., Software as a Service (SaaS),
Platform as a Service (PaaS) and/or Infrastructure as a Service (IaaS), different roles
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and respective responsibilities are assigned.

3.4.4 Data protection impact assessment

Pursuant to Article 35 of the GDPR, the data controllers are required to undertake a
DPIA prior to data processing, especially when this processing is likely to result in a
high risk to the rights and freedoms of natural persons. In particular, the GDPR enlists
a non-exhaustive list of risk factors to be taken into consideration, and once assessed, a
DPIA must be performed:

• A systematic and extensive evaluation of automated processing, including profiling
and similar activities that have legal effects or affect the data subjects.

• Processing on a large scale of special categories of sensitive data such as racial or
ethnic origin, political opinion, and of personal data relating to criminal
convictions and offenses.

• A systematic monitoring of a publicly accessible area on a large scale.

Data processing at a large scale seems more relevant to the processing of personal
data by and within the ACSs. Recital 91 provides information about what large scale
means. It is the processing by making reference to the number of data subjects concerned,
the volume of data processed, and the duration and the geographical extent of the data
processing activity. It is understood that under these circumstances a DPIA is mandatory.

Nonetheless, even in cases where a DPIA is not legally mandated, data controllers
should consider evaluating the data processing. Such practice would allow them to
make a thorough assessment of the envisaged processing operations and to mitigate the
risks as detailed in Article 35 [424]. In general, even in the cases where a DPIA is not
required, it would be useful to carry out one as early as possible in the design
process [149] under Articles 35(1) and 35(10) in combination with recitals 90 and 93
and with prior consultation of the DPAs under Article 36 of the GDPR. The DPIA
should be publicly available and “continuously reviewed and regularly reassessed” [19].

Finally, conducting a DPIA is a tool of controllers’ accountability. As such, it is
part of the data controller’s responsibilities to which they must show compliance, and,
as mentioned, inability to be compliant to Articles 35 and 36 holds them accountable.
However, due to the rapidly evolving nature of the autonomous technologies, the time
for the realization of a DPIA, and the requirement of periodical assessment, a DPIA, in
practice, might not fulfill its purpose and this challenges the controller’s accountability.

3.5 The interface of privacy and data security in ACSs

Our next challenge that we would like to tackle uncovers how legal requirements, as
derived from the GDPR, meet and coexist with technical solutions for preserving privacy
within the ACSs ecosystem. More specifically, we seek for an answer to the RQ3 to
advance the ACS specific knowledge on the appropriateness of the existing technological
solutions for the data privacy preservation. As stated in Section 3.4, PbD and PbDf
require the implementation of several technological measures, such as pseudonymization
and anonymization. Multiple scientific research reviews and law provisions [153, 124,
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336] discussed those techniques to meet the integrity and confidentiality in addition to
data minimization as part of the GDPR data processing principles (Figure 3.2). Besides,
such techniques embed further reverse engineering risks leading to re-identification of
personal information as assessed by the opinion 05/2014 of the WP29 [20]. The present
section elevates the discrepancy of the required mitigation solutions by evaluating legal
recommendations and technical approaches.

3.5.1 Privacy-preserving techniques overview

The GDPR introduces pseudonymization and anonymization as prominent
countermeasures to protect personal data since they lower the risk of linking personal
data to their related data subjects. In legal terms, such schemes are forethought
differently and independently, while, technically, they offer incommensurable levels of
privacy-preserving.

We observed an ongoing debate regarding the effectiveness of privacy-preserving
approaches and the inherent risk to re-identify data by using specific reverse
engineering technologies or by combining anonymized data with other
information [368, 6]. The opinion 05/2014 flagged three main risks related to
non-robust privacy-preserving methods [21]:

• “Singling out”: when the data subject’s data are isolated to identify the natural
person attributes or track their localization.

• “Linkability”: when correlation of multiple records, at least two, of the same
individual leads to the identification of the person.

• “Inference”: when a data subject’s data are deducted from a dataset or through
additional information leading to their identification [290].

By extending the opinion 05/2014 risks, we present a clear categorization and
highlight the limitations of the most relevant pseudonymization and anonymization
schemes for the ACS environment.

Pseudonymization

The pseudonymization technique is introduced in Article 4 (5) of the GDPR [424] as a
privacy-preserving measure and a safeguard that supports data processors and
controllers to meet the data protection obligations. Pseudonymization does not remove
all identifying information from the personal data but merely reduces the linkability by
hiding the identity of the data subjects from third parties [21, 153, 124]. Technically, by
using pseudonymization, the data subjects identifiers are substituted by a code, hiding
the sensitive data, which can be re-identified using a key [444].

Encryption illustrates perfectly the pseudonymization technique as it uses secret
keys that can reversely be decrypted and hence make personal data readable. Within the
automated driving context, multiple researchers [316, 113] introduced several
privacy-preserving encryption schemes such as CPPA and GSIS where only predefined
and trusted authorities are legitimated to decrypt the keys within the vehicular
communication system. To that end, encryption increases the confidentiality and lowers
the risk of misusing personal data. However, such protection depends on the strength of
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the algorithm that can be built either using public/private keys or hash functions which
guarantee different levels of security [381].

Tokenization is another pseudonymization scheme that can be considered within the
vehicular environment. It is the process of replacing sensitive characters by other
random non-sensitive values that cannot be mathematically computed from the data
source length [361]. Although, when applied to location data, even if the identities are
replaced by pseudonyms, individuals can still be singled out and tracked, as
demonstrated by De Montjoye et al. [109].

ZKP is a promising cryptographic protocol that is based on an exchange of
messages between a prover and a verifier where the prover has a secret but does not
reveal information about the secret, per se. However, the prover should provide more
information about their secret to establish the trust with the verifier [446]. Gabay,
Akkaya and Cebe [172] demonstrated how ZKP can be used for electric vehicle
authentication within the V2X communication. ENISA [153, 124] presented the ZKP
as a pseudonymization technique implementing authentication and which increases
confidentiality and data minimization required by the GDPR, although, the additional
collected information by the verifier presents a risk for a future data leakage and again
impacts the individual’s privacy.

Consequently, not all pseudonymization techniques are suitable to any sensitive
data type within the ACS environment. In addition, data controllers and data processors
have to keep track of such techniques to make the processing part of the GDPR scope.
Furthermore, the combination of pseudonymization with further anonymization-based
schemes is much recommended and would definitely strengthen the privacy within the
ACS ecosystem [6, 153, 21].

Anonymization

The anonymization technique is where both identifiers and keys are removed and the
link between individuals and their locations is concealed for identity perturbation
purposes [417]. It is considered as a solution to permanently remove personal data
leading to identification of a natural person [424]. Recital 26 excludes anonymous
information from the GDPR scope as it is assumed to be a long-lasting and irreversible
solution. Similarly, the ePrivacy Directive [152] emphasizes erasing or anonymizing
traffic and location data within the vehicular communications (Article 6 (1) and Article
9 (1)).Despite the best efforts on removing identifiers or even the keys, privacy can still
be compromised [444].

There is a wide spectrum of anonymization techniques that can be applied to
protect vehicular data, but their definitions are noticeably overlapping and commonly
mistaken [361]. Data randomization (also called noising) and data generalization are
the core anonymization families according to opinion 05/2014 of the WP29 [21].
Researchers discussed multiple randomization approaches that vary from noise
addition, differential privacy, and swapping, to masking.

Noise addition occurs when an appropriate and proportionate noise is added to
randomly modify the sensitive data [300]. Applied to location data, noise addition
would result in falsifying, for example, the exact differential GPS coordinates with an
additional 10 km. Although, with some knowledge about the other dataset’s attributes,
an attacker can filter out the noise or link it to another database to regenerate the
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missing information [21]. Differential privacy is a different approach of noise addition
that can be applied to larger datasets with the promise of learning useful information
about a population while the individual’s privacy is conserved. By adding random
noise to a set of data before learning from it, private inputs are hidden without
impacting the result accuracy [119]. However, simple efforts would lead to inferring or
predicting individuals and/or location attributes [192]. Swapping, also called
permutation, is a randomization technique that leads to falsifying a data entry by
shuffling personal information within a dataset. Although, if a dataset has redundant
attributes, the permutation will not be efficient and will lead to potential failure of the
intended anonymization goals [21].

Data masking is frequently considered as a further randomization technique that
refers to the process of hiding true values to make the sensitive information
inconceivable, such as by replacing characters with asterisks [361]. Nevertheless, data
masking remains a generic term that refers to the process of hiding true values [153],
which at the end can refer to pseudonymization or anonymization [414]. The key
measure to classify data masking as either an anonymization or a pseudonymization
scheme is the eventual reversibility property. According to the GDPR (Recitals 28 and
29, Article 4 (5)) [424], a reverted process is considered as a pseudonymization
technique which, unlike anonymization, makes it subject to different legal provisions
and additional technical and organization efforts from data controllers. Therefore, in
our view, we consider data masking to be a parent node for pseudonymization and
anonymization, as depicted in Figure 3.4. This reflects how easily misunderstandings
about the anonymization techniques can lead to unintentional unlawful processing [6].

Generalization is when the attribute’s value is substituted with a broad but
semantically logical value [339]. Applied to personal data within the automated driving
system, generalization can replace the specific location data with a broad city or
country name. Such techniques are implemented by generalizing or diluting the
identifiers in a way that replaces the week instead of the day and the country instead of
a city location [21]. The main limitation of the generalization theories is that it cannot
be applied to all types of data such as names or data entry identifiers, yet they remain
efficient for location data. Meanwhile, even with the most refined generalization
technique, the risk of inference depends on the adversary’s knowledge and the selected
anonymization parameters [448]. The key generalization techniques, pointed out by the
WP29 [21] and ENISA [153], and which can be applied to the ACS personal data, are:

• k-anonymity/aggregation: hides a data subject in the crowd (called also equivalent
class) by grouping their attributes with k-1 other individuals. The scheme provides
a convenient protection from being singled out, though the inference risk remains
important [381].

• l-diversity: handles the k-anonymity limitation by ensuring that in every crowd
there are l-different values. Such difference reduces the inference risk but does
not completely eliminate it [390].

• t-closeness: is a refinement of the l-diversity theory that aims to set a t-threshold by
computing the resemblance of a sensitive value distribution within the equivalent
class in comparison to the attribute distribution in the whole dataset [361].
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Figure 3.4: Classification of privacy-preserving techniques.

More specific to location data, obfuscation techniques are meant to purposely
return incorrect location information to make the unauthorized tracking difficult [261].
Although the obfuscation approach is considered as a multifaceted scheme that does
not have a straightforward definition in the literature, multiple researchers interpret
obfuscation as a type of data masking or noise addition [361, 304, 300], while
others [417, 294] define it as a segregated principle from anonymization and
pseudonymization. As depicted in Figure 3.4, the obfuscation has been classified as an
anonymization scheme for its theoretical irreversibly. Despite the definition, the
obfuscation techniques come with the promise to definitively break the linkability
between the individuals’ data and their location in combination with time, though it is
true that obfuscation techniques offer geo-indistinguishability and protect location data.
However, such mechanisms remain as vulnerable to re-identification attacks as other
anonymization theories, as per Kawamoto and Murakami’s attack simulation [261,
337].

To that end, there is no “one-size-fits-all” [300], and privacy-preserving is a process
of combining accurate schemes depending on the nature of personal data, the
acceptable level of re-identification with regard to data protection obligations, and the
intended data usability.

3.5.2 Privacy-preserving pitfalls

The aforementioned discussion highlights the discrepancy between regulator’s efforts
and scientific works. From the legal perspective, we summarize below our key findings:

• Pseudonymization is indicated as an appropriate “technical and organizational
measure” for data protection (Article 25 (1)) [424] without proposing the mixed
use of pseudonymization and anonymization schemes to make the
privacy-preserving level even higher.

• The GDPR considers the pseudonymization to be a reversible process and
anonymization to be permanent without highlighting the de-anonymization risk
over the time.
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• The opinion 05/2014 WP29 introduced the main risks and mitigation solutions
against the re-identification risk of anonymization; though the recommendations
do not cope with the rapid evolving technologies as more risks and
countermeasures are worthy to be extended by the WP29, which is currently
represented by EDPB.

• There is no precision from legal provisions about which anonymization technique
should be applied to each context, even if the likelihood of re-identifying personal
information might vary from one technique to another [444, 21].

Nonetheless, from the technical perspective:

• The re-identification likelihood can never be zero.

• Anonymization is not everlasting, as it can be reverted in the future. Instead of a
one-time operation, it should be assessed continuously.

• The choice of privacy-preserving scheme depends on the nature of the attribute
of the private data itself. To illustrate, techniques applied to anonymize a data
subject’s name or data entry identifier might not be suitable for location data.

• There is a common misunderstanding, as pointed out in Section 3.5.1, in defining
data masking as a subcategory of anonymization techniques. However, this
technique is broad enough to embed both pseudonymization and anonymization,
which would apply to different data protection obligations.

• Some researchers wrongly discussed encryption as an anonymization scheme,
though it should be considered as a powerful pseudonymization technique.

• There is no unique solution that fits all processing, but the privacy-preserving
technique should be selected on a case-by-case basis and depending on
technologies involved within the ACS.

To that end, the implementation of the GDPR principles may fall short even without
the compliance violation. Pseudonymization and anonymization help to comply with
the data protection obligations. However, they just assist in reducing the risks and not to
completely preserve privacy within the automated vehicle ecosystem. Hence, the GDPR-
ordained implementation requires further guidance from DPAs and the EDPB to keep
pace with the rapidly evolving technologies embedded within the ACS environment.

3.6 Conclusions and future work

Many ACS manufacturers envisage the deployment of ACS for public transport in the
coming years. According to The Global Market Insights report [375], its value will rise
from 1 billion USD in 2021 to 4 Billion USD in 2028. Addressing the privacy concerns
is crucial and a major challenge for the adoption of the ACS. The GDPR EU law
provides an unprecedented level of data protection. Nevertheless, the collection and
further processing of personal data raise crucial privacy concerns. We have identified
the challenges for the principles of purpose limitation and data minimisation resulted
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from the immense amount of data processed by the ACS. These principles,
encapsulated within the concepts of PbD and PbDf, aim to mitigate any risks to the
fundamental rights and freedoms of data subjects by the implementation of appropriate
technical and organisational measures. These risks are also associated with the multiple
data controllers and data processors, and their roles in the lifecycle of data processing
as stakeholders of ACS ecosystems. The multiplicity of stakeholders who are involved
in collection, transfer and storage of data, complicates the transparency of processing,
the adoption of the appropriate and sufficient security measures and, finally, their
compliance on the basis of the accountability principle.

With regard to the responsibility of the data processors and sub-processors, new
regulatory efforts have been initiated at European level [74] with a view to reinforce the
responsibilities throughout the supply chain. Similar efforts could be initiated for the
management of the automated and connected vehicles supply chain. It should be
highlighted that the efforts to address the regulatory complexity of the innovative
ecosystems should be approached in an interdisciplinary way by examining all the
existing regulatory aspects in the domain of AI, privacy, human rights, together with
the involving technologies and per sector. For instance, in 2021 the draft of the AI act
was circulated by the EU [160], destined to impact the critical infrastructures, the
transport sector being one of them.

In this work we raise the complexity of the stakeholders duties and how they may
accumulate multiple roles and obligations. Our recommendation to the stakeholders,
who act as controllers and processors, is to encompass all those factors to protect
fundamental rights and prevent potential data breaches within the ACS environment.
We advise to push for deploying specific use cases with constant security control,
monitoring and assessment overtime. Additionally, the present paper discussed the
discrepancy between the privacy preserving techniques and the way the same
techniques are advocated by the GDPR. As the existing data protection laws leave much
uncertainty about the effectiveness of pseudonymization and anonymization as major
countermeasures, the present work recommends a combination of legal provisions,
more fine grained definitions and a description of specific technologies preventing from
re-identifying personal data within the automated driving ecosystem. Additionally, we
endorse continuous control and aggregated countermeasures to exchange data and
knowledge leading towards lawful processing, secure interoperability and safe
integration of ACS to the new mobility concepts. As a matter of fact, the present
findings can be considered as the foundation for a potential upgrade of the European
personal data protection regulations to provide more granular insights on the ACS’s
stakeholders roles and reconsider the de-anonymization risks for an optimal data
privacy protection within the IoV environment.

As an ongoing effort, and under the umbrella of the AVENUE project, a data privacy
assessment will be implemented to rate, audit and quantify the technical and organisation
mitigation techniques in place with regard to the GDPR requirements. Then, by elevating
the findings from the present work, we intend to provide a risk management plan to the
potential privacy threats through a real testbed on a predefined testing site, and over a
vehicle of SAE automation level four.

As a future work regarding the security and, more specifically, the implementation
of PbD within the ACS landscape, there is a need to have more clarity as there is no
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consensus nor directive on the exact definition or methodology of what this
implementation should look like. As an example, collecting data from non users (data
subjects that are not using the ACS) [281] should be looked at as a future work, as the
ACSs’ cameras can collect images of the outside environment of the vehicle, personal
video surveillance concerns should be raised to protect not only the users but also non
users of the ACS. Moreover, another open issue requiring further research is the
insurance regimes in case of hacked ACSs or personal data breach. The classic
vehicular insurance model is more likely to evolve with the wide spread integration of
ACSs. The new transition from driver controlled public transportation vehicles to ACSs
operating without human interaction will obviously impact the insurance fees and
policies and their implication to the public transport sector.
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Chapter 4
Article III: Analysis on standards and regulations for connected and
automated vehicles: Identifying the certifications roadmap
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4.1 Abstract

Protecting CAVs from cyber attacks and data breaches is a major challenge facing the
deployment of driverless vehicles. The CAV is a complex interconnected system
consisting of sensors, AI processors and external units to assure the automated driving
without human interaction. Such complexity increases the attack surfaces and makes
the CAV highly vulnerable to cyber assaults. It also entangles security audits and
certifications procedures. Our work lays out a novel approach towards CAV’s
certification focused on cybersecurity and data privacy aspects. Stipulated by the
analysis on existing standards’ limitations, we propose a Standards Coverage Map
(SCM) outlining the CAV’s entire ecosystem and linking organisational and technical
aspects to the latest standards and regulations from the cyber perspective.

4.2 Introduction

The CAV embedding cutting edge sensors, advanced ECUs, trailblazing AI
components, and connection to everything, has the potential to beneficially change the
transport dimensions in the future. Six levels, varying from L0 (no automation) to L5
(fully automated), were predefined by the SAE through the SAE J3016 and the
ISO/SAE 22736 standards as depicted in Table 4.1. Every level is differentiated by the
reference to the automation of the Dynamic Driving Task (DDT), reflecting the human
as well as the ADS engagement, and the ODD describing the driving conditions and
delimitation[389].

To assure the CAV’s highly autonomous navigation of SAE L4 and L5, the vehicle
intelligently compiles inputs from both its internal (including cameras, GPS, RADAR,
LiDAR, TPMS, odometric, and ultrasound sensors) and endless external connections to
the infrastructure (V2I), to other vehicles (V2V), to cloud (V2C), to grid (V2G) and to
everything (V2X) [41], as depicted in Figure 4.1. Such connectivity is built through
multiple channels like DSRC and cellular (LTE/5G) leading to the spontaneous creation
of VANETs [287]. However, such high automation and ubiquitous connectivity imposes
the CAV to inherit cybersecurity and data privacy challenges and opens up caveats for
audit and certification concerns.
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Figure 4.1: CAV’s environment and attack surfaces.

Physical audits have been the unique method for safety certification of conventional
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vehicles [174]. Though, with the emerging technologies like CAVs, the physical testing
is not feasible and adapted procedures are needed [319]. Additionally, safety is not the
unique concern as the CAVs’ stakeholders are highly aware of the new cybersecurity
risks. Several researchers reported multiple attacks over CAVs varying from getting
control over decision making units [330], imperiling the vehicle’s sensors [462] to
location tracking revealing the passengers and vehicle identities [23]. Safety and
cybersecurity are closely related as demonstrated by cybersecurity researchers [43],
where a simple spoofing or a jamming attack can blind the vehicle from existent
obstacles [314]. Nevertheless, while the safety requirements are standardised, the
processes and methods for vehicular cybersecurity are generic. This is underlined by
standardisation and regulatory bodies who consider the automotive cybersecurity state
of the art as immature [396].

Table 4.1: SAE automation levels by SAE J3016 and ISO/SAE 22736 [389, 206, 180].

Properties L0 L1 L2 L3 L4 L5

Driving automation No Driver
assistance

Partial Conditional High Full

ODD N/A Domain
specific

Domain
specific

Domain
specific

Domain
specific

Unlimited

DDT fallback Driver Driver Driver Fallback
ready-user

ADS or
fallback
ready-user

ADS

Connectivity Not
required

Not
required

Not
required

Recommen-
ded

Recommen-
ded

Extended
V2X

Cybersecurity and data privacy audit assesses the entire information security
management to provide evidence on how the system is protected from threats and data
leakages. Such process is conducted through verification plans within real world
scenarios. Those plans can also be called certifications if the evaluation is conducted
upon a single or multiple standards by external authorised organisations [231]. To that
end, certifications’ processes tie together organisational and technical procedures,
including the audit, to assure that the assessed risks have been controlled.

Under the auspices of SDOs, efforts were made to shield the CAV’s environment.
The ISO and SAE claim to provide a complete cybersecurity management for the
driverless landscape [398]. The UNECE published acts to unify the automotive
standards by requiring the CSMS and Software Update Management System (SUMS)
certifications for the SAE L3 onward. The GDPR is the fundamental privacy data law
in Europe. The ETSI, ITU, 5G Automotive Association (5GAA) and AUTOSAR
institutions provide advice for securing vehicular communication [271].

Despite the notable publications by the SDOs, the evolving attack feasibility and
the SAE’s levels introduce a new dimension of complexity, which blurs the certification
process and creates uncertainty. The existing and WIP standards are applicable
commonly to vehicles of SAE L3 where the risks are incomparable and have to be
tackled differently from those of L4 and L5. Depending on the SAE level, the driver or
the ADS has to take over or relinquish the DDT in case of a fallback led by a system
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failure or a cyber attack [180]. In the instance of a blinding attack targeting the
perception sensors of an L3 or an L4, a fallback ready-user (remote or in-vehicle driver)
can drive the vehicle into a stable and safe condition (also called Minimal Risk
Condition (MRC)[389]). Projecting an equivalent scenario over an L5 CAV, the ADS
per se must achieve the MRC independently from any type of human intervention. As
reflected in Table 4.1, several features support distinguishing the properties of each
SAE level including the ODD limitation, how the MRC can be conducted, and the
connectivity multiplicity. However, by combining the three highest SAE levels, the
SDOs consider cyber threats and their related risks to be governed equally despite their
properties’ dissimilarity.

Furthermore, the multiple regulations are overlapping and end up by pointing to the
CSMS and SUMS certifications or to high level standards which are broad enough to
not to cope with the particularities of the CAV’s cyber and privacy risks [309]. Thus,
an SCM would guide cybersecurity and data privacy assessment and monitoring on the
CAVs landscape. Our work identifies the promising standards and links them to sub-
components which need to be audited. Our added value and main contributions are
summarised as follows:

• Investigation into the gaps and faults of existing standards, regulations and
certification schemes, which aim to fulfil the vehicular cybersecurity and data
protection expectations within CAVs’ of SAE L4 and L5.

• Development of an SCM combining technical and organisational requirements
where attack surfaces are mapped to standards and regulations to serve as the
foundation of a future cybersecurity and data privacy certification model.

These aimed contributions create ample opportunity to gear up the following RQs.
First, we analyse what are the limitations of the CAVs’ cybersecurity and data privacy
related standards and regulations, by building a structural representation of the
standards suitability in Section 4.4 (RQ1). Secondly, we evaluate weather a
combination of existing standards and regulations offer the foundation to build a future
cybersecurity and data protection certification framework (RQ2).

The paper is structured as follows: Section 4.3 makes a comparison of the present
work with recent efforts. Section 4.4 delivers a review of crucial standards and
regulations. Section 4.5 outlines the CAVs’ SCM and its development methodology.
Finally, Section 4.6 offers future work orientation while Section 4.7 summarises our
findings and provides concluding remarks.

4.3 Related work

A plethora of studies on building safety certification models for CAVs’ environment
exists, while the reviews on cybersecurity and data privacy certification models remain
barely evoked. Furthermore, we observe a scarcity of multi-standards frameworks
defining how to thoroughly certify the CAV’s system-wide layers. There is also a
remarkable lack on reviews pointing out data privacy certification as it is believed that
the GDPR compliance is all what is required for assuring an optimal data protection.
We highlight researchers’ efforts aiming to construct holistic cybersecurity and data
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privacy assessments of the CAV’s environment based on existing and emerging
standards and regulations.

Through multiple publications and in collaboration with other authors, Schmittner
has been tracking the progress of the ISO/SAE 21434 development and implemented
an automotive cybersecurity risk management solution compliant to that standard.
Schmittner and Macher [395] provided an initial overview of the first automotive
initiatives on elaborating CAV’s safety and cybersecurity standards. They presented a
preview of the ISO/SAE 21434 structure that was still a WIP at that time in addition to
all the other under development standards by SAE, ITU and UNECE. Subsequently,
Schoitsch and Schmittner [398] provided an updated review on the ongoing SDOs
efforts with a focus on ISO and UNECE. In a risk management-based approach,
Schmittner, Schrammel and Konig [396] discussed an asset based automotive
cybersecurity risk management approach stemming from ISO/SAE 21434.
Furthermore, Vogt et al. [443] presented the interaction between safety and security
through the ISO 26262 and ISO/SAE 21434 respectively. To that end, those approaches
outlined succinct risk assessment methodologies without reflecting other SDOs’s
standards.

Similarly, Marksteiner et al. [321] proposed a standardised testing process of
automotive cybersecurity based on ISO/SAE 21434 and the latest regulations R155
(CSMS) and R156 (SUMS) from the UNECE. In another work, Marksteiner and
Bronfman [319] highlighted the limitations of the standard for not specifying the
testing procedure. To that end, the authors designed a black box security testing as a
compliment to that standard. Their analysis showcased improvement avenues that are
applicable to any type of vehicle where ADS or V2X are implemented without directly
considering the full automation property.

Mateo Sanguino, Lozano Domínguez and Carvalho Baptista [323] provided a
literature review on cybersecurity certifications and audits based standards. The
authors identified the steps toward cybersecurity certification in addition to a listing of
audit techniques and certifying bodies. As with the rapid development of automotive
standards, ISO/SAE 21434 and ISO/PAS 5112 were not reported by the time of the
research work elaboration. Kim and Shrestha [271] pointed out the standardisation and
regulation challenges with regard to the complex CAV environment. The authors
classified the legal and standardisation requirements impacting the CAV into three
groups: automotive industry, DSRC wireless based and 5G V2X communication
regulations. Per each group, the authors identified the relevant regulations and
standardisation bodies initiatives. However, the review combines both safety and
cybersecurity and is focused mostly on V2X standards. Sui and Muehl [411] adopted a
similar approach by providing a high level overview of the mainstream standards
related to V2X. Khalid Khan, Shiwakoti and Stasinopoulos [263] delineated a
conceptual cybersecurity assessment model anticipating, in a cause-effect manner, the
possible system behaviour upon the deployed CAV’s cybersecurity mechanisms. The
authors developed a model that was distinct from any standard or regulatory obligation
as their analysis showcased that existent policies do not keep pace with the rapidly
evolving cybersecurity risks.

Per the analysis from the existing studies, we differentiate from the aforementioned
works by: (i) Focusing on CAV’s cybersecurity and data privacy regulations and
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standardisation and not safety or physical security certification (ii) Providing an up to
date review on the ongoing efforts from the SDOs on the automotive cybersecurity and
data privacy standardisation and regulation (iii) Mapping the identified standards to
procedural and technical layers of the CAV’s ecosystem through the SCM

4.4 Key standards and regulations efforts

4.4.1 Active SDOs in vehicular cybersecurity and data privacy landscape

With the CAVs emergence, the development of multiple standards and regulations have
been witnessed by numerous working groups from the global SDOs. The SAE was the
first standardisation body to issue a vehicular cybersecurity standard through the SAE
J3016 [389]. From ISO, the ISO/TC22, ISO/TC204 and ISO/IEC JT1 are the key active
committees on vehicular cybersecurity, ITS concerns and privacy assessments
accordingly. As described in details in 4.7, the first committee focuses on standardising
the CAVs’ safety and cybersecurity risk management systems mainly through the
ISO/SAE 21434 (where they joined their efforts with the SAE) and ISO/PAS 5112. The
second committee provides the basic taxonomy of terms related to automated driving
systems and associated security guidelines of the V2X communication through
standards such as ISO/TS 21177 and ISO/TR 21286-3. Furthermore, the ISO/IEC JT1
aims to standardise security and privacy evaluations processes and procedures through
the ISO/IEC PWI 5888 and ISO/IEC 29134.

UNECE has a devoted task force working towards global vehicular cybersecurity
regulations. Through the new regulations R155 and R156, the UNECE WP29 made the
CSMS and SUMS certification mandatory in Europe for all new vehicles’ types starting
from June 2022 and for all vehicles starting from 2024 [319]. Still from the United Nation
board, the ITU working groups developed series of security recommendations related to
connected vehicles, on the one hand, X.1371 to X.1376 [244, 249] which outline security
threats definition, security guidelines for V2X, specification of secure software update
procedure for ITS’s devices and guidelines for intrusion and misbehaviour detection. On
the other hand, the ITU has a dedicated Focus Group-AI for Autonomous and Assisted
Driving (FG-AI4AD) that is more focused on ethical and legal matters with regard to the
vehicle SAE level. Moreover, the ETSI proposed several standards related to security,
privacy and establishment of standardised architecture for connected vehicles. However,
these guidelines are not specifying or targeting a specific CAVs’ automation level.

The working group 7 from the 5GAA is another global organisation who published
multiple technical guidelines aiming to unify security and privacy requirements for the
cooperative V2X [1, 2]. In collaborations with ETSI, ISO and SAE, the 5GAA is
promoting standards supporting 5G connectivity and its implementation within the
V2X communication [271]. Before that, the 3rd Generation Partnership Project (3GPP)
provided the first V2X foundations, but they were limited to the Long-Term Evolution
(LTE) connectivity [442]. Furthermore, the automotive industry has also pushed to
standardise security approaches over on-board systems through their collaboration on
AUTOSAR standards. AUTOSAR recommendation series tend to secure in-vehicle
communication networks and ECUs, protect data confidentially and implement
cryptography. From the data protection perspective, the GDPR remains the main law to
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comply with for data protection in any context including the vehicular environment.
Nonetheless, the law provides the basic obligations to consider by the CAVs
stakeholder without guaranteeing an optimal protection from data privacy risks.

4.4.2 Key regulations and standards for cybersecurity and data privacy
assessments

In this section, a review of the crucial regulations and standards is provided. Their gaps
and limitations are also highlighted. We constrain our analysis to explore only the
standards and regulations that have been promoted and cross-referred by the key SDOs.
Additionally, as presented in Section 4.3, they have been the main focus of multiple
researchers as they are perceived to assure a flawless protection from cyber threats and
data privacy violation. Figure 4.2 wraps those standards and regulations in a pyramid
structure presentation view, where each slab represents a more narrowed and granular
recommendations from the automotive cybersecurity assessment perspective. The
pyramid base consists of generic, yet compulsory regulations. The second slab is
represented by ISO/SAE 21434, the generic cybersecurity risk management framework
that is pointed out by the UNECE R155 and UNECE R156. The third slab epitomises
the ISO/SAE 8475 which complements the outcome from the previous layer. The
fourth level checks the conformity of those outcomes through ISO/SAE PWI 8477.
Finally, the pyramid summit is represented by ISO/PAS 5112 which encapsulates all
previous outputs yielding to the CAVs’ procedural audit.

1

UNECE R155, UNECE R156, GDPR
Mandatory regulations to consider in
cybersecurity and data privacy management
within CAVs environment

2ISO/SAE 21434
Generic automotive cybersecurity governance

3

ISO/SAE 8475
Extending the Threat Analysis and Risk
Assessment (TARA) through the Cybersecurity
Assurance Level (CAL) & Target Attack
Feasibility (TAF) factors

4ISO PWI 8477
Cybersecurity verification and validation

5 ISO/PAS 5112
Automotive cybersecurity auditing

Figure 4.2: Key regulations and standards co-relation.

UNECE R155 [430] is the prominent regulation making the CSMS certification
mandatory at the vehicle type approval stage. The CSMS certification aims to provide a
trustworthy proof of efficient threat governance, including risk monitoring, assessment
and mitigation. While the UNECE R155 regulation requires the manufacturer to have a
cybersecurity management system in place counter-measuring the predefined risks
annexed to the regulation; the risk of unknown attacks, also annotated hereinafter as
residual risks, occurrence remain high with the CAV ecosystem [263]. Additionally, the
regulation is limited to vehicles of SAE L3 onward. In other words, the UNECE R155
considers vehicles of L3, L4 and L5 to be proportionately qualified to respond to
limited cyber threats, which backfires the CSMS efficiency.

UNECE R156 [431] comes along with UNECE R155 to ensure that the
manufacturer put in place appropriate safety and security processes for conducting
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software updates. The regulation mandates an assessment that has to be carried out,
exclusively, by approval authorities, who issue a SUMS certification upon the software
update processes’ conformity at type approval stage. According to the regulation, the
SUMS has to be renewed every three years or after major software updates occurring
even before the end of the three years cycle. Albeit the recently published ISO 24089
has brought out several requirements related to software update processes, technical
specifications per se are still lacking as the SUMS is limited to assessing the
self-documented measures developed by the manufacturer.

GDPR [424] is perceived as the most advanced European personal data protection
framework with a global impact [271]. The GDPR sets strict obligations related to
personal data processing, rights for concerned individuals, technical requirements to
employ privacy preserving mitigation strategies, and DPIA deployment for any new
technologies with privacy risks. However, within the CAV’s complex environment, the
application of the GDPR data processing principles remain convoluted, as the CAV’s
stakeholder can accumulate multiple roles making them data processors and data
controllers at the same time [44]. Another limitation of the GDPR is that it excludes
anonymisation as a privacy preserving technique from the legislation scope considering
that it is a permanent solution. Though, with minor reverse engineering efforts, the
personal data can be de-anonymised with no compliance violation to the GDPR [153].
Based on the GDPR requirements, further analysis on data privacy protection was
evoked by the EDPB [147, 149]. Although the EDPB’s guidelines are referring to the
processing of personal data in relation to CAVs and highly recommends the DPIA
execution, they inherit the GDPR’s pitfalls. To that end, a successful implementation of
DPIA, and even full compliance to the GDPR, does not rhyme with an absolute
personal data protection for CAVs, confirming the need for a combined execution of
further standards from the upper levels as depicted in Figure 4.2.

ISO/SAE 21434 [233] came up with high level definitions and guidelines to
implement cybersecurity management principles throughout the entire life-cycle,
including concept, development and post-development phases for all road vehicles. In a
light-weighted approach, the standard elicited the road map on how to conduct TARA,
the appropriate cybersecurity assessment for the vehicular vulnerabilities [40], which is
intended to be extended in ISO/SAE 8475. Similar to TARA presentation, the standard
introduced fundamental definitions for other cybersecurity actions and processes like
cybersecurity verification and validation in addition to auditing that are elevated further
in ISO/SAE PWI 8477 and ISO/PAS 5112 respectively. Though, the standard scope is
broad enough to cover all vehicles with electrical and electronic systems that can match
any SAE level. Additionally, the ISO/SAE 21434 did not evoke specific technologies to
counter cybersecurity risks. Furthermore, while it is true that it offers agility on
applying security concepts at different stages of the vehicle life-cycle, no detailed
guidance is provided on how to implement them and using which tools.

ISO/SAE 8475 [234] evokes the Cybersecurity Assurance Level (CAL) and Targeted
Attack Feasibility (TAF) factors to complement the TARA process introduced by the
ISO/SAE 21434. In parallel to TARA steps, the CAL is initiated and reviewed
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throughout the process to reflect the assurance level and confidence on the asset
protection. Conversely, the TAF represents an additional metric to the assessment
reflecting the intended level of attack feasibility. Both the CAL and TAF can be used
for continuous monitoring, which means even after the TARA accomplishment.
Additionally, they can be updated whenever an operational change occur to the system.

ISO/SAE PWI 8477 [236] is foreseen as a complement to the ISO/SAE 21434,
ISO/SAE 8475 and UNECE R155 where the TARA outcomes are verified and the
residual risks are validated. On the one hand, the verification process relies on
confirming the appropriateness of the risk treatment conducted within the TARA. It
iteratively justifies the conformity of the implemented risk mitigation with regard the
cybersecurity requirements until no further refinement is necessary. On the other hand,
the validation process aims to confirm, with tolerable level of confidence, that the
residual risk is acceptable. The cybersecurity validation can be executed through fuzzy
or penetration testing with the intention to test the system’s robustness. To that end, the
ISO/SAE PWI 8477 standard can provide valuable technical inputs to conduct
procedural audit as defined in ISO/PAS 5112 standard.

ISO/PAS 5112 [231] is a result of combining the outcomes and requirements from
preceding levels as shown in Figure 4.1. Consequently, the brand new standard provides
an extension of the ISO/SAE 21434 through a mapping of the audit objectives and
evidences managing the conformity to the CSMS and SUMS certifications program.
The standard aims to be applicable to conduct internal or external audits as well as to
train auditors competences. Albeit the ISO/PAS 5112 orients toward a successful audit
program focusing on organisational cybersecurity processes, it does not provide
technical requirements on achieving cybersecurity or data privacy assessments.

As an answer for RQ1, the following limitations demonstrate shortcomings of the
key existing standards and regulations:

• The current approaches remain generic to different automation levels, while the
highly automated vehicles of SAE L4 and L5 should be tackled properly with
reference to their features including ODD, DDT fallback and connectivity as
reported in Table 4.1.

• The standards do not consider granular evaluation per CAV’s layer and sub
components.

• Standards that are providing coarse verification techniques, as per ISO/SAE 8475
and ISO/SAE PWI 8477, are still WIP which make them more tailored to major
changes and with the risk to influence the audit quality that can be perceived by
the ISO/SAE 5112.

• The data protection within CAV’s environment requires more efforts to
strengthen the existing regulation and to provide more insights on conducting
continuous privacy assessments.
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4.5 CAV’s ecosystem standards coverage map

The present section discusses the established methodology on constructing the SCM,
delineates its layers and outlines the confronted challenges on building such mapping.

4.5.1 Methodology

A suitable approach to build a robust cybersecurity and data privacy certification
framework starts from a foresight analysis of the CAV’s potential threats, an in-depth
assimilation of the existing regulatory and standardisation bodies efforts; and a visual
representation that simplifies the knotted CAV’s ecosystem. We initiated our process
with building a taxonomy of potential threats and mapped them to their related attack
surfaces and mitigation schemes through our previous works [41, 44]. This approach
enabled a granular capturing of all the components requiring a cybersecurity and data
privacy assessments which supported to construct our SCM. We opted for a
representation reflecting the empirical attack surfaces, the intertwined standardised
processes and the main facets of cybersecurity audits. Furthermore, guided by the
review of the most recent standards from Section 4.4, we elevate our SCM further by
matching the identified attack surfaces to the existing or WIP standards as drawn in
4.7. As a result, Figure 4.3 depicts our SCM which combines the technical and
organisational audit avenues applied to the CAV’s ecosystem. The map is classified into
four layers: in-vehicle, out-of vehicle, applications and organisation, where every layer
groups the respective technical standards. As a parent node of the four layers, ISO/SAE
21434 is set as the core, yet the broad standard. The combination of both generic and
technical standards on the SCM is foreseen to overcome the broadening of the ISO/SAE
21434 leading to a more thorough assessment.

4.5.2 The SCM layers

The in-vehicle layer incorporates the attack surfaces at the vehicle level which we
classify into six sub-layers. First, ‘sensors’ category defines the guidance on
standardising the interfaces between the different sensors and the fusion unit leading to
the automation navigation decisions. Second, ‘network buses’ category where
standards propose guidelines on detecting intrusions and authentication measures
within the in-vehicle communication networks. Third, the ‘ECUs’ standard aims to
prevent from non-authorised access to the vehicular software modules. Fourth,
‘software update’ outlines the directives on how to conduct secure software update
during the vehicle life-cycle. Fifth, ‘AI components’ standard provides guidance on
secure usage of AI-based functions involved on the automation decision making.
Finally, the ‘physical access’ specifies countermeasures against threats from plugged
external devices.

The out-of vehicle layer relies on two main categories wrapping standards related to
CAV’s internet channels and V2X communications. To secure the CAV’s internet
access using ‘DSRC, LTE and 5G’, considerable standards provided a set of secure
channel models and through several use cases. Besides, the multiple V2X
communications have been standardised by ISO, ETSI and SAE. The ‘security
credential management’ standards, which sets V2X certificates security and privacy
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Figure 4.3: CAV’s ecosystem SCM.
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requirements, define the precise structure, format, and authentication schemes
supporting the CAV’s communication to peer instances. It is noteworthy to mention
that other V2X communications such as ‘V2I’ and ‘V2G’ have been supported by
dedicated standards while others as per the V2C is still considered under the umbrella
of broad standards like SAE J2735.

The application layer consists of two sub-layers reflecting two types of applications:
users and ITS. The CAV’s deployment is associated to the means of several services
provided to the end user and to the smart city. The ‘users applications’ standards focus
on data access and cryptography best practices to consider while building interfaces to
the CAV’s hardware or software. Likewise, the ‘ITS applications’ standards
recommend mechanisms to determine permitted actions among the peer ITS
applications to achieve security properties such as authorization, integrity and
confidentially. Though, it is worthy to be highlighted that standards such as SAE J2735
and ISO/TS 21177 have larger scope covering the V2X communication in general and,
hence, other sub-components from the second layer too.

The organisation layer incorporates four procedural sub-layers. The ‘risk
assessment’ reflects evaluation procedures on quantifying cybersecurity threats
likelihood and impact. The ‘privacy impact assessment’ warps standardised processes
and reports on privacy impact assessments. The ‘regulatory obligations’ sets the
mandatory laws that the CAV’s environment has to comply with which are summarised
into the GDPR, UNECE R155 and R156. Finally, the ‘audit’ group wraps the
cybersecurity verification, validation and auditing processes that are encapsulated on
ISO PAS 8477 and ISO/PAS 5112.

4.5.3 Challenges

To build our SCM and synthesised standards in 4.7, several challenges were confronted
where few assumptions were made. First, the identified standards’ scope, even for the
most technical ones, aggregate multiple attack surfaces which justifies their appearance
in multiple sub-layers as shown in Figure 4.3. Second, duplicated efforts were observed
to protect components such as software update, V2X communication and ITS
applications while other vectors remain uncovered or limited. Additionally, the SAE
level definition lacks granular descriptions within multiple guidelines. Very few
standards like ISO/PAS 5112 and ISO/CD TS 5083 specify the automation level to be
L3 onward, while the others either target connected vehicles without automation
description or invoke the presence of ADS (which provides partial automation at L2
and full automation starting from L3 [278]). To that end, standards targeting only
connected vehicles are classified in 4.7 to be of SAE L1 onward, while standards
covering vehicles with implemented ADS are foreseen to be an L2 onward. On the
same note, a Not Applicable (NA) attribute was assigned to standards where knowledge
on the connectivity maturity or ADS availability was lacking, as well as when the
standards’ scope is not limited to CAVs.



4.6 Discussion & future work | 95

4.6 Discussion & future work

The SCM presented in this paper is currently an ongoing research. To address RQ2, the
SCM has been developed to reflect an efficient approach on tackling the overall
cybersecurity and data privacy CAV’s assessment and as a step toward building a
certification framework considering risks related to L4 and L5 CAVs. It is envisioned
to conduct several iterations of the SCM to cope with the rapidly evolving CAV’s
technologies and to keep pace with the regulation and standardisation efforts. As a
work in progress, we intend to build a certification framework for CAV’s ecosystem that
represents the road-map to audit the whole system layers. Based on sets of procedures
and processes and a clear workflow, the framework aims to identify, in a step by step
manner, the path to a compliant environment. The archetype would introduce a
harmonised ratings reflecting the evolving attacks feasibility, priority and impact per
SAE automation level. It aims to measure and quantify risks upon an established
catalogue of scenarios related to cybersecurity critical situations and personal data
leakage. Then, a testing environment with predefined architecture and configuration
will be chosen to deploy the required assessment on a pass-fail criteria mode. In other
words, the verification of our certification framework is foreseen to be tested in real
world cases, specifically within the scope of SHOW [401] and ULTIMO [140] projects
where vehicles of SAE L4 and L5 are deployed.

4.7 Conclusion

It is true that there is no standard to identify what constitutes or motivates a cyber
assault, though the CAVs’ standards need to be specific and improved to effectively
protect from malicious attacks harming the CAVs’ users security, privacy and, hence,
safety. The attacks will not remain frozen in time, hence, standards, regulations and
adequate risk management models have to continuously evolve to ensure an optimal
protection. Our research goal was threefold: present an up to date review of the SDOs
efforts, highlight the key standards and regulations with a review of their current
limitations and provide the technical and procedural audit avenues through the SCM.
Per our findings, topic on how to ensure the CAV cybersecurity and data privacy
certification is still not comprehensively addressed. The existing approaches remain
theoretical, broad and not holistic to cover all the sophisticated sub-components of the
complex CAVs’ environment. Bearing that in mind, we proposed the SCM which
wraps potential attack surfaces, the most recent SDOs efforts, and both generic and
specific guidelines into a graphical view.
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Appendix A: Standards summary

Table 4.2: CAV’s cybersecurity and privacy standards baseline.

Organisation Standard ID Year Scope SAE1 Description

ISO/TC22

ISO/SAE 21434 [233] 2021 CAV  Cybersecurity engineering
ISO/PAS 5112 [231] 2022 CAV  Guidelines for auditing cybersecurity

engineering
ISO 23150 [212] 2021 CAV  Data communication between sensors and data

fusion unit for automated driving functions
ISO 15118 [207] 2019 CAV  Vehicle to grid communication interface
ISO/CD PAS 8800 [218] WIP CAV  Safety and artificial intelligence
ISO 24089 [213] 2023 CAV  Software update engineering
ISO/SAE 8475 [234] WIP CAV  Cybersecurity Assurance Levels and Target

Attack Feasibility
ISO/SAE PWI 8477 [236] WIP CAV  Cybersecurity verification and validation
ISO/CD TS 5083 [221] WIP CAV  Safety for automated driving systems- Design,

verification and validation

ISO/TC204

ISO/SAE PAS 22736 [206] 2021 CAV  Taxonomy and definitions for terms related to
driving automation systems for RMV

ISO/AWI TR 19560 [205] WIP CAV  Information interface framework between ADS
and user

ISO/TS 21177 [238] 2019 ITS  ITS station security services for secure session
setup and authentication between trusted
devices

ISO/TR 21186-3 [237] 2021 ITS  Guidelines on the usage of standards - Part 3:
Security

ISO/FDIS 22741 [211] 2022 ITS NA Roadside modules AP-DATEX (application
profile data exchange) data interface

ISO/IEC JT1

ISO/IEC 29134 [226] 2017 IT NA Guidelines for privacy impact assessment
ISO/IEC PWI 5888 [227] WIP CAV  Cybersecurity and privacy protection -

Security requirements and evaluation activities
for CAVs

UNECE WP29

R155 [430] 2021 CAV  Uniform provisions concerning the approval
of vehicles with regards to cyber security and
cyber security management system

R156 [431] 2021 CAV  Uniform provisions concerning the approval of
vehicles with regards to software update and
software updates management system

ITU

X.1371 [244] 2020 ITS  Security threats to connected vehicles
X.1372 [245] 2020 ITS  Security guidelines for V2X
X.1373 [246] 2017 ITS  Secure software update capability for ITS

communication devices
X.1374 [247] 2020 ITS  Security requirements for external interfaces

and devices with vehicle access capability
X.1375 [248] 2020 ITS  Guidelines for an intrusion detection system for

in-vehicle networks
X.1376 [249] 2021 ITS  Security-related misbehaviour detection

mechanism using big data for connected
vehicles

FG-AI4AD-2 [242] 2021 ITS  Automated driving safety data protocol-
Ethical and legal considerations of continual
monitoring

ETSI

ETSI TR 102 893 [127] 2017 ITS  Threat, vulnerability and risk analysis
ETSI TS 102 731 [131] 2010 ITS  Security Services and Architecture
ETSI TS 102 940 [132] 2019 ITS  ITS communications security architecture and

security management
Continued on next page
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Table 4.2: CAV’s cybersecurity and privacy standards baseline. (Continued)

ETSI TS 102 941 [134] 2021 ITS  Trust and Privacy Management
ETSI TS 103 097 [137] 2020 ITS  Security header and certificate formats
ETSI TS 103 415 [129] 2018 ITS  Pre-standardisation study on pseudonym

change management
ETSI TS 103 257-1 [128] 2019 ITS  Channel Models for the 5,9 GHz frequency

band
ETSI EN 302 637-2 [126] 2014 ITS  Specification of cooperative awareness basic

service

SAE

J2735 [386] 2020 V2X  V2X communications message set dictionary
J3216 [388] 2021 CAV  Taxonomy and definitions for terms related to

cooperative driving automation for RMVs
J3016 [389] 2016 CAV  Taxonomy and definitions for terms related to

driving automation systems for RMV

AUTOSAR

402 [26] 2014 In-Vehicle  Specification of crypto service manager
654 [28] 2017 In-Vehicle  Specification of secure onboard

communication
664 [29] 2016 In-Vehicle  Overview of functional safety measures

1 The  refers to the indicated SAE level(s)
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Chapter 5
Article IV: A systematic review of threat analysis and risk assessment
methodologies for connected and automated vehicles

Relevance

This article is a fundamental work to investigate RQ4 and RQ5. Following the
regulations and standards provisions, extracted from Chapter 4, in considering TARA
as a pillar of the automotive cybersecurity governance, we believe that fine-grained
insights about existing TARA methodologies is required. In here, the suitability of such
methodologies to the CAV’s environment is examined. Through a systematic study, the
manuscript establishes the path towards an in-depth understanding of existing TARA
limitations in addressing L4 and L5 CAVs’ properties as well as their incorporation to
privacy concerns. At the time this article was elaborated and presented, requirements to
propose our innovative TARA 2.0 were defined and initiated afterwards through the
manuscript in Chapter 7.

Context

This article was presented at the 18th International Conference on Availability,
Reliability and Security (ARES 2023), which was hold between August 29th and
September 1st, 2023 in Benevento, Italy. The conference is ranked as a B category
according to CORE2023 1 and the Resurchify portal2.

Own contribution

Being the lead author, my contribution to this work consists of conducting the entire
investigations, examination and evaluation of existing TARA methodologies. The
majority of the paper content was elaborated by me which was further reviewed by
other co-authors.

1http://portal.core.edu.au/conf-ranks/
2https://www.resurchify.com/about

http://portal.core.edu.au/conf-ranks/
https://www.resurchify.com/about
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5.1 Abstract

With the prevalence of high cyber risks within the CAV’s environment, the core
regulation bodies mandated applying TARA methodologies. Conducting auspicious
TARA is essential to ensure acceptable level of risk by analysing potential threats and
determining corresponding mitigation strategies. Albeit plethora of standardised TARA
versions are available, they are not-ready-to-use methods or they do not encapsulate
heterogeneous CAVs properties. By considering the TARA emerging trends and the
CAVs’ SAE automation levels, the present work provides a systematic study of salient
TARA methodologies in the last ten years. The methodology we applied starts with a
systematic review identifying TARA approaches that are relevant to the automotive
domain at a large scope. After that, the methods’ applicability to CAVs is evaluated
based on their threat analysis avenues and risk metrics. We elevate our appraisal further
with a focus on how the automation level is considered, how the privacy impact is
assessed by each TARA method, and how subjective the experts were while assessing
scores to the risk metrics. Our investigation spotlights how different methods are
intertwined and joint to meet the compliance with key standards such as ISO/SAE
21434. We believe that the present study’s findings identify knowledge gaps and help to
shape the next generation of TARA methods to keep pace with rapidly evolving
automotive technologies and support the readiness of CAV of SAE levels four and five.

5.2 Introduction

The SAE defines six levels of automation. They vary from L0 (no automation, the
entire driving duty is on the human driver); L1 (driver assistance on either steering or
speed, handled by the vehicle in a specific context); L2 (partial automation of the
driving performance, but the driver is needed to react to external events); L3 (entire
driving performance is automated, but human fallback is still required); L4 (entire
driving and fallback are automated but in a specific context) to L5 (fully automated
with unlimited conditions) [385]. CAVs of L4 and L5 are anticipated as the new
paradigm aimed at shaping the future transportation model where a driver is no longer
needed.

To assure the autonomous driving functionalities, CAVs embed multiple cutting edge
sensors such as LiDARs, cameras, AI processing units, advanced ECUs in addition to
numerous V2X connections [41]. Those components turn the autonomous driving from
dream into reality, but expose CAVs to fatal consequences if such safety critical systems
are not sufficiently prepared for all traffic scenarios, including a cyber attack.

The CAV’s technologies come with cybersecurity and data privacy threats,
dramatically impacting the vehicle acceptance and jeopardising its passengers’ safety
and privacy [44]. To illustrate, Miller and Valasek [330] presented the remote take over
of the braking and the steering systems of a Jeep Cherokee. Yan, Xu and Liu [462]
demonstrated Tesla S sensors’ blinding leading to a crash. Asuquo et al. [23]
showcased a location privacy threat revealing the vehicle and passenger identities for
tracking and feeding social profiling.

As there are always risks in the CAV’s ecosystem, TARA is considered by the new
UNECE R155 regulation [430] and the ISO/SAE 21434 [233] standard as the efficient
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way to keep systems at an acceptable level of risk. TARA is a valuation methodology
whose essence consists of identifying cybersecurity threats and appraising the risks
associated to the determined threats [387]. Therefore, as the ADSs are safety critical
units, TARA is envisioned as the relevant automotive cybersecurity management tool
to support the secure development of the highly automated vehicles [114].

Nevertheless, the existing TARA methodologies lack granularity and are
no-ready-to-use methods [443]. Moreover, there is still a lack of in-depth descriptions
on the appropriateness of TARA framework regarding CAV’s specific assets and
properties. Furthermore, TARA metrics vary from one methodology to another where,
for example, the controllability factor, reflecting either the driver or the ADS reactivity
within a threat scenario, remains optional. On the same note, the vehicle software and
hardware fluctuate with the SAE automation level [49]. Consequently, L4 and L5 CAVs
are supposed to mitigate cyber risks individually and on real time manner, while an L3
vehicle attack is likely to be controlled by human interventions. Inspired by such
challenges, our research builds a systematic literature review, comparing the key TARA
methodologies in the highly automated CAV’s field, by evaluating how the SAE
automation level is considered, how privacy impact is assessed and how the risk is
computed.

The present article provides the following contributions:

• An extensive analysis of existing TARA methods applicable to CAVs’ landscape,
selected based on the methodology’s essence, scope and domain.

• An investigation into the connections between generic TARA and CAVs’ oriented
methodologies.

• An evaluation of how the ISO/SAE 21434 [233] triggered a paradigm shift within
the TARA development.

In the course of the present chapter, Section 5.3 provides background definitions
while Section 5.4 describes our methodology. Section 5.5 presents a granular
classification of the existing TARA methodologies. Then Section 5.6 discusses our
findings and leverages the major research gaps with regard to the existing TARA
methods leading to outline our future work. After the analysis on the key TARA
methodologies, the related work is presented afterwards in Section 5.7. Finally, the
concluding remarks are presented in Section 5.8.

5.3 Background

To facilitate the technical discussion on different TARA methodologies, we first align
the terms used throughout the manuscript. Thereafter, the key standards embedded in
TARA are highlighted.

5.3.1 Definitions

Risk Assessment (RA) and TARA encapsulate common concepts that lead to
overlapping definitions or misinterpreted terms. RA is: ‘the process of planning,
preparing, performing and reporting a risk analysis, and evaluating the results against
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risk acceptance criteria’ [377]. TARA consists of assessing potential cyber threats,
rating the associated risks, and recommending appropriate mitigations [387]. A main
difference between the two definitions is the term ‘threats’. While RA focuses on risks
in general, TARA involves threats identification and their link to risks. A common
pitfall is to address RA under the TARA name and vice versa. Hence, we delimit the
present systematic study to frameworks where the essence of the methodology is
aligned with the TARA definition.

Furthermore, there is a large misunderstanding on safety and security requirements
within the TARA scope. A starting step in the TARA process is the asset identification.
In safety engineering, an asset is defined as anything of value that can be protected
from significant accidental harm prompting remedial action [96]. In security
engineering, an asset represents valuable properties that needs to be protected from
malicious harm, such as data privacy and software integrity [377]. On one hand, safety
methods derived from HARA evaluate the likelihood and impact of accidental and
hazardous harm. On the other hand, the security methods derived from TARA are
focused on intended harm conducted by attackers. As the safety and security concepts
can be overlapping, we therefore constrain our research to TARA with a focus on
security issues, yet with safety implications.

5.3.2 Key standards

Within the last decade, efforts have been made to provide standardised TARA
guidelines related to the CAV’s ecosystem. SAE J3061 [387] evoked a complete
cybersecurity management for the driverless landscape representing a first draft of the
TARA. The final standardised TARA draft came along with the joint efforts from ISO
and SAE through the ISO/SAE 21434 [233]. Further ISO standards remain inspiring
for the elaboration of other TARA methods. ISO 26262 [214] brought the basic
principles of safety recommendations into the automotive environment and
recommends the Automotive Safety Integrity Levels (ASIL) [177] determination
approach for system’s failure quantification and ranking. ISO 31000 [215] orients
towards risk management foundations and efficiency. Additional standards are required
within the assessment process to rate the impact and assign attack feasibility values
within the TARA process as per ISO/IEC 15408 [222] and ISO/IEC 18045 [224] that
were constructed on the top of The Common Methodology for Information Security
Evaluation (CEM) V3.1 [86]. More focused on C-ITS scope, ETSI released multiple
standards on identifying threats and their countermeasures including dedicated
guidelines on TARA deployment through the ETSI TS 102 165 [130].

5.4 Methodology

Based on Kitchenham and Charters [272] guidelines known for their rigour review
instructions, the present section describes the adopted methodology for our systematic
review. As the first and most important step, research questions are elaborated to drive
the entire research process. Then, research questions are addressed through primary
and secondary studies where a set of relevant sources are selected and fully investigated
to meet the inclusion and exclusion criteria. Followed by the data extraction step, the
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Table 5.1: Search string.

(threat OR risk) AND (assessment OR analysis OR
evaluation OR test) AND (connected OR automated
OR autonomous) AND (vehicle OR automotive)

Table 5.2: Paper selection results.

Source Primary
selection

Secondary selection Final
inclusion/exclusion

Search string Title/
abstract

Content
screening

Full text analysis

ACM digital library 641 54 15 4
IEEExplore 540 28 17 7
MDPI 136 10 2 0
Science Direct 966 42 10 1
Springer 824 41 14 5
Wiley Online Library 438 11 6 1
SDOs portals (ISO, SAE, ETSI,
UNECE, ENISA)

384 29 15 5

Total 3929 215 79 23

findings are filtered and ready to be synthesised and compared to meet the research
purpose.

5.4.1 Research questions

The deployment of highly automated vehicles cannot occur apart but in a symbiotic way
with the development of robust threat and risk assessment methodologies. The present
work aims to assess how the existing TARA methodologies are coping with the CAVs’
evolving technologies and how such topic is addressed by current research. This factor
motivates our systematic review which is driven by the following research questions:

• RQ1: What are the existing TARA methods that can be applied to the highly
automated and connected vehicles?

• RQ2: What are the limitations of TARA methods, including the trending
methodology defined by ISO/SAE 21434 [233], to address the properties of
CAVs of SAE L4 and L5?

5.4.2 Primary studies selection

The primary research was conducted by using the advanced search feature in
publication platforms such as ACM digital library and IEEExplore, as spotlighted in
Table 5.2. Not limited to academic and scientific search engines, the SDOs’ databases
were also used to complement our findings with standardised methods. The search
string drawn in Table 5.1 consists of boolean operators as per OR and AND to fetch
relevant publications. The query was adjusted depending on the source database for a
comprehensive search. Within the advanced search interfaces, only publications from
January 2014 to April 2023 were filtered.
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5.4.3 Secondary studies selection

The secondary studies overviewed the primary findings through two steps. First, only
peer-reviewed publications as well as journals and conference proceedings were selected.
Such selection was further elevated by studying the manuscripts’ titles and abstracts.
Second, 215 selected publications were screened for context relevance where 79 papers
were finally chosen.

5.4.4 Final inclusion and exclusion

With the aim of drawing a systematic review on TARA methods specific to CAVs, the 79
manuscripts were fully read and assessment methods were thoroughly evaluated. To that
end, only methodologies that are aligned with TARA essence and scope were considered.
The inclusion criteria relies on selecting methods wrapping up both threat modelling and
RA. Following such procedure, generic RA methodologies, which are lacking the threat
analysis, were excluded from our analysis, as well as methods that are not focused on the
automotive or CAVs’ domain. Additionally, HARA methods that are assessing system
failures or hazardous events without tackling the cyber threats properties are beyond
the scope of our selection. Further guided by the key standards, we excerpt standardised
methods and those aiming the compliance to crucial ISO, SAE or ETSI standards. Based
on such inclusion and exclusion criteria, 23 manuscripts out of 79 were selected to be
deeply evaluated in Table 5.2.

5.4.5 Data extraction and comparison factors

The data extraction step was conducted using data collection forms that were
elaborated, edited and adjusted by the present work’s authors. The results were
cross-checked afterwards and compared among involved researchers where
disagreements were resolved by consensus or arbitration. To that end, the investigation
into TARA methods was guided by evaluating the following factors per selected model:
(i) clear definition of the method acronym; (ii) year/s of release (depending if there was
one or multiple versions per model) (iii) type of the method (to be quantitative QT
and/or qualitative QL) (iv) category of the method as standardised by ISO 27001 [225]
(asset-based or scenario-based indicating whether the methodology is guided by a
targeted asset or a risk scenario accordingly) (v) level or group of levels with regard to
the SAE automation level [385] (vi) privacy impact reflecting how the privacy weight
was approached by the method (vii) metrics considered for risk determination as
entitled by the method’s authors (viii) rating methodology or scaling reference that the
experts used to assign values and scores for the metrics involved in the assessment
(ix) standards for which the method aims compliance (x) related TARA methods
constituting the bases of the identified methodology Table 5.3 reflects how the
aforementioned factors were analysed, while the following section provides a detailed
discussion per TARA method.
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5.5 Threat and risk assessment methods

Given the intertwined concepts between traditional TARA methods and recent releases,
we believe that the exploration of TARA applicable to the CAV’s landscape occurs
interdependently with an investigation into fundamental TARA methodologies. It is
noteworthy to mention that classical, yet salient, threat modelling or risk scoring
methods constitute the bases for the emerging TARA methodologies.

5.5.1 Fundamental methods

The present discussion spotlights popular methods that were not identified in the
primary studies selection phase of our systematic review as they are not relevant to the
predefined research time period. Though, such methods remain pertinent to leverage
granular insights for TARA properties as well as their applicability into the highly
connected and automated driving ecosystem.

Spoofing, Tampering, Repudiation, Information disclosure, Denial-of-service and
Elevation of privilege (STRIDE) [329] is a threat modelling technique provided by
Microsoft, identifying six types of security threats, categorised per the attacker
intentions and known vulnerabilities. The method is based on graphical classification
without imposing any risk metrics computation. STRIDE was designed for the IT
industry, but since it was recommended by the SAE J3061 [387], it started to be part of
multiple automotive TARAs.

Another compelling threat modelling method is the Attack Tree Analysis
(ATA) [377]. Based on a tree structure, the ATA sets the attack target as a parent node
while children nodes depict the events triggering the attack. On one hand, the top-down
analysis showcases the attack paths. On the other hand, the bottom-up interpretation
spotlights the attack surfaces and the potential vulnerabilities. The ATA is foreseen to
be a powerful tool for the threat scenario identification step, though, it needs to be
combined with other risk scoring methods for risk determination.

Similar to ATA, being a scenario-based and a graphical representative tool, FAIR
is a riveting method but for risk analysis instead of threat modelling. FAIR [169] is a
quantitative method providing a taxonomy of risks to systems of different scales. FAIR’s
tree graphical view breaks down every risk into discrete factors, computing a value per
factor and summing the overall risk through a range representation instead of a single
number score. FAIR combines the loss event frequency, determining the susceptibility
of a threat event to become a loss event, and the loss magnitude, assessing the impact
from an event.

Common Vulnerability Scoring System (CVSS) [377] is an industry free and open
standard providing quantitative measurements and qualitative ranking. Based on a CVSS
calculator, the vulnerability severity is determined for decision-making process. The
score is computed based on the attack ease and impact. The attack ease evaluates how
close an attacker is from the asset or how the authentication can be passed to reach the
asset while the impact factor reflects the threat severity and eventual consequences.

One of the pioneering comprehensive methods combining both threat modelling and
RA is the Failure Mode and Effects Analysis (FMEA) [443]. It is an industry wide
accepted process which evaluates the modes, causes and effects of a failure based on the
IEC 60812 standard [443]. The methodology was initially developed for safety analysis,
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Table 5.3: Threat Analysis and Risk Assessment methods.

Table 5.3:

Method Description Year QL/QT†Type SAE Lx Privacy Metrics Rating practice Aimed
compliance

Based on

FMVEA [394]Failure Mode
Vulnerabilities and
Effects Analysis

2014 QL Asset N/A 7 Severity
Probability of
occurrence

Experts
knowledge

ISO 26262
IEC 60812

FMEA, ATA

RACE [52] Risk Analysis for
Cooperative Engines

2015 QL Asset ≤ L2 3 Severity
Attack probability
Controllability

ISO/IEC 15408
ISO/IEC 18045

ETSI TS 102 165 EVITA,
TVRA

SAHARA [310]Security-Aware Hazard
and Risk Analysis

2015 QL Asset ≤ L2 7 User profile
User knowledge
Safety impact

ASIL ISO 26262 HARA,
STRIDE

HEAVENS [201,
285]

HEAling Vulnerabilities
to Enhance Software
Security and Safety

2016 QL Asset ≤ L3 3 Threat level
Impact level

ASIL
CEM V3.1
Experts
knowledge

ISO 26262
ISO/SAE 21434

EVITA,
STRIDE

Dominic
et al. [116]

Risk Assessment for
Cooperative Automated
Driving

2016 QL Scenario ≥L1 3 Impact
Motivation
Attack feasibility

NHTSA [60]
ISO/IEC 15408
Experts
knowledge

N/A HEAVENS

TVRA [133,
130]

Threat, Vulnerability,
Risk Analysis

2017 QL Scenario Not specified 7 Occurrence
likelihood
Impact value

ISO/IEC 15408 ETSI TS 102 165
ISO/IEC 15408

EVITA

SARA [331] Security Automotive Risk
Analysis Method

2018 QL QT Asset L3 L4 3? Attacker profile
Vehicle
controllability

ISO/IEC 15408
ISO/IEC 18045

SAE J3061
ISO 26262

ATA

SPMT [409] Start, Predict, Mitigate,
and Test

2018 QL QT Asset Not specified 3 Occurrence
likelihood

Experts
knowledge

SAE J3061 HEAVENS,
STRIDE,
ATA

TARA+ [49] Controllability-aware
TARA for L3 Automated
Driving Systems

2019 QL Asset L3 3 Impact
Attack feasibility
Controllability

ISO/IEC 18045
Experts
knowledge

SAE J3061
ISO 26262

TARA 1.0,
HEAVENS

VeRA [97] Vehicles Risk Analysis 2020 QL QT Asset L3 L4 3 Attack probability
Severity
Human control

Experts
knowledge

SAE J3061 EVITA

Khatun,
Glass and
Jung [268]

Scenario-Based Threat
Analysis and Risk
Assessment

2021 QL Asset ≥ L3 3 Attack probability
Severity

ASIL SAE J3061 STRIDE,
EVITA,
HEAVENS

TARA 1.0 [233,
387]

Threat Analysis and Risk
Assessment

2021 QL Asset Not specified 3 Impact
Attack feasibility

ISO/IEC 18045
Experts
knowledge

ISO/SAE 21434
SAE J3061

OCTAVE,
EVITA,
TVRA,
HEAVENS

ThreatGet [396]Asset Driven Automotive
Cybersecurity Analysis

2021 QL Asset Not specified 3 Threat level
Impact level

ISO/IEC 18045
Experts
knowledge

ISO/SAE 21434 SAHARA,
TARA 1.0,
STRIDE

Dobaj et al.
[115, 114]

Security-driven
automotive development
lifecycle

2021 QL QT Scenario ≥ L3 3 Threat level
Impact level

FAIR
ISO/IEC 18045
Experts
knowledge

ISO/SAE 21434 TARA 1.0

Vogt et al.
[443]

Comprehensive Risk
Management in
Intelligent Transport
Systems

2021 QL QT Scenario Not specified 3 Severity
Failure probability

FAIR
Monte Carlo
simulation
Experts
knowledge

ISO 26262
ISO/SAE 21434

FMEA, FAIR

Wang et al.
[451]

A Systematic Risk
Assessment Framework
of Automotive
Cybersecurity

2021 QT Asset Not specified 3 Impact
Attack feasibility

BSI 100–4 [163]
ISO/IEC 18045

ISO/SAE 21434 HEAVENS

ThreatSurf [465]Threat Surface
assessment in automotive
cybersecurity engineering

2022 QL Asset L3 3 Threat level ISO/IEC 18045
Experts
knowledge

ISO/SAE 21434 TARA 1.0

PIER [366] Probability, Impact,
Exposure, and Recovery

2022 QT Scenario ≤ L3 3 Occurrence
likelihood
Impact
Exposure
likelihood
Recovery

Experts
knowledge

ISO/SAE 21434 TARA 1.0

Zhou et al.
[469]

Data Security Risk
Assessment Method for
Connected and
Automated Vehicles

2022 QT Asset ≥ L3 3? Data value
Feasibility
Impact

National
regulations
(GB/T 20984-
2007) [408]

ISO/SAE 21434 EVITA,
HEAVENS,
TARA 1.0

† QL = Qualitative, QT = Quantitative
? Higher weight on privacy

but it was extended to cover cyber-physical security. The threat analysis in FMEA is
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provided by determining how the security attributes fail while the risk is assessed by
combining severity and probability properties.

A more comprehensive method was initiated in 1999 through Operationally Critical
Threat, Asset, and Vulnerability Evaluation (OCTAVE) [11] and its variants:
OCTAVE-S, OCTAVE Allegro, OCTAVE Forte. OCTAVE was released to evaluate
cyber risks from the management, organisational and technical perspectives. The
methodology encapsulates assets, threats and vulnerability assessments where risks to
be mitigated are prioritised. Being customisable, easily self-directed and with high
interoperability [284], OCTAVE represents the foundation of the TARA from the
ISO/SAE 21434.

E-safety Vehicle Intrusion proTected Applications (EVITA) is another pillar of the
TARA from the ISO/SAE 21434. Over a decade ago, the EVITA project was the
pioneer to present asset-based TARA methodology for the automotive environment. It
evaluates risks based on severity and attack probability where the threats are rated and
prioritised with the consideration of the driver controllability [382]. Though, EVITA
remains limited to CAVs of SAE L0, L1 and L2 requiring the driver presence and
intervention.

Less popular threat modelling methodologies, yet interesting to consider when
constructing TARA for CAVs, are Process for Attack Simulation and Threat Analysis
(PASTA) [428], Visual, Agile, and Simple Threat (VAST) [271], and Linkability,
Identifiability, Nonrepudiation, Detectability, Disclosure of data, Unawareness, and
Noncompliance (LINDDUN) [306]. Such methods can be selected based on the scale
and complexity of the system. For the purpose of the present research, our analysis is
constrained to only those methods that were evoked in constructing dedicated
automotive TARA methodologies discussed Table 5.3.

5.5.2 TARA methods applied to CAVs

Table 5.3 overviews TARA methods that were designed for automotive systems
generally and CAVs specifically. Based on the inclusion/exclusion criteria
(Section 5.4.4), we selected methods varying from those derived from research
projects, standardised methods, to the most recent improved methodologies.

Failure Mode, Vulnerabilities and Effects Analysis (FMVEA) [394] represents an
improved version of the FMEA method. As elicited in Section 5.5.1, FMEA is a powerful
quality control methodology used to assess the entire product lifecycle; though, it is not
efficient to handle multiple failures at a time and over complex systems. To overcome
such limitations, FMVEA [394] was developed in a combination to STRIDE to serve the
C-ITS domain.

Risk Analysis for Cooperative Engines (RACE) [52] is an extension of the EVITA
methodology which assesses risks using the same metrics but with a consideration of
the C-ITS’s architecture [41]. Though, as it was perceived for highly connected
environments, the severity metric in RACE is computed at a coarse level. RACE is
advertised as an improvement of EVITA through its compliance to ETSI TS 102
165 [133].

Security-Aware Hazard and Risk Analysis (SAHARA) [310] is one of the original
methodologies combining hazard analysis methods such as HARA and threat
modelling tools as per STRIDE. SAHARA aims to harmonise safety and security
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methods by assessing security threats over safety-critical systems at the vehicle
conceptual phase. The method was evaluated over a battery management system of a
hybrid vehicle where additional threats were identified with regard to a simple HARA
deployment.

HEAling Vulnerabilities to Enhance Software Security and Safety
(HEAVENS) [201] adopted the EVITA methodology, yet with an alignment to the ISO
26262 [214] and SAE J3061 [387] requirements. As an outcome of the HEAVENS
methodology, the security level of an asset is derived by combining the ‘threat level’
and ‘impact level’ being the key metrics of the approach. It combines the threat
likelihood which is computed by considering the attacker expertise, the knowledge
about the target, the window of opportunity and the equipment required to conduct an
attack, and estimation on the expected loss per stakeholder from the Safety Finance
Operations Privacy (SFOP) perspectives. To meet the ISO/SAE 21434 [233]
compliance, an improved version entitled HEAVENS 2.0 [285] was recently delineated.
Both HEAVENS versions intend to cope with the evolving risks within the automotive
industry including CAVs, though, the SAE automation level was not imposed within
the assessment. In Table 5.3 we consider both methods to be adapted to vehicles of
SAE L3 rearward as the methodologies were validated through the vehicle speed
limiter use cases, requiring the driver presence.

Dominic et al. [116] were the first authors who dug beneath the surface of SAE
automation levels and their impact on conducting TARA within the CAVs landscape.
By extending the STRIDE method and developing a CAV’s reference architecture, the
researchers proposed an agile TARA that can be adjusted to every OEM’s design and to
each automation level. Unlike the other TARA methods of that era, Dominic et al.
[116] advertised the customisation of the threat model and matrix within every different
system as well as the values, weights and parameters of the risk assessment. While
demonstrating the methodology over driverless valet parking as an SAE L4 component,
the authors depicted the TARA outcome through a threat matrix plot with visual
priorities ranking.

The Threat, Vulnerability and Risk Assessment (TVRA) method was standardised
by ETSI in 2011 [133] and upgraded by 2017 [130]. With a focus on vehicular
telecommunication threats, the method relies on the occurrence likelihood and the
impact value to assess the risk. The TVRA generates quantified risks of an asset and
maps them to security mitigation techniques with the aim to bring the risks to an
acceptable level [92]. Nevertheless, as the TVRA method is more adapted to V2X
threats, it misses in-vehicle components perils. Also, it does not consider the safety and
privacy within its risk computation approach [331].

Security Automotive Risk Analysis Method (SARA) [331] is one of the first asset-
based methods targeting the assessment of risks related to the automation features and
one of the unique methods focusing on the privacy weight. The methodology claims
further metrics impacting the risk computation including the attacker profile and the
self-controllability of the ADS reflecting the method adaptability to SAE L3 & L4. The
SARA feasibility was showcased by privacy and safety scenarios on vehicle tracking and
comfortable emergency brake failure.

The Start, Predict, Mitigate, and Test (SPMT) [409] came up with security
enhancements over the entire vehicle lifecycle. It is a methodology wrapping up several
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security models including HEAVENS, ATA and STRIDE. The SPMT process is
foreseen as a virtuous cycle based on prediction, security testing, mitigation and
reassessment over any asset in each phase of the automotive development. Although,
the methodology targets CAV’s assets, the SAE automation level weight is not specified
in assessment. Another limitation of the method is that it does not consider multiple
metrics in computing the risk, mostly focused on the probability of occurrence.

Based on earlier drafts of TARA from the SAE J3061 [387], TARA+ [49] was built
with an additional metric assessing both the driver and ADS controllability over vehicles
of SAE L3. The TARA+ model is a proof of concept demonstrated by threat scenarios
over the surface attacks: ADS on-board units, LiDAR and vision sensors.

Vehicles Risk Analysis (VeRA) [97] is a method inspired from the SAE J3061 but
in a simplified way. The methodology captures the risk through a compilation of the
attack probability, severity and the human control. Unlike other methods, the human
control property in VeRA considers the SAE automation level. Nevertheless, it attributes
a constant risk value for SAE L3, L4 and L5 as they are merged together in the risk
classification matrix. VeRA’s performance was assessed to be quicker and less complex
than EVITA.

In a combined perspective of safety and security analysis, Khatun, Glass and Jung
[268] designed a TARA methodology, which takes a list of hazardous events as a
further input to build a scenario-based threat analysis. The method relies on the main
TARA steps recommended by the SAE J3061 to assess the Over-the-Air (OTA)
software update system of CAVs of SAE L3 onward. The OTA system was selected by
the authors as a complex safety critical asset, yet required within automated vehicles.
The proposed method followed STRIDE for damage scenario definition while it was
built upon HEAVENS and EVITA methodologies to identify the attack potential and
severity level.

TARA method in ISO/SAE 21434 (hereinafter, referred as TARA 1.0) was initially
introduced within the SAE J3061 standard [387] which was developed based on
OCTAVE, EVITA, TVRA and HEAVENS. The new ISO/SAE 21434 [233] evoked a
different, yet detailed, workflow. Depicted in Figure 5.1, the blue section draws the
boundaries of the TARA scope as outlined by the ISO standard. TARA 1.0 brought out
a detailed description of the asset identification which can be represented through a
data flow diagram supporting on enumerating the assets. Based on the cybersecurity
properties, the threat scenarios are identified and the attack paths are analysed. The
ISO/SAE 21434 standard suggested STRIDE or ATA as potential tools to accomplish
these two steps accordingly. Similar to HEAVENS, the risk in TARA 1.0 compiles the
impact rating using the same factors. The attack feasibility can be driven through three
methods varying from ‘attack potential-based’ where feasibility rates are retrieved from
the ISO/IEC18045, ‘CVSS-based’ using FIRST scoring system [166] to the qualitative
‘attack vector-based’. From the risk value, a decision should be derived which
represents the main outcome of the TARA 1.0 process. Such key output feeds the
cybersecurity goals and claims afterwards to update the general vehicular cybersecurity
governance. Despite the process clarity and agility of the TARA 1.0, the method
remains generic and does not elicit any specific treatment per SAE automation level.

ThreatGet [396] represents a concrete implementation of TARA 1.0 method
through a tool-supported approach. Not limited to the compliance with ISO/SAE
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attack potential-based, 
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Risk value: 
Impact X Feasibility

Options: 
Avoid the risk
Reduce the risk
Share or transfer the risk
Accept or retain the risk

Figure 5.1: TARA 1.0 as defined by ISO/SAE 21434.

21434 [233] only, ThreatGet wraps other TARA methodologies such as SAHARA for
the asset identification and HEAVENS for the risk computation. ThreatGet extended
the combined TARA methodologies with automated determination of threat scenarios
and attack paths. Though, the SAE automation level was not imposed by the tool
parameters.

Dobaj et al. [114] proposed additional steps to the TARA 1.0 process, especially at
the threat scenario modelling phase. The model maps the additional steps to the
relevant vehicle lifecycle phases. To illustrate, it distinguishes between TARA actions
to be taken during the concept phase and those that are applicable at design or
implementation phases. Additionally, the method targets highly automated vehicles of
SAE L3 onward. Nevertheless, it assesses L3, L4 & L5 equally.

Inspired from the core standards for safety, security and risk management, Vogt et
al. [443] introduced a comprehensive TARA method for C-ITS including CAVs. The
method combines qualitative and quantitative threat modelling and risk scoring tools
such as FMEA and FAIR to offer flexibility for any C-ITS’s asset assessment. For
uncertain values, a Monte Carlo simulation was used to generate ranges instead of a
fixed score supporting the impact and attack feasibility rates’ computation. Although,
the authors proposed a model wrapping the advantages of other TARA
methodologies,the SAE automation level was not pushed within the assessment.

Wang et al. [451] shifts the focus from procedural adjustments to quantitative
suggestions with the aim to improve the risk matrix and hence elevate the assessment’s
objectivity. The authors proposed different rating schemes supporting the risk
calculation that can be adapted through the vehicle development lifecycle. Though, the
methodology shares several commonalities with the TARA 1.0 without any explicit
citation to the ISO/SAE 21434. Additionally, the vehicle’s SAE automation level was
not considered within the method’s analysis scope.

Similar to ThreatGet, ThreatSurf [465] introduced an automated assessment of the
vehicle attack surface per TARA 1.0 and hence compliant to ISO/SAE 21434. The
methodology also aims to align with the UNECE R155 [430] as it is evaluated through
the regulation’s threat categories. ThreatSurf demonstrated an in-depth assessment of
threats in modern vehicles of SAE L3. Nevertheless, the process excludes the impact
rating and risk determination steps from the automation process, as it is manufacturer
specific.
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Probability, Impact, Exposure, and Recovery (PIER) [366] is a recent TARA
methodology dedicated for CAVs of SAE L3 onward. The method focuses on assessing
how the assets are exposed to risk from internal and external connections and how
resilient they are on real-time base. PIER is considered as another improved version of
the TARA 1.0 by embedding the recovery and rapid resilience over mission-critical
components within the CAV. The method was theoretically validated through a
vehicular software update and collision avoidance scenarios and a concrete
implementation of the attack scenarios over a real CAV remains absent.

A more privacy focused methodology was drawn by Zhou et al. [469]. The authors
merged together the data security risk assessment recommended by national regulations
to TARA 1.0 steps. Furthermore, the risk computation imposes data security factors
such as data value (reflecting the data sensitivity) as well as the feasibility and impact
metrics involved on the TARA 1.0 risk computation. While considering the data privacy
risks in the CAV’s environment and the data lifecycle, the researchers demonstrated their
methodology on the Telematics box data as the assessment’s asset. However, the methods
remains limited to national regulations requiring major adaptation for different markets.

5.6 Discussions and future work

In the following, we summarise our key findings, demonstrating the discrepancy between
the existing TARA methods and CAVs readiness:

Despite being called by different terms, the main two TARA steps are threat
modelling and risk analysis. While few TARA methods, such as TARA 1.0, have clear
boundaries, others may include further steps like item definition and mitigation. To that
end, we urge for the need on more unified and standardised terminologies and scope.

OCTAVE, EVITA and HEAVENS are ubiquitous TARA methods which literally
geared up today’s models. They even represent the foundations for TARA 1.0 which can
be foreseen as the most pervasive method. By analysing the aims of the TARA developed
within the last three years, we assert that they all either comply to ISO/SAE 21434 [233]
or suggest an improvement to TARA 1.0.

Although, there is a continuous improvement to build the most auspicious TARA
methodology with regard to the driver and the ADS controllability, there is no explicit
distinction in addressing highly CAVs of SAE L4 and L5. There are limited efforts in
distinguishing the assessment of SAE L3, L4 and L5 respectively as the majority of the
reviewed TARA methodologies consider their risks to be equal. Fortunately, a potential
method was initiated by Dominic et al. [116] but the methodology did not emerge with
current cyber threats and today’s technologies advances. Taking into account the
evolving cyber risks with the increase of every automation level, there is a scarcity on
TARA methods dedicated to SAE L4 and L5. A risk that can be low on SAE L3 may be
defined as high in L4 and even higher in an L5 CAV where a driver control is
substituted by the ADS self-risk mitigation.

By considering the high privacy risks within the CAV’s ecosystem [44], several
TARA methods assigned a privacy weight while measuring the risk. Except the
methodologies demonstrated by SARA [331] and Zhou et al. [469], which emphasised
on privacy, all other TARA methodologies assigned a weight to the privacy which
remains equal to the other SFOP categories as safety, finance and operations.
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A common point about the metrics used in all the methods is that they are based on
feasibility and impact, while very few TARA methods consider the controllability
metric. The terminology varies from attack ease, occurrence to exposure likelihood to
quantify the feasibility of a threat to occur. Similarly, there are multiple terms to
represent the severity impact. While the majority of the methods are focused on these
two metrics, others such as RACE, SARA, VeRA and TARA+ added the controllability
metric to assess either the driver or ADS control in case of an attack. We believe that
the controllability metric should be imposed differently while assessing CAVs of SAE
L4 and L5.

Regarding the rating values, Table 5.3 demonstrates that ISO/IEC 15408, ISO/IEC
18045 and experts knowledge represent the main sources to assign scores. In other
words, Appendix I from the ISO/SAE 21434 guided several TARA methods where
such sources are recommended. Nevertheless, both ISO/IEC 15408 and ISO/IEC
18045 were elaborated for IT systems without considering the CAV’s features which
are wrapping both IT and automotive aspects. Furthermore, as long as the experts
subjectivity is involved, we consider that a confidentiality factor should be imposed. On
the same note, when the estimation depends on experts evaluation, it is prone to
over-confident or under-confident results. Consequently, we believe that risks
computation can be biased if there is no further metric reflecting the experts confidence.

The presented TARA methods commonly provide threat modelling, risk ratings,
determinations and treatments; though the scales remain not specific to cope with
today’s CAVs challenges including the vehicle connection maturity and SAE
automation level. As a future work, it is required to build an improved TARA that will
be adapted to the SAE L4 and L5 particularities. The new method aims to consider the
vehicle automation level and the evolving privacy impact while computing the risk.
Moreover, the process intends to add further metrics such as the experts confidence and
the residual risk estimation (risk related to unknown threats) while assessing CAVs’s of
L4 and L5. Furthermore, the methodology should add further layers of the assessment
by including the CAL concept to reflect the ideal level of assurance and protection for
the asset. Such parameters were briefly introduced in the ISO/SAE 21434 [233] and
will be the focus of the underdeveloped ISO/SAE AWI 8475 [234].

5.7 Related work

While a plethora of research works provided reviews on safety assessments, limited
comparative studies on CAV’s TARA exist. At a general security engineering scope,
Kumar, Joshi and Raturi [282] studied six TARA methods including CVSS, ATA and
OCTAVE. The research work asserted the need of making the methodology specific to
its domain as the TARA results depend on the experts knowledge and proficiency.
More focused on the automotive domain, Luo et al. [306] provided a comparative study
with a taxonomy on TARA methodologies. The authors classified the methods into
formula-based (representing the asset-based methods) and model based (grouping
scenario-based methods). Albeit a granular presentation of TARA models was
presented, the research lacks comparative discussions among the identified methods
with regard to the vehicle automation and connectivity properties. In another survey,
Luo et al. [305] overviewed TARA as a powerful risk-based testing tool. The authors
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evoked nine fundamental methods where only the application scope and the threat
model of every methodology were evaluated. Similarly, Benyahya et al. [43] studied
TARA methodologies and selected TARA 1.0 to be demonstrated over an L4 vehicle.
The authors elevated further the assessment results by conducting penetration tests over
risky damage scenarios. While the authors demonstrated the advantages and limitations
of TARA over a highly automated vehicle, the research work lacks a granular
comparative study.

Kawanishi et al. [262] studied threat analysis methods by comparing the
performance of their risk scoring approaches through a CAV use case. Though, the
study was limited to three techniques and only to the national JASO TP15002 standard
requirements. In a more detailed review, Monteuuis et al. [331] provided a critical
review of ten TARA methods including EVITA, TVRA and HEAVENS. The authors
compared them through multiple criteria such as the vehicle type (connected or
automated), the attack type (mono or multi threat) and the driver’s controllability. To
that end, the comparative study remains at a high scale without determining the
corresponding SAE automation level.

The ENISA [284, 92] evaluated RA frameworks by categorising them into asset or
scenario based, qualitative or quantitative, and based on their risk calculation
methodology. Though, the ENISA’s reports sought the interoperability evaluation of
risk management frameworks in general without addressing neither TARA models nor
the CAV’s domain. For more standards related studies, Cui and Sabaliauskaite [96]
evaluated TARA and HARA common phases by investigating into the ISO
26262 [214], SAE J3016 [385] and SAE J3061 [387]. Similarly, Macher et al. [308]
provided a review comparing the TARA methods from SAE J3016, EVITA,
HEAVENS, TVRA, OCTAVE and FMVEA. Nevertheless, as with the rapid evolving
CAV’s standards, both studies [96, 308] remain outdated and limited to generic
automotive methodolgies without covering the new trending standards such as
ISO/SAE 21434 [233].

Our contribution is different from the aforementioned works as it not only identifies
the key TARA methods, but also spotlights their consonance and limitations with
regard to the highly CAV’s readiness. Moreover, our systematic review brings an
innovative comparison using specific CAV’s properties including: (i) SAE automation
level and high connectivity implications; (ii) privacy impact; (iii) experts subjectivity;
and (iv) standardisation evolution and compliance.

5.8 Conclusions

We seldom have enough data to build a set of accurate analysis and assumptions as
input to any TARA model. Though, high certainty is much required within the CAV’s
environment and hence a thorough knowledge about TARA methodologies is crucial in
identifying adequate cybersecurity threat modelling for highly automated driving. Our
research goal was threefold: conduct a systematic review of the existing TARA
methods, analyse them in relation to the ISO/SAE 21434 requirements, and build
intensive understanding about how CAVs’ properties are considered by the existing
methodologies. The outcome shows that the automation level and privacy impacts are
barely the main focus of TARA methods. On the same note, more emphasis is needed
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to appropriately address the specifications CAVs of SAE L4 and L5. We further
rationalise a set of recommendations and needs that are driving our insights in
providing an improved TARA methodology as a future work.
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Chapter 6
Article V: Symbiotic analysis of security assessment and penetration tests
guiding real L4 automated city shuttles

Relevance

This article contributes to the validation of the theoretical findings from Chapter 5
through a real implementation of TARA 1.0. Such implementation was extended
further by verifying four attack paths from TARA results through penetration testings.
This article represents a fundamental training in executing a TARA and can be foreseen
as a pre-requisite to Chapter 7. Consequently, it contributes to explore RQ4 and RQ5.

Context

This article [43] was published in the Telecom journal whose IS: 2.1, and citescore is
4.8.

Own contribution

My contribution to this work consists of supervising both TARA implementation, and
execution of the penetration tests execution. Additionally, I took the lead on the paper
conceptualization, elaboration and formal analysis of the paper.
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6.1 Abstract

The CAV’s deployment is a proof of the wide evolution of autonomous driving
technologies enabling vehicles to gradually dispose of their drivers. Within the scope
of smart cities, such innovation has given rise to a new type of CAV: the ACS. Foreseen
as the new paradigm aiming to shape the public transport model, the ACS elicits a
plurality of new applications, such as the on-demand service in which a driverless
shuttle offers the desired ride without human intervention. However, such a model
raises cybersecurity concerns through the numerous attack surfaces and vehicle
hyperconnection. This phenomenon was highlighted in several studies on CAVs, but
very few research works tackled the specific case of ACSs, whose challenges and risks
far exceed those of personal vehicles. The present work offers a comprehensive
investigation of cybersecurity attacks, demonstrates a performed risk assessment based
on the ISO/SAE 21434 standard, and showcases a penetration test over a real ACS of
automation level four (L4) according to the SAE’s ranking. Based on our experiments,
we leverage fundamental cybersecurity recommendations with a focus on the ACS’s
physical security.

6.2 Introduction

CAVs are motorised vehicles with embedded technologies aiming to assist and handle
the driving functionality on behalf of drivers. In recent decades, the CAV industry has
been increasing annually by 16% at a global scale [188]. Such a market aims to
generate $300 to $400 billion by 2035 [111] with a market share of 20–35% of new
vehicles by 2030 [402] and even up to 50% by 2050 [298]. Along with the ambitious
forecasts and the related economic growth, the SAE defined six levels of automation,
ranging from no automation at L0 to full automation of driving at L5, in which each
level gradually assists the driving performance [385]. CAVs of L4 denote a level of
automation capable of conducting all driving functions under certain conditions, while
L5 vehicles can fully perform automated driving under any condition. Such automation
is accomplished through sensors, ECUs and AI units [41]. Not limited to internal
components, CAVs rely also on numerous communications with external entities to
accomplish autonomous driving functions, namely V2V, V2I, and V2X [266]. In the
present paper, we focus our research on exploring the ACS as a sub-class of CAV,
suitable for coping with today’s public transportation needs [9].

ACSs are foreseen as the next generation of smart mobility for public
transportation, offering on-demand services tailored for citizens. Putting into
perspective the simplicity of ordering a shuttle service while preserving the high
quality of transportation, ACSs are also shown to be safer [349], to reduce traffic
congestion, and to decrease pollution in comparison to conventional vehicles [117].
More specifically, ACSs are well suited for the transportation of the elderly and people
with disabilities or reduced mobility [384]. Therefore, the wide deployment of ACSs
could be a paradigm shift in achieving a cheap, reliable, always available, and
accessible new way of transport for smart cities. Driven by these advantages, several
cities throughout the world have already started testing ACSs in their fleets in multiple
pilot projects [199]. However, such technologies introduce multiple security concerns
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threatening the passengers’ safety and security as demonstrated by several researchers.
To illustrate, Bec et al. [35] reported attacks on the Chevrolet Camaro; Miller and
Valasek [330] implemented a remote takeover of the braking and steering systems of a
Jeep Cherokee; and Yan, Xu and Liu [462] demonstrated a blinding attack over the
Tesla S sensors leading the vehicle to crash.

For an in-depth understanding of the ACS threats, we had the opportunity, under
the umbrella of the AVENUE project [419], to investigate, analyse and conduct
penetration testing over the L4 vehicle depicted in Figure 6.1. Our study relies on the
TARA methodology provided by the standard ISO/SAE 21434 “Road
vehicles—Cybersecurity engineering” [233]. The methodology supports with building
threat scenarios, rating the attacks’ impact, and determining the risk related to the
ACS’s assets. We then elevate the TARA’s findings further by performing penetration
tests (hereinafter, referred to as pentests) over the vehicle’s GNSS and 4G connections.
From the obtained results, we provide our recommendations to mitigate the risks and
the identified weaknesses.

Figure 6.1: Example of the ACS investigated in the present work.

This paper aims to answer the following research questions:

• RQ1: Is the TARA methodology suitable for identifying L4 specific threats?

• RQ2: Would the execution of penetration tests confirm the resilience of the
mitigations applied to the high-risk scenarios defined by the TARA?

The remainder of this paper is structured as follows: Section 6.3 discusses related
works and identifies knowledge gaps in the domain. Section 6.4 provides background
information on the materials used to perform the TARA approach on the L4 vehicle
and describes the implementation methodology of the pentests. Section 6.5 discusses
the obtained results, while Section 6.6 debates the research questions and outlines our
recommendations. Finally, Section 6.7 offers concluding remarks on our findings.



6.3 Related work | 121

6.3 Related work

With the pervasive technologies leading to ACS deployment in smart cities and their
associated cybersecurity challenges, the ISO/SAE 21434 [233] is considered the
prominent standard for automotive cybersecurity governance. This standard, as well as
the mandatory UNECE R155 regulation [430], introduced the TARA and security
testing as an efficient way to keep systems at an acceptable level of risk. Therefore, we
highlight in the present research three main avenues, namely the cybersecurity
challenges within the ACS ecosystem, security assessments based on the TARA from
ISO/SAE 21434, and automotive pentests.

6.3.1 Cyber threats in the ACS landscape

While there are extensive efforts to identify the cybersecurity challenges within the
CAV ecosystem, the research domain tackling ACSs specifically is only just emerging.
Fysarakis et al. [171] spotlighted their concerns about the concept of ACSs and
proposed a threat model as well as generic mitigation solutions for CAVs at a general
scope. More focused on ACSs, Marin-Plaza et al. [318] offered a comprehensive
analysis of the ACSs deployment, signalled about the cybersecurity risks, and discussed
their social implications within modern cities. However, the review was conducted
from the social science perspective without a thorough cybersecurity analysis. An
in-depth research study was conducted by Benyahya et al. [41] in which a holistic state
of the art of the ACSs cybersecurity and data privacy threats were provided. The
authors also presented a review of relevant mitigation strategies and regulations to
consider within the ACSs environment. Nonetheless, concrete and non-theoretical
cyber attack implementations on ACSs are still lacking.

6.3.2 Assessments based on the TARA from ISO/SAE 21434

Although several research works have provided reviews on risk assessment approaches,
a limited number of researchers has showcased methods compliant with ISO/SAE
21434 on highly automated vehicles. Islam et al. [201] conducted a threat modelling
and risk assessment on the vehicle speed limiter (the unit that supports a driver to not
exceed a set speed limit).
Wang et al. [452] performed a risk assessment on the vehicle T-Box (which is
responsible for the automotive remote-control functions, such as contactless door
opening). Both publications presented systematic risk assessment frameworks;
however, the proposed models do not align with recent standards. More compliant
approaches to the trending ISO/SAE 21434 were proposed by Lautenbach, Almgren
and Olovsson [285] and Vogt et al. [443]; however, they are limited to conventional
vehicles without targeting either CAVs or ACSs assets.

6.3.3 Automotive pentests

Motivated by testing how robust vehicles are from cyber attacks, several researchers
simulated attacks on isolated CAVs’ components while very few asserted pentests over
real vehicles. Cao et al. [64] mimicked physical removal attacks on a LiDAR sensor
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aiming to deceive the obstacle-detecting system [64].
Petit et al. [373] conducted jamming and spoofing attacks on isolated LiDARs and
cameras under lab conditions [373]. As real pentests, Andersson [16] performed a
grey-box pentest (in which the pentester has partial knowledge of the target
vulnerabilities) on the in-vehicle infotainment system of a conventional Volvo car.
Similarly, Moukahal, Zulkernine and Soukup [333] conducted grey-box tests, only
virtually, on the vehicular software system using OpenPilot, an automated driving
simulator [360]. Fowler et al. [168] conducted a black-box test (in which the pentesters
have no idea about the target vulnerabilities) on a CAN testbed. Unfortunately, most of
these works had neither a real highly automated vehicle of SAE L4 or L5 nor combined
multiple pentests over several attacks surfaces.

To that end, our contribution differs from the aforementioned by:

• Exploring the cybersecurity concerns of the ACS as a barely studied CAV model;

• Conducting the TARA method, which is compliant to ISO/SAE 21434 standard;

• Yielding real pentests over a highly automated vehicle of SAE L4.

6.4 Material & methods

This section describes the methodological approach followed, which is also depicted in
Figure 6.2.

TARA High-risk
scenario selection

Pentesting

Figure 6.2: Methodology.

6.4.1 L4 evaluation vehicle

To demonstrate the TARA methodology, we analysed an ACS of automation L4,
annotated throughout this paper as L4 Evaluation Vehicle (L4V). The selected vehicle
was used for testing highly automated driving and on-demand services for public
transport on a pilot site in Geneva (Switzerland). The vehicle has a capacity of 15
passengers and drives at an average speed of 18 km/h within a predefined region of 38
hectares. Thanks to its several sensors, which include cameras, GPS, RADAR, LiDAR,
and odometers, the vehicle is capable of autonomously building a picture of its
surroundings, recognising obstacles, and bypassing them [470]. However, due to legal
obligations, a safety operator remains required to intervene if needed, which makes it
an L4 instead of an L5 vehicle.

6.4.2 Threat analysis and risk assessment

We have performed the TARA of the L4V using the framework provided by the standard
ISO/SAE 21434. The TARA permits high-level technology agnostic risk analysis with a
focus on the vehicle itself, instead of surrounding components, such as V2I/V2X or any
of the backend infrastructures used by the system. The TARA includes six successive
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steps, depicted in Figure 6.3, in which each step relies on the findings of the preceding
step. In the following sections, we describe each step that we followed and present a
condensed version of our findings.

1. Asset
identification

2. Threat scenario
identification

3. Impact rating 4. Attack
path analysis

5. Attack
feasibility rating

6. Risk
determination

Figure 6.3: TARA steps provided by ISO/SAE 21434.

Asset identification

As the name suggests, this step is dedicated to the identification of valuable assets, which
must be protected from potential damage. L4V was identified as having seven key assets:
a 3G/4G antenna, a GNSS antenna, a 3D LiDAR, an odometer, cameras, and an on-
board computer. These assets are considered to be the main entry points for an attacker
and constitute every component the vehicle uses to drive autonomously. As such, any
alteration to any of those components can lead to safety issues and consecutive damages.
The completeness of this first step is essential as it forms the basis for determining the
potential threats to the system and evaluating the likelihood and impact of those threats.
It should be noted that most of these components, on the vehicle, are directly exposed to
the outside environment and thus are prone to physical attacks.

Threat scenario identification

Each of the assets identified in the previous step needs to be further analysed for
possible damage scenarios, leading to compromise of the cybersecurity triad
Confidentiality, Integrity, Availability (CIA). Using the STRIDE threat modelling
framework [329], we found 27 scenarios in total. A sample outline of the threat
scenarios is shown in Table 6.1.
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Table 6.1: Sample threat scenarios for 3G/4G antenna.

Asset ID Damage Scenario ID Description

A.1

D.1 Erroneous data are received and provoke
full stop of the vehicle

D.2 The data cannot be received and provoke
full stop of the vehicle

D.3 An external attacker modifies transmitted
data or an update

D.4 An external attacker captures the data
transmitted between vehicle and the
backend

D.5 An external attacker modifies the data
transmitted between vehicle and the
backend

D.6 An external attacker stops the
communication between vehicle and
the backend

Impact rating

The next step implies the value estimation of a potential damage scenario, performed
through qualitative conversion tables provided by the TARA. It permits the assignment
of a label to each scenario ranging between “Negligible” and “Severe” based on the
scenario’s impact on Safety (S), Financial (F), Operational (O), and users’ Privacy (P).
These criteria are then aggregated to obtain the “Impact Level” (IL), also ranging
between “Negligible” and “Severe”. To that end, such rankings allow us to prioritise
both the economical and human repercussions to consider in order to adequately
mitigate the risks based on the severity of the scenarios. An example of such a rating is
provided in Table 6.2 in which severe and a major damage scenarios are depicted.

Table 6.2: Impact rating example for damage scenarios applicable to 3G/4G antenna.

Damage Impact category Impact Justificationscenario ID S F O P level

D3 Severe Severe Severe Severe Severe If the vehicle’s software stack is modified,
all data can become accessible with a risk
of compromising secure driving functions
such as braking, maximum speed limit, and
respect of signal panels. Serious financial
consequences are forecasted, as well as the
loss of end-users’ trust.

D.5 Severe Severe Severe Negligible Major Active modification of ongoing
communications can cause an unexpected
behaviour of the vehicle or generate erroneous
data for the operator.
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Attack path analysis

The fourth step is designated for the synthesis of the possible implementation of
damage scenarios. The resulting attack paths are a sequence of actions needed to
execute an attack, as illustrated in Figure 6.4. To establish valid attack paths, one can
use previous analysis from known vulnerabilities, such as the Common Vulnerabilities
and Exposure (CVE) databases [343], vulnerability classifications, or taxonomies as
per Sommer, Dürrwang and Kriesten [407]’s attack categorisation. The analysis can be
built on a parent–child representation afterwards to meet the ISO/SAE 21434
recommendations. An example of the attack path analysis result for D.3 is
demonstrated in Table 6.3 in which every path leading to the parent node from
Figure 6.4 demonstrates an attack path.

D.3

Man-in-the-
Middle attack

Send a rogue update
Impersonate

the identity of
3G/4G antenna

Impersonate
server identity

Modify
transmitted data

Figure 6.4: Attack tree showing three attack paths, each from lowest child to root.

Table 6.3: Sample attack path scenarios for damage scenario where attacker modifies transmitted
data.

Damage
Scenario ID

Attack Path
Scenario ID

Attack Path Description

D3

AP.3 An attacker can impersonate the server identity to
send a rogue update, thereby compromising the
integrity of the legitimate data.

AP.4 An attacker can execute a Man-in-the-Middle
attack to modify transmitted data, compromising,
as a result, the integrity of the legitimate data.

AP.5 An attacker can impersonate the identity of
a 3G/4G antenna and send falsified data,
compromising, as a result, the integrity of the
legitimate data.

Attack feasibility rating

The fifth step of the framework conducts a rating of an attack path’s feasibility. This
rating is based on the following criteria, listed below, in which each criterion is split
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into different possible ranges. Those ranges are then converted into a quantitative value
and summed up to obtain the Aggregated Attack Feasibility Level (AAFL), as shown in
Table 6.4. This rating represents the overall feasibility of the attack based on each of the
criteria that composes it:

• Elapsed time: how much time the attack execution requires (1 week/1 month/6
months/3 years/more than 3 years);

• Expertise: skill and experience required to execute the attack, as well as how many
people are needed (Layman/Proficient/Expert/Multiple experts);

• Equipment: availability of the tools needed to perform the attack
(Standard/Specialised/Bespoke/Multiple Bespoke);

• Knowledge of the item or component: how much information is needed to
perform the attack (Public information/Restricted information/Confidential
information/Strictly confidential information);

• Window of opportunity: ease of access and time limitation
(Unlimited/Easy/Moderate/Difficult).

Table 6.4: AAFL rating criteria.

Attack Feasibility Sum

High 0–13
Medium 14–19

Low 20–24
Very low ≥25

An illustration of the previously outlined attack paths and their feasibility ratings is
provided in Table 6.5.

Table 6.5: Sample of attack feasibility rating for damage scenario in which attacker modifies
transmitted data.

Attack Path
Scenario ID

Time Expertise Knowledge Window
Opportunity

Equipment Value Attack
Feasibility

AP.3 1 6 7 4 0 18 Medium
AP.4 0 3 3 1 4 11 High
AP.5 0 3 3 1 4 11 High

Risk determination

The final step of the TARA implies the determination of the associated risk value for
each damage scenario by using a risk matrix (Table 6.6). The sample output is depicted
in Table 6.7.
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Table 6.6: Risk matrix scale used to obtain the final risk determination.

Impact/Attack
feasibility

Very low Low Medium High

Severe 1 3 4 5
Major 1 2 3 4

Moderate 1 2 2 3
Negligible 1 1 1 1

Table 6.7: Final risk determination related to D.3.

Damage
Scenario ID

Attack Path
Scenario ID

AAFL Impact Level Risk Value

D.3 AP.3 Medium Severe 4
D.3 AP.4 High Severe 5
D.3 AP.5 High Severe 5

6.4.3 Pentesting

The performed risk analysis is permitted to identify multiple scenarios implying high
attack feasibility levels and high impact, as demonstrated in Table 6.8. Four pentest
scenarios were chosen, namely AP.6, AP.11, AP.13, and AP.14, for pentest execution
based on several criteria. First, the low cost and accessibility of the necessary hardware
were given the highest priority as the vehicles are operating in public spaces. Second,
the attacker can easily stay out of sight and has no need to physically interact with the
vehicle. Finally, these scenarios can be carried out by ‘script kiddies’ since the software
tools and documentation needed are easily accessible on the internet via open-source
programs. This is why our focus was given to these wireless attack scenarios.

The pentest period was allocated outside the operating hours of the vehicles,
without them being in motion, and took place at a restricted site from the public
transport operator. The different attacks were carried out in a black-box environment,
which is the real environment in which an external attacker could operate. The test
equipment was therefore deliberately limited so as not to require hardware that was too
heavy and/or too expensive. We also assume that the attacker has limited time and
access to the vehicle and that no logging or system configuration information is
available. The only information used to carry out the attacks is the information freely
available on the internet and on the manufacturer’s website.

Equipment and tools

Software Defined Radio (SDR) technologies have become mainstream. These consist
of radio communication systems in which components that have been traditionally
implemented in hardware (e.g., mixers, filters, amplifiers, modulators/demodulators,
detectors, etc.) are instead implemented using software on a computer. This allows for
more flexibility in the design of the radio system and the ability to easily change its
functionality. SDRs are used in a variety of applications, including wireless
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communication, navigation, and radio astronomy. In recent years, many new SDRs
have been produced, the most well-known being HackRf, Ubertooth, or BladeRF,
which we used (see Figure 6.5). The model we chose (BladeRFx40) cost us CHF 520
(≈USD 565) with two quad band antennas and was able to perform all of the attacks
that we implemented. To use this equipment efficiently, we also used multiple tools,
listed hereafter:

• BladeRF-cli [353] : tool required to program the BladeRF.

• GNU radio [184] : widely used open-source SDR software.

• GPS Test [185] : GNSS app for phone and tablet.

• Gps-sdr-sim [182] : generates custom GPS data streams.

• Gqrx [95] : radio waves visualization tool.

• RfCat [376] : Python library for easier programming of the BladeRF.

• Ubuntu [62] : main operating system.

• YateBTS [463] : allows the creation of one’s own GSM base station.

• Wireshark [456] : open-source packet analyser.

Figure 6.5: SDR BladeRFx 40 used for our experiments.
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To test whether the attacks were functioning, we also used an Android phone and
an Apple tablet as references. In the next sections, we show how we used those tools to
perform four attacks on the L4V, including GNSS spoofing, GNSS jamming, rogue Base
Transceiver Station (BTS), and downgrade attacks.

GNSS spoofing

GPS, which are a widely used GNSS, provide positioning, navigation, and time
services to ACSs [123]. Accurate GPS positioning data are one of the critical inputs
enabling safe self-driving, yet such technology has been potentially concerned with
cyber attacks such as spoofing and jamming [289]. In general, spoofing is a falsified
successful identification. In the case of GPS/GNSS spoofing, a radio wave transceiver
is used to broadcast false signals to a GPS/GNSS receiver, which will then determine a
false position. Indeed, there is no authentication method for a GNSS signal, and it can
be created without much difficulty since it contains only three types of information:

• A measurement signal for position, speed, and timing.

• The ephemeris, which contains the precise positioning information of a single
satellite and which has a maximum lifetime of 4 hours. Each satellite broadcasts
only its own ephemeris. It is sufficient for the receiver to know the position of
four satellites to propose a position [315].

• The almanack, which contains less precise information from all the satellites as
well as predictions of atmospheric conditions that could change the travel time or
direction of the signal. Each satellite broadcasts the almanack for all satellites. It
allows the receiver to obtain data on the position of all satellites by reading only
one almanack [259].

Using the published ephemeris data available on the National Aeronautics and
Space Administration (NASA) website [342], it is possible to create new fictitious
positions by modifying them to match the data that would actually be received if the
receiver is at the simulated position. Because of its proximity to the receiver, the
generated signal will be preferred to legitimate GNSS signals and will therefore modify
the position announced by the receiver. This process can be used in a recreational
fashion to cheat in some games that award points/bonuses based on GPS position or
distance travelled, but it can also be used by attackers to disrupt the trajectory of an
automated system, such as drones or CAVs. Such attacks have already been observed in
Switzerland on private and commercial aircraft as well as on drones [286].

To execute a controlled GNSS spoofing attack, GNSS signals based on three
positions (actual vehicle position, vehicle position offset by 4 metres and Geneva water
jet) and two configurations (cold start vehicle, i.e., from a switched-off vehicle without
a GNSS connection and vehicle already connected to GNSS) were transmitted using
gps-sdr-sim and BladeRFx40. To accomplish this, the ephemeris was first downloaded
from the NASA servers before being decompressed and used as a data source for
gps-sdr-sim (see Figure 6.6). The data thus created is exported in a bitstream and then
read by the BladeRF-cli program thanks to the code shown in Figure 6.7. This one sets
the frequency with which the information is transmitted (1575.42 MHz) and broadcasts
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the data provided by gps-sdr-sim (simulation.bin). Once the program was launched, its
correct operation was tested using an Android phone and an iPad to check that the
spoofing was functional. For each of the tests, the two mobile devices were consistently
able to lock onto the simulated position in less than 30 s, with a claimed accuracy of ±4
m.

wget --no-check-certificate "ftps://gdc.cddis.eosdis.nasa.gov/
gnss/data/daily/$(date -u +%Y)/brdc/brdc$(date -u +%j0.%g)n.gz"
gzip -d brdc$(date -u +%j0.%g)n.gz
mv brdc$(date -u +%j0.%g)n ephemeris
./gps-sdr-sim -e ephemeris -l [longitude,latitude,altitude] -d
[simulation_length] -o simulation.bin

Figure 6.6: Script used to obtain ephemerises and create the gps-sdr-sim bitstream.

set frequency tx 1575.42M
set samplerate 2.6M
set bandwidth 2.5M
set gain tx 32
tx config file=simulation.bin format=bin
tx start
tx wait

Figure 6.7: Script used to spoof the GNSS positioning.

GNSS jamming

A radio jamming attack aims to completely cut off radio communications between two
points by sending powerful radio waves (noise) on the same frequencies as those used
by the targeted system [123]. Thus, a jammer could target Wi-Fi, telephone
communications, or RADAR, depending on the chosen frequency. Similar to GNSS
spoofing attacks, jamming attacks have become more common with the advent of
smaller, inexpensive solutions that can be easily set up and hidden in a bag or mounted
on a wall. It should be noted that jammers are prohibited in Switzerland and more
generally in Europe, from their use to their mere possession [356]. These strict
measures are intended to prevent any blockage of radio waves, which are used by
emergency services and aviation, among others. However, SDR devices are not subject
to such restrictions, since their use as jammers is not their primary function. Thus,
despite the law of 1st of January 2018 banning the import of conventional jammers,
these SDR devices can be easily obtained. A BladeRF-type device cost CHF 500
(≈USD 545.2) at the time of writing, compared to several thousand francs for a
conventional jammer.

The jamming attack was performed using RfCat (see Figure 6.8) in order to create
noise on the desired radio frequency. This tool was used as it allows easy scripting to
customise the operations of SDR platforms, whether for recording, replaying, or creating
signals, as is the case here. As we already know which frequency to jam, this one is
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simply stored in a constant (JAMMING_FREQUENCY_IN_HZ), making this script a
point jammer. If needed, it would also be possible to add in an incremental loop in order
to make it a sweep jammer. Running the script resulted in a successful loss of position
on both the Android phone (in “GPS only” mode) and the iPad.

from rflib import *

JAMMING_FREQUENCY_IN_HZ = 1575420000
_rfCat = RfCat()
_rfCat.setMdmModulation(0x30)
_rfCat.setMdmSyncMode(0)
_rfCat.setMdMRate(4800)
_rfCat.setFreq(JAMMING_FREQUENCY_IN_HZ)
_rfCat.setMaxPower()
_rfCat.makePktFLEN(0)
_rfCat.setModeTX()

Figure 6.8: RFlib is used to jam a predefined frequency, here 1575.42 MHz.

Rogue BTS

A rogue BTS is another method of spoofing, aiming to impersonate a telephone
antenna to read the data passing through it. Victims send data through this antenna
thinking it is legitimate, and the attacker can then decrypt it in offline mode and obtain
compromising information while continuing to transmit the information to the
legitimate network [14]. This type of attack is simple to implement, although it requires
certain information about the victim’s system, in particular their mobile provider,
which can usually be determined from the phone number code and therefore requires
knowledge of the victim’s telephone number. This information is necessary because
each operator transmits on different frequencies, which must be known when the attack
is set up. Once again, the arrival of SDR technologies has made the implementation of
such attacks much easier. With today’s technology, it is possible to create a fully
portable Rogue BTS with a raspberry Pi (or any other microcomputer) and external
batteries, making the system lightweight and able to fit into a backpack. Because of this
ease of implementation, several attacks have already been executed, notably at
DEFCON 2016, where several fake antennas were spotted [93].

The Rogue BTS attack was once again carried out with BladeRF, this time using
YateBTS, which is a “Software-defined Mobile Network”. This tool allows for the
creation of a personally owned mobile phone antenna and thus acts as the perceived
operator. Once set up, it is possible to create and manage a mobile communication
network and to freely communicate with any node of the network without any fees.
YateBTS is highly customised which allows the impersonation of other operators. In
this case, the local operator’s 3G network information was inserted in order to spoof
one of their antennas. The data on the frequencies and positioning of the antennas was
found using Cellmapper [67], and the use of 3G was decided by watching the screen of
the ACS, which used a 3G connection rather than 4G. We chose the local operator’s
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network after reading a document from the Federal Roads Office indicating problems
when using a similar vehicle due to the failure of the local operator’s antenna [357].
The mobile operator was then crosschecked and confirmed by our contacts from the
public transport operator. Once the dummy antenna was in place, we performed a
packet analysis using Wireshark.

Downgrade attack

To increase the security of communications, 3G/4G networks encrypt communications.
Although it is possible to decrypt them with brute force attacks, the time required for
decryption is often too long for the attacks to be considered cost-effective. However,
when network coverage is not good enough to guarantee 3G or 4G communications,
many devices default to 2G or EDGE connections to continue providing their
communication services. Although useful for the user, this fallback solution has
security limitations as it uses the vulnerable A5/1 data encryption protocol [14].
Indeed, there are now many tools that can decrypt A5/1 encrypted data quickly and
easily [181]. To achieve this goal of relying on 2G technologies, the simplest method is
to degrade 3G and 4G connections by jamming their frequencies. This can again be
completed with an SDR device and will, if the device allows it, force a switch to the
less secure technology.

As explained, connectivity downgrade attacks rely on jamming the newest protocols
(3/4/5G). Therefore, we followed the same method and code that we used for the GNSS
jamming (see Section 6.4.3) by replacing the frequency to jam with the correct one.
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Table 6.8: Risk determination

A.1 D.1 AP.1 retransmit past data using an SDR transmitter so that the vehicle
receives erroneous data

7 3 3 High Moderate 3 Integrity controls

A.1 D.2 AP.2 use an SDR transmitter or a more conventional jammer to prevent
the vehicle from connecting to the network antennas

7 7 3 High Moderate 3 Offline automated mode

A.1 D.3 AP.3 impersonate the backend server in order to send a rogue update to
the vehicle

7 3 7 Medium Severe 4 Integrity controls
Authentication
Cryptography

A.1 D.3 AP.4 perform a Man-In-The-Middle attack between the vehicle and the
backend server to modify the data sent by the server

3 3 7 High Severe 5 Integrity controls
Authentication
Cryptography

A.1 D.3 AP.5 impersonate a 3G/4G antenna and send data to the vehicle 7 3 7 High Severe 5 Integrity controls
Authentication
Cryptography

A.1 D.4 AP.6 perform a Man-In-The-Middle attack between the vehicle and the
backend server to listen to the data sent by the server

3 3 7 High Moderate 3 Cryptography
Authentication

A.1 D.4 AP.7 perform an auxiliary channel attack by ”listening” to the
electromagnetic emanations of the on-board computer

3 7 7 Low Moderate 2 Side channel attacks mitigations

A.1 D.5 AP.8 impersonate the backend server in order to transmit arbitrary data 7 3 3 High Major 4 Cryptography
Authentication

A.1 D.5 AP.9 perform a Man-In-The-Middle attack between the vehicle and the
backend server to modify the data in transit

3 3 7 High Major 4 Cryptography
Authentication

A.1 D.5 AP.10 impersonate a 3G/4G antenna and send data to the vehicle 7 3 3 Medium Major 3 Cryptography
Authentication

A.1 D.6 AP.11 use an SDR transmitter or a more conventional jammer to prevent
the vehicle from connecting to the network antennas

7 7 3 High Moderate 3 Offline automated mode

Asset
Damage
Scenario

Attack
Path An attacker could… † C I A AAFL IL RV Risk Treatment

Continued on next page
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Table 6.8: Risk determination (Continued)

A.2 D.7 AP.12 use an SDR transmitter to replay previously received signals in place
of the actual signals

7 3 7 High Moderate 3 Data timestamping

A.2 D.8 AP.13 use an SDR transmitter to play custom signals instead of real GNSS
signals

7 3 7 High Moderate 3 Military GPS technologies

A.2 D.9 AP.14 use an SDR transmitter or a more conventional jammer to prevent
the vehicle from connecting to the GNSS

7 7 3 High Negligible 1 Offline automated mode

A.3 D.10 AP.15 throw an object or hit the camera to damage it 7 7 3 High Moderate 3 Camera shielding
A.3 D.11 AP.16 throw a sticky object or other obscuring material (e.g. paint) at the

camera
7 7 3 High Moderate 3 Camera shielding

Hydrophobic material
A.3 D.12 AP.17 use an acoustic device to disrupt the vehicle’s in-built image

processing software
7 3 7 Low Moderate 2 Phonic isolation

A.4 D.13 AP.17 disrupt a gyroscope with sound, causing the vehicle to change speed
due to false information about climbing or descending

7 3 7 Low Negligible 1 Phonic isolation

A.5 D.14 AP.18 use lasers to disrupt the operation of the LiDARs and cause the
vehicle to stop

7 7 3 High Moderate 3 Faster LiDAR tick rate
Photochromic lens

A.5 D.15 AP.19 throw a sticky object or other obscuring material (e.g. paint) at a
LiDAR

7 7 3 High Moderate 3 LiDAR shielding
Hydrophobic material

A.5 D.16 AP.20 throw an object or hit a LiDAR to damage it 7 7 3 High Moderate 3 LiDAR shielding
A.6 D.17 AP.21 use an acoustic device to distort the vehicle’s speed measurement,

which could cause it to speed up or slow down
7 3 7 Low Moderate 2 Phonic isolation

A.7 D.18 AP.22 perform an auxiliary channel attack by “listening” to the
electromagnetic emanations emitted by the on-board computer

3 7 7 Low Moderate 2 Random CPU noise

Asset
Damage
Scenario

Attack
Path An attacker could… † C I A AAFL IL RV Risk Treatment

Continued on next page
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Table 6.8: Risk determination (Continued)

A.7 D.18 AP.23 use direct access to the on-board computer to read the computer’s
memory continuously

3 7 7 High Moderate 3 Group policies
Computer tray shielding

A.7 D.19 AP.24 use the keyboard provided in the vehicle to exit the navya program
and install other programs

3 3 3 High Severe 5 Remove keyboard
Computer tray shielding
USB port security

A.7 D.19 AP.25 disconnect the hard drive from the on-board computer and plug in
another one

7 3 7 High Severe 5 Alarm system
Computer tray shielding

A.7 D.19 AP.26 use a live USB to bypass boot passwords and modify disk contents 7 3 7 High Severe 5 Bitlocker
Secure boot
BIOS/CMOS password
USB port security

A.7 D.20 AP.27 use a live USB to bypass boot passwords and modify disk contents 3 7 3 High Moderate 3 Bitlocker
Secure boot
BIOS/CMOS password
USB port security

A.7 D.20 AP.28 use the keyboard provided in the vehicle to exit the navya program
and observe the contents of the disk

3 7 3 High Moderate 3 Service account Group Policies
Computer tray shielding

A.7 D.20 AP.29 disconnect the hard drive from the onboard computer and read it on
his own device

3 7 3 High Moderate 3 Bitlocker
Computer tray shielding

A.7 D.21 AP.30 use the keyboard provided in the vehicle to turn off the on-board
computer

7 7 3 High Major 4 Computer tray shielding

A.7 D.21 AP.31 physically damage the on-board computer 7 7 3 High Major 4 Computer tray shielding
A.7 D.21 AP.32 use the I/O button to turn off the on-board computer 7 7 3 High Major 4 Computer tray shielding
A.7 D.21 AP.33 disconnect the on-board computer 7 7 3 High Major 4 Computer tray shielding

Asset
Damage
Scenario

Attack
Path An attacker could… † C I A AAFL IL RV Risk Treatment

Continued on next page
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Table 6.8: Risk determination (Continued)

A.7 D.21 AP.34 could install malware on the on-board computer 7 7 3 High Major 4 Computer tray shielding
USB port security

Asset
Damage
Scenario

Attack
Path An attacker could… † C I A AAFL IL RV Risk Treatment

† Confidentiality, Integrity, Availability (CIA); Aggregated Attack Feasibility Level (AAFL); Impact Level (IL); Risk Value (RV)
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6.5 Results

6.5.1 The TARA showcasing

As demonstrated in Table 6.8, the TARA framework assessed different risks threatening
the ACS security that we classify into three main groups: (i) high risks of values 4 and
5 (ii) medium risks of values 2 and 3 (iii) low risks of value 1 The first group concerns
mainly communication with the backend servers, enabling real-time data transfer and
OTA updates, and the on-board computer, on which all vehicle subsystems depend.
Those attacks do not represent the vast majority of the state-of-the-art use cases, which
usually imply an internal communication medium, such as CAN or LIN, or attacks on
sensors and, hence, obtained lower values of two and three, which are significant yet
unexpected. Finally, further specific attacks obtained the lowest rating value of one, as
they involve tools that are difficult to put in place or have low impact.

High-risk scenarios

The scenarios obtaining the highest scores concern attacks on the means of
communication as well as attacks involving physical access to the on-board computer.
The former remains relatively simple to deal with as mitigation methods, such as data
encryption, can be enough and are likely to be implemented by the OEM.
Consequently, it is impossible to determine whether data in transit are authenticated
and whether integrity checks are carried out. However, as the encryption,
authentication, and integrity checks are software-based without requiring any hardware
substitution, such a setup can be implemented promptly by a team dedicated to system
hardening. On the contrary, attacks involving physical access to the on-board computer
require different mitigation strategies that require further hardware changes.

As many of the current CAVs are prototypes, physical security for access to the digital
systems is not a high priority at the moment. This can be attributed to the experimental
nature and rapid development requirements of the vehicle, which include relatively easy
access to the on-board computer. However, we have to mark this as a major security risk,
and it may remain a high risk if no proper anti-tempering solutions are employed. The
L4V is supplied with a keyboard that can allow the user to escape the OEM’s program
and access the host operating system. On the same note, several active USB ports are
present on the machine attracting malicious intentions to plug a rogue device into the
vehicle to damage the system or steal information. Theoretically, access to such ports
allows the total destruction of the on-board computer via a “USB Killer”, which is able
to physically destroy a computer by several 240V discharges sent into the USB port.
Nowadays, such attacks can even be performed remotely and without the computer being
turned on, thanks to the USB Killer V.4 [435].

Medium-risk scenarios

Scenarios with a score of two and three are attacks that have a much lower immediate
impact if carried out, although they are not without consequences. These attacks fall
into two categories: attacks that cause the vehicle to stop and lead to damages and
eavesdropping.
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In the current framework of operations, involving a restricted route at low speed
(18 km/h) with few or no other vehicles on the road, such attacks do not induce major
risks for the users’ safety, yet a sudden stop can cause minor disturbances. However,
in a more dense traffic context, such attacks can impact both user and pedestrian lives.
As with the high-risk scenarios, the mitigation strategies should encapsulate physical
and software upgrades, including the implementation of cryptographic protocols for data
security, as well as reinforcements to the vehicle’s sensors.

Attacks that eavesdrop on data between the vehicle and the OEM’s servers would not
have an immediate impact on ongoing operations but would allow an attacker to obtain
information about the operation of the vehicle for future privacy attacks. By decrypting
the communications’ keys, or if they were simply not encrypted, more knowledge about
the data can be sucked up leading to new attack scenarios, such as vehicle tracking.
Similarly, cryptographic protocols remain the key mitigation technique to consider.

Low-risk scenarios

Scenarios that have been given a minimum score of one do not necessarily require
immediate intervention, yet they should not be underestimated. The impact of low-risk
scenarios is asserted to be moderate because of their difficulty in implementation with
the means currently available to attackers. However, with the emerging technologies
that the attackers can afford, such risks can evolve in the near future and considerably
facilitate the feasibility of the attacks in question.

To that end, several mitigation methods are proposed for the three scored groups as
shown in Table 6.8. The suggested treatments are mainly related to the implementation of
software measures, such as data encryption and hardening solutions for vehicle software
components, in addition to efficient shielding of the core automated driving units, such
as the on-board computer and sensors. The implementation of a fully automated mode
without a wireless connection is also recommended as it decreases the jamming risk,
though, it limits the chances for cooperative automated driving, which is an essential aim
of smart cities. As concerns remain about the trade of maximising the readiness of self-
driving operations and minimising associated cyber risks, it is crucial to set up testing
tools carrying out continuous or frequent risk assessments as per pentests. The next
session showcases the results of the conducted GNSS spoofing and jamming in addition
to the Rogue BTS and Downgrade attacks corresponding to AP.6, AP.11, AP.13, and
AP.14, respectively.

6.5.2 Penetration outcome

Jamming the radio signals was the prime motivation of our pentests. One of the goals
of our research was to evaluate the vehicle reaction upon a jammed signal. This was
successfully demonstrated through the GNSS jamming attack. The Rogue BTS and the
Downgrade attacks showcased the fairly efficient mitigation solutions in place.
Moreover, the attempted black-box GNSS spoofing did not disrupt the vehicle
operations pushing for further grey- or white-box bids. Another piece of evidence of
the vehicle’s great resistance is that no sensitive data (such as usernames or passwords)
were leaked due to the pentests, which indicated the presence of a minimum of security
on the vehicle. Consequently, the pentest we provide here only tests some of the
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vehicle’s on-board systems and is constrained to a black-box environment. More
extensive testing should be explored before deploying fleets of these ACSs on the road.
Such matters are discussed in the following section, as well as a detailed overview of
the outcome of each conducted scenario.

GNSS spoofing

Whether the vehicle is in an active GNSS connection or not, the spoofing attack did not
reflect a noticeable change in vehicle behaviour or metrics. In a disconnected state, the
GNSS signal information remained the same according to the on-board monitor. Such a
status is displayed through an orange symbol indicating that the vehicle is not receiving
valid GNSS data. The main reasoning for such results is the dismissed access to the
system logs and the limitation on the testing equipment or system knowledge. A lack of
power in BladeRFx40, a safety device set up by the vehicle, or the angle of arrival of the
signals to the GNSS antenna can be examples of such reasoning. On the same note, as
the GNSS antenna is located on the roof of the vehicle, it is possible that the radio waves
emitted by BladeRF were not received. Without access to the on-board computer logs or
indications of the exact position of the vehicle, it is difficult to state the exact reason for
the shuttle’s inability to connect to our signals. These results were identical for all three
positions and both vehicle configurations, totalling six tests.

GNSS jamming

The jamming attacks produced results fulfilling our expectations yet without great
surprises. As the vehicle requires radio communication systems, it is conspicuous that
blocking such signals implies that the vehicle will be disrupted or forced to a halt. This
point implies a fundamental modification of the vehicle program through the
implementation of a fully automated offline mode. In fact, jamming attacks are
frighteningly easy to set up despite the legal constraints on their use. Therefore, in the
current configuration, any owner of an SDR platform is capable of completely blocking
the operations of the vehicle as it is set to stop immediately when the signal is lost. A
remote control system can be considered to support the circumvention of such
situations; however, the use of radio waves alone would not solve the problem since it
would again be possible to jam this particular connection and thus prevent remote
troubleshooting. Therefore, a fully automated offline mode allowing the vehicle to
move to the side of the road or to an area suitable for dropping off its passengers should
be considered. This system, therefore, leaves the door open for various improvements
with other radio communication information.

Rogue BTS

The packets captured by Wireshark during the implementation of the Rogue BTS
confirmed the encrypted network connection. Cross-checked with the public transport
operator team, it was asserted that a Virtual Private Network (VPN) connection is built
between the OEM’s backend servers and the vehicle. Hence, the data in transit is
encrypted from end to end and can therefore be considered secure. However, it is still
possible to break the encryption keys in offline mode using existing tools such as
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Hashcat. Such a practice is usually too time-consuming to be cost-effective [14].
Additionally, if the encryption keys are changed regularly (respecting perfect forward
secrecy), breaking one of them will not allow the decryption of all communications but
only those of the specific session of the key. Thus, Rogue BTS attacks can be
considered ineffective against this vehicle.

Downgrade attack

Despite successfully jamming of the mobile network, we can see that the vehicle did not
have a fallback function on a 2G (GSM) network as it simply indicated that no mobile
connection was available. It is therefore not possible to exploit downgrade attacks on
connectivity in that case.

6.6 Discussion & future work

Our research goal was twofold: provide recommendations upon the findings from the
TARA and the pentests and study the identified research questions to set up
comprehensive insight on the correlation between the cyber risks impacts and the
vehicle automation level. Our work aims to support in reinforcing security
requirements for a future concrete deployment of the ACS going beyond pilot site
testing.

6.6.1 Recommendations

Based on the results from the TARA and the pentests, we believe that human intervention,
and hence the vehicle automation level, have a direct impact on the assessed risks. Some
attacks, particularly GNSS spoofing, are only applicable if there is no driver who can
immediately take control of the vehicle if it goes off the road. In other words, a moderate
risk in a vehicle of L4 can be considered severe in an L5 vehicle unless robust and flawless
mitigation strategies are implemented.

To strengthen the entire cybersecurity governance for L4V and support the ACS L5
readiness, the following crucial, yet non-exhaustive, recommendations are delineated:

• Physical strengthening: where LiDARs, cameras, USB ports, and the on-board
computer are unreachable and protected from any unwarranted access.

• Fully automated offline and resilient mode: providing high protection against
jamming attacks and unjustified halt or vehicle stops at a complete connectivity
loss.

• Confidentiality and integrity of communications: where PKI and digital
signatures can be used to secure authentications in addition to HTTPS and IPSec
tunnel mode (such as VPN) establishment.

• Hardening of the on-board computer: which relies on (i) protecting the BIOS
through Root of Trust for Update (RTU) and Trusted Platform Module (TPM)
usage during the firmware update [83] (ii) shielding the disk protection through
Bitlocker [14] (iii) adopting operating system best practices, such as the
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installation of a Host-based Intrusion Prevention System (HIPS) and applying
restrictive policies on the listing of files and their modification

• Standardised security procedures and certifications: varying from conducting
CSMS [430] and SUMS [431] certifications mandated by the UNECE to comply
with ISO/SAE 21434 [233] and ISO/PAS 5112 [231].

• Security monitoring: where continuous and frequent assessments are conducted
and risks are monitored using the integration of a Security Information and Event
Management (SIEM), for example.

6.6.2 Research questions analysis

To answer RQ1, the present work provided a systematic categorisation and analysis of
cybersecurity risks by applying the TARA to the ACS domain. Three main groups were
identified: high (risk values of four and five), medium (risk values of two and three) and
low (risk value of one). Although the TARA is suitable for threat modelling and analysing
risks, it remains limited in assigning an objective risk value with regard to the automation
level. In fact, the weight of the automation level depends on the experts’ opinion and their
expertise. Furthermore, being an asset-based methodology, the automation features are
impossible to evaluate as a single asset from the TARA.

Limited by several real-life pilot restrictions, the pentests that we managed to
execute confirm the ease of the necessary setup for an attacker to execute high-risk
scenarios. In particular, the affordability of the equipment required as well as the short
timespan in which an attacker can perform an attack, have been demonstrated. As far as
3/4/5G jamming is concerned, the most cost-effective solution in terms of time is sweep
jamming on the frequencies of the most widely used operators, which means that it is
not necessary to find out which operator is used by the manufacturer. However, the
black-box penetration tests and vehicle resilience that we observed did not provide any
additional insights into whether the vehicle was affected by the intended malicious
activities. Therefore, we cannot confirm if the mitigations applied to the vehicle were
sufficient; hence, black-box penetration testing is not suitable. To answer RQ2, we
believe that the openness of the OEM’s ACS ecosystem towards elevating the
restriction on internal data access (e.g. logs) is required to both execute physical attacks
and cross-check the effectiveness of the conducted wireless pentests.

6.6.3 Limitations & future work

Following up on the discussion about unwarranted on-board access, it is noteworthy to
highlight that diving deeply into the vehicle logs represents a real limitation to
verifying the evident effects of our pentests. The restrictions also made the entire
pentest more complex as it was limited to being pushed in a black-box manner.
Therefore, our future efforts are focused on conducting grey and white pentests. More
specifically, it is envisioned to target further assets varying from automated driving
decision-making units, V2X components, on-demand service applications, and the fleet
management system.

Additionally, considering the continuous upgrades impacting the vehicle operating
systems, supplementary tests are foreseen to accomplish future comparative analysis
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with the present findings. On the same note, for a more granular and uniform analysis,
it is planned to complement the attack tree paths with an additional detailed level
linking CVEs to each damage scenario. Such a future work would provide consonant
comparisons and an evolution of the identified vulnerabilities based on the universal
CVE databases [343].

Another shortcoming to highlight in the present research is the impact of the
rapidly evolving technologies on the pertinence of our findings. Being a pilot vehicle
under regular emerging changes, the L4V has been subject to several modifications and
upgrades. Consequently, our findings reflect the risk analysis and pentests results on the
assessed vehicle configuration at the time of the elaboration of our experiments. As a
future work, we intend to build an automated TARA framework supporting with
continuous assessment of the L4V risks with a possible comparison of current risk
values to the historical records. Such a solution aims to help keep risks at an acceptable
level while coping with the technological progression.

To that end, the present work can be considered a valuable path and a starting point
advertising the implementation of frequent risk assessments and the importance of
penetration testing on approaching the full deployment of L4 and L5.

6.7 Conclusions

The objective of this work is to provide the first example of a cybersecurity analysis on
an L4 ACS. Based on the TARA framework, threat modelling and risk analysis of the
ACS were outlined on the selected vehicle assets. We elevated further the risk analysis
findings by conducting four pentest scenarios focused on GNSS and 4G connections.
Based on the implementation results, we proposed several mitigation solutions and
technical recommendations to be implemented in future iterations. The outcome
showed that the automation level is still a missing attribute throughout the TARA
process, yet it has a direct impact while selecting accurate mitigation strategies with
consideration of human intervention. We further identified a set of limitations that
trigger motivation for future efforts.
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Chapter 7
Article VI: Driving towards resilience: Advancements in threat analysis
and risk assessment for connected and automated vehicles

Relevance

This article fully explores RQ4, RQ5 and RQ6 of the present thesis. It effectively
defines avenues for improving TARA 1.0, as proposed by ISO/SAE 21434, to properly
address the properties of L4 and L5 CAV. The article defines the methodology followed
to both identify and implement the required enhancements through the innovative
TARA 2.0. Additionally, the article incorporates a PoC to showcase the new framework
applicability. The PoC consists of demonstrating TARA 2.0, in a simplified way, over a
reference architecture. The validity of the proposed framework is approached through a
comparative analyses. To sum up, the article aims to deeply study the limitations of
TARA 1.0, propose TARA 2.0 as a solution, demonstrate its process for future
replications and showcase its performance over TARA 1.0.

Context

This article [42] is under a first review in the IEEE Transactions on Intelligent Vehicles
Journal whose IS: 7.70, h-Index:43 and SJR: 1.583 according to the Resurchify portal1.

Own contribution

Being the lead author of this article, my contribution consists of the enhancements
identification, framework conceptualisation, the assessment conduction and workshops
leading. While the co-authors contributed with their opinion in both threat modeling
and risk analysis to increase the assessment results confidence, the majority of the
paper content was provided by me. The co-authors had also the crucial role of
reviewing that content and improve the figures clarity.

1https://www.resurchify.com/about

https://www.resurchify.com/about
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7.1 Abstract

CAVs are foreseen as the new shift paradigm towards smart, safe and autonomous
transportation. Though, ambivalent cybersecurity and privacy concerns are
contributing to the immaturity of CAVs of SAE level four (L4) and five (L5) where full
automation is intended. For an appropriate risk governance, the UNECE R155
regulation and ISO/SAE 21434 standard mandate TARA implementation as a key
methodology to identify, evaluate, mitigate and monitor the cyber risks. Unfortunately,
existing TARA methodologies are limited to L3 CAVs, are not focused on privacy risks
and rely on experts’ knowledge which may impact the risk assessment subjectivity.
Under the umbrella of the project ULTIMO2, tackling the issues facing CAVs
deployment, the present work proposes an improved TARA framework, referred to as
TARA 2.0. This framework puts forward CAVs’ properties, potential cybersecurity and
privacy threats as well as a fine-grained analysis of the experts objectivity throughout
the assessment process. Our approach is demonstrated through a step-by-step
implementation showcasing its feasibility and compliance to ISO/SAE 21434. Our
findings indicate strong promise in offering a customised TARA framework for L4 and
L5 CAVs, prioritising privacy concerns and enhancing transparency regarding expert
involvement throughout the process.

7.2 Introduction

For the last decade, the automotive sector has witnessed a major switch from
mechanical to cyber-physical systems where IT components have become dominant.
Recent technological enablers such as AI, advanced environmental sensors, ECUs, as
well as V2X communications support in steering the automotive domain further to
achieve highly automated driving where human interventions are reduced to a bare
minimum. The SAE proposed six levels of automation, L4 and L5 representing the
most advanced stages where vehicles can drive autonomously within limited or
unlimited ODD [38]. Prominent illustrations of such CAVs, are already taking place in
today’s roads. Baidu, Cruise, Pony, Waymo and Zeekr showcase how those vehicles are
progressing beyond the experimental phase [37, 194].

The CAV is a subset of the broader IoV, which itself stems from the IoT. This
evolution has transformed conventional vehicles into smart agents that remain
continuously connected. Stipulated by the advancement of the IoT, CAVs promise safer
traffic with less human-related driving errors, smarter mobility services for individuals
who are unable to drive (physical constraints), less polluting means of transportation,
and lower road-ways congestion [351]. Alongside the safety, social and ecological
advantages of CAVs, cybersecurity and data privacy concerns pose significant obstacles
to their successful and large scale deployment [434]. By incorporating safety-critical
systems, software and hardware components as well as endless data exchanges, CAVs
bring out a litany of attack vectors [41].

A compromised component from the CAV’s environment implies inappropriate
driving operations, sensitive data infringements and even fatal accidents jeopardising
2The ULTIMO project (https://doi.org/10.3030/101077587) is co-funded by the European Union and the

Swiss State Secretariat for Education, Research and Innovation (SERI) under the Horizon program.
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the passengers safety and privacy. CAV’s potential attacks vary from manipulating
perception systems leading to blinding the vehicle vision, falsifying navigation data
causing a go off course, infiltrating communication channels leading to malicious
messages injections to code alteration impacting the vehicle motion control
capabilities [179, 412]. Moreover, any malicious access to the CAV, where numerous
of directly or indirectly identifiable data are exchanged, is a subject to a potential data
breach [364]. Consequently, the sniffed or maliciously processed data that can likely
embed PII such as name and phone number, taken routes as well as departure and
arrival addresses can be the source of an array of privacy attacks including identity
theft, location tracking and profiling [30, 75].

The interplay between the CAV’s evolving technologies, their benefits and the
related threats guided the core regulatory and standardisation bodies to harmonise the
cybersecurity governance. The UNECE R155 and R156 [430, 431] mandate TARA,
referring to ISO/SAE 21434 [233], as an automotive cybersecurity governance tool for
detecting, evaluating, mitigating and monitoring potential threats throughout the
vehicle life-cycle from design to end of life stages. As of now, security actors from
industry, academia and standardisation, proposed numerous TARA methodologies such
as EVITA [382, 143], HEAVENS [201], TVRA [130], SARA [331], VeRA [97] and
PIER [366]. However, none of them sufficiently tackle the specific properties of L4 and
L5 CAVs and the related challenges. First, existing methodologies do not consider data
privacy threats at the forefront of secure CAV’s implementation [30]. Second, those
methodologies lack an explicit distinction in addressing CAVs of SAE L3, L4 and L5 as
the proposed assessment process remain identical for the three levels [40]. Third, while
the TARA process depends heavily on experts evaluation, existing methodologies do
not advertise any confidence factor supporting in determining the objectivity of the
assessment outcomes [3]. Fourth, existing methods lack detailed demonstrations to
facilitate the entire TARA process replication. To that end, we conclude that it is an
absolute necessity to resolve the shortcomings in the current TARA framework for
supporting the L4 and L5 CAVs in withstanding the continuously evolving
cybersecurity and data privacy threats. This work aims to reply the following RQs:

RQ 1 Is it feasible to extend TARA methodology for L4 and L5 CAVs while improving
the focus on privacy threats?

RQ 2 How the assessed risks from TARA can depict scrupulously the CAV’s SAE
automation level?

RQ 3 To what extend the TARA process can be automated to reduce its reliance on
experts opinion?

Our contributions are the following:

1. Formulating the improvement avenues to the mandated TARA from ISO/SAE
21434 (hereby denoted as TARA 1.0).

2. Proposing TARA 2.0 as an improved framework addressing privacy, automation
level and experts subjectivity concerns.
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3. Demonstrating TARA 2.0 through a PoC using a step-by-step approach to
showcase the applicability of the framework.

The remainder of this paper is organised as follows: Section 7.3 sets the
foundations of our discussion. Section 7.4 proposes TARA 2.0 by outlining the
methodology for the construction of each step of the assessment. Section 7.5
demonstrates the use of TARA 2.0 through an assessment of the ADS processing unit
of an L4 CAV. Section 7.6 delves deeper into the asserted insights, limitations and the
foreseen future work. Section 7.7 captures the related work on various efforts towards
improving TARA frameworks. Finally, Section 7.8 deduces the paper through
concluding remarks.

7.3 Key concepts and definitions

The present section establishes the foundations for the technical discussions throughout
the manuscript. It offers fundamental insights into the CAV landscape, highlights the
importance of TARA regarding the key regulations and standards, and introduces the
classical TARA 1.0 workflow.

7.3.1 CAVs ecosystem

Over the last decade, cybersecurity and data privacy have become of significant interest
in the CAV’s domain. Several factors have converged to generate such interest. First, to
perceive its surroundings, the CAV relies on the measurements generated by embedded
cutting edges sensors, varying from LiDAR, RADAR, to cameras, which represent a
substitution of the human vision capabilities [3]. While these sensors promise efficient
and safe navigation, they are susceptible to tampering or data manipulation [41].
Second, the number of lines of source code in the ECUs exceeding 300 million lines in
L3 CAVs and 500 million lines in L4 and L5 [4] represent a great opportunity for
malicious actions [311]. In practical terms, this means that essential driving
functionalities, such as steering or braking, can be controlled by software that may
inherit code vulnerabilities if adequate security defences are not in place. Third, CAVs
rely on multiple connections taking the form of cellular (4/5/6G) or short range
communications like Wi-Fi or DSRC [48]. On one hand, such connectivity enables the
CAV to exchange data with smart infrastructure (V2I) or other vehicles (V2V),
facilitates the OEM interventions for on-the-air updates or diagnosis, allows remote
monitoring and teleoperating [341] and offers innovative services to end-users [453]. In
the CAV’s ecosystem, end-users extend beyond vehicle owners or passengers to include
any customer getting benefit from the CAV’s mobility services [455] such as
on-demand services [65], first- and last mile transport [165] and logistics
services [275]. On the other hand, either of these communications paths could be
exploited by an attacker to sniff PII data or inject malicious inputs [76].

CAV’s technologies are not set in stone. Throughout the CAV’s life-cycle, from
design to decommissioning, technologies supporting the ADS functioning will
continue to evolve alongside with the offered mobility services [453]. Consequently,
such evolution may potentially introduce new vulnerabilities expanding the
opportunities to threat actors for malicious assaults.
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Table 7.1: SAE automation levels by SAE J3016 [38].

Properties L0 L1 L2 L3 L4 L5

Driving automation No Driver
assistance

Partial Conditional High Full

ODD N/A Domain
specific

Domain
specific

Domain
specific

Domain
specific

Unlimited

DDT fallback Driver Driver Driver Fallback
ready-
operator

ADS or
fallback
ready-
operator

ADS

Connectivity Not
required

Not
required

Not
required

Recommen-
ded

Recommen-
ded

Extended
V2X

Furthermore, the SAE automation levels introduce an additional level of
complexity. Each level from Table 7.1 is differentiated by its reference to the
automation of the DDT, encompassing both human and the ADS engagement, along
with the ODD, which describes the driving conditions and limitations [389]. In case of
a cyber assault, and depending on the SAE level, the driver, operator or the ADS has to
take over or relinquish the DDT [180]. In the instance of an attack targeting L4
perception sensors, a prepared fallback operator, whether remote or in-vehicle operator,
can guide the vehicle into a stable and safe state, referred to as the MRC in standardised
terminology [389]. Projecting an equivalent scenario over an L5 CAV, the ADS per se
must achieve the MRC independently of any type of human intervention. As showcased
in Table 7.1, several features support distinguishing the properties of each SAE level
including the ODD limitation, how the MRC can be conducted, as well as the amount
of V2X connections. Therefore, cybersecurity and data privacy considerations,
including threats modelling and risk governance have to address such differences
respectively.

7.3.2 Standards & regulations

With the prevalence of the aforementioned risks, the core standardisation bodies, as per
ISO and SAE, elicited norms reflecting risk management applications into the
automotive domain. The most dominant standard to comply with is ISO/SAE
21434 [235] since it has been proposed as a key reference in the mandated regulations
R155 and R156 by the UNECE WP29. Both regulations are requiring the CSMS [430]
and the SUMS [431] certificates respectively. The CSMS comes with the obligations of
integrating cybersecurity governance to the OEM’s organisation and over the entire
value chain [326]. Similarly, the SUMS aims to demonstrate that any vehicular software
update is not extorting further cyber risks or impacting the overall cybersecurity
governance [431]. Both certificates have been set as pre-requisites of the vehicle type
approval with a three years renewal cycle by the presentation of an assessment
evidence [430]. In this context, ISO/SAE 21434 aligns with UNECE regulations in two
perspectives. First, it offers guidelines for organisational audits. Second, it sets the path
for obtaining type approval evidence by executing a TARA [453].

As depicted in Figure 7.1, further standards are evoked to complement the



7.3 Key concepts and definitions | 151

Standards
UNECE Regulations ISO/SAE 21434

CSMS (R155)
+ SUMS(R156)Certificates

Type approvalCAV

Audit

TARA

ISO/PAS 5112

ISO/SAE 8477⋆
ISO/SAE 8475⋆
ISO/IEC 5888⋆

Demonstration

Evidence

Guidelines

Guidelines

?: WIP

Figure 7.1: UNECE regulations vs ISO standards [453].

ISO/SAE 21434 in achieving the required conformity for the UNECE certificates. On
one hand, the published ISO/PAS 5112 [231] supports in auditing organisational
cybersecurity processes. On the other hand, various initiatives aim to indicate the level
of rigour and support in evaluating the reliability of the TARA outcomes. Among such
efforts, the ISO/SAE 8477 [236] intends to provide guidelines on verifying and
validating the cybersecurity goals. The ISO/SAE 8475 [234] will introduce new
metrics (CAL and TAF) reflecting the assurance level of the executed TARA. The
ISO/IEC 5888 [227] posits further cybersecurity and data privacy evaluation
requirements for connected vehicles in particular. While these standards show promise
and convey a potential need for enhancing TARA 1.0, they are still at early developing
stages and their content cannot be exploited yet [322]. Thereupon, these facts motivate
the present work in proposing enhancing avenues to TARA 1.0.

7.3.3 TARA 1.0

TARA 1.0 is a risk-based automotive testing approach which aims to identify threats,
evaluate their impact and feasibility, and combine them to derive and prioritise the
system risks [305]. In the literature as well as in standards, TARA is used as an
acronym for multiple terms including a systematic testing approach, a method, a
methodology or even a framework given its comprehensive nature in incorporating
multiple methodologies [393]. In this paper, methodology and framework terms are
used interchangeably while referring to TARA. Further clarification about TARA is
essential, emphasising its distinction from HARA [214]. Albeit they both incorporate
standardised RA principles, the former, from ISO/SAE 21434, addresses intended harm
conducted by malicious attackers, whereas the latter, from ISO 26262, assesses
accidental and hazardous harm [377]. Given the potential overlap of safety and security
concepts in the CAV’s domain, our research specifically focuses on TARA 1.0, centring
on cybersecurity and data privacy concerns, yet with safety implications.

For a deeper understanding of the different steps of TARA 1.0, Figure 7.2 provides
visual representation outlining the systematic procedures and flow evoked by ISO/SAE
21434. The main input to the TARA is the item definition step as it provides the context
and the required understanding of the evaluated environment. TARA consists of two
major phases which are Threat modeling and Risk assessment whose steps are: (i) asset
identification; (ii) threat scenario identification; (iii) attack path analysis; (iv) impact
rating; (v) attack feasibility rating; (vi) risk determination; and (vii) risk treatment
decision. Finally, the cybersecurity goals and cybersecurity claims are considered as
post-TARA steps as they support in refining the overall strategic cybersecurity
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TARA 1.0

Asset
identification

Threat scenario
identification

Attack path
analysis

Impact rating

Attack
feasibility rating

Risk determination Risk treatment
decision

Item definition
Cybersecurity

goals

Cybersecurity
claims

Work products:
• Item boundary
• Functions
• Preliminary architecture
• Data flow diagram

Work products:
• Damage scenarios
• Asset with CIA properties
assignment

Work products:
Threat scenarios using
STRIDE

Work products:
Attack Tree Analysis

Work products:
Impact rating as sum of
safety, financial, operational
and privacy impacts:
𝐼 = 10(𝑖𝑠 + 𝑖𝑓) + 𝑖𝑜 + 𝑖𝑝

Work products:
Attack feasibility rating
using:
- attack potential-based:
𝐹 = 𝑙 + 𝑒 + 𝑘 + 𝑜 + 𝑞
- CVSS based, or
- attack vector-based.

Work products:
𝑅(𝐿𝐼, 𝐿𝐹)

Work products:
Decision making: avoid,
reduce, transfer or retain
the risk

Work products:
Verification & Validation

Work products:
Requirements refining

Threat modeling Risk assessment

Figure 7.2: TARA 1.0 as defined by ISO/SAE 21434.

objectives.

Item definition

A clearly identified system architecture and functionalities facilitate the experts analysis
throughout the assessment’s process. The item definition consists of determining the
item boundary, representing the extent of analysis for the asset under evaluation, and its
related functionalities separately from the environment [233]. For an in-depth
understanding of the item connections and different data exchanges with the other
components, a generic architecture as well as a Data Flow Diagram (DFD) should be
sketched to support assimilating the assessed environment.

Asset identification

This step aims to list the assets, representing valuable components or services for
stakeholders as well as attractive targets for attackers [233], within the predefined item
boundary (which is one of the outcomes from the prior step). Then damage scenarios
are elicited for each identified asset showcasing the consequences in case each asset is
compromised. Consequently, assets and damage scenarios are associated using the CIA
model (embedding authorisation and authentication as subclasses of confidentiality)
from ISO/IEC 27000 [203].

Threat scenario identification

Threat scenarios represent the key outcome of the threat modeling stage where every
threat type is rigorously investigated with regard to the DFD’s elements [438]. The
threat scenario identification is accomplished by naming the action required to
accomplish each damage scenario determined within the asset identification step.
Albeit the ISO/SAE 21434 proclaims the efficiency of STRIDE as a taxonomy
mnemonic-based technique, whose titles are mirroring threat classes, the standard
remains open to similar tools, relevant misuse-case approaches [17] or any combination
of both [233].
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Attack path analysis

Attack Paths (APs) are elicited to indicate the sequence of events that an attacker can
undertake to exploit threats identified from the previous step. The ISO/SAE 21434
propounded three approaches: (i) top-down where APs are deduced at the conceptual
phase, from historical knowledge of vulnerabilities related to an item, and graphically
represented through attack trees or attack graphs; (ii) bottom-up where APs are
constructed from a pre-generated vulnerability analysis of an implemented item at a
post-development stage; and (iii) a combination of both where supplementary analysis
on vulnerabilities is jointed to the APs to actualise the threat scenario.

Impact rating

Table 7.2: Impact rating for each parameter safety(is), financial(i f ), operational(io) and
privacy(ip ).

Impact Negligible Moderate Major Severe

Value 0 1 10 100

As defined in the standard, the impact rating represents an estimation of magnitude
of damage conveying the severity associated to a damage scenario [233]. The standard
computes the impact of each damage scenario, based on the sum of four parameters:
safety(is), financial(i f ), operational(io) and privacy(ip) whose values are assigned using
a numerical scale (0, 1, 10, 100), depending on the severity (Negligible, Moderate, Major,
Severe) [214], as set in Table 7.2, constructed according to ISO 26262 and ISO/SAE
21434. To determine the severity, the ISO/SAE 21434 came with a dedicated annex
indicating the assignment criteria for each impact category. For instance, in the safety
impact category, the severity is classified as “Negligible” if the damage would result in
no injuries, whereas it is set to “Severe” if the damage would lead to fatal injuries. The
impact rating in ISO/SAE 21434 as well as in most common TARA methodologies [201,
285, 143] is approached with an alignment to the ISO 26262 [214] Equation 7.1, where

I = 10(is + i f )+ io + ip (7.1)

each parameter is associated to an assigned weight that is set to 10 for safety and financial
impacts and to 1 for operational and privacy impacts. According to the standard, this is
justified with the criticality of safety and financial impacts over the other impacts. The
derived I is mapped to determine the overall impact, per damage scenario, through the
impact level L I according to Table 7.3.

Attack feasibility rating

Every AP derived from the attack path analysis step incorporates information about the
attacker, the attack surface and the attack method. To assess the attack feasibility, such
information is leveraged as quantifiable parameters representing the attack likelihood.
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Table 7.3: Impact rating

Impact sum (I ) Impact level(L I )

0 • 0 - none
1-19 • 1 - Negligible
20-99 • 2 - Moderate
100-999 • 3 - Major
≥ 1000 • 4 - Severe

The ISO/SAE 21434 advertised three attack feasibility approaches: (i) attack potential-
based (as broken down in Section 7.4.5), (ii) CVSS based, and (iii) attack vector-based.

Despite the chosen method, an attack feasibility level (LF ) is derived. For instance,
Table 7.4 illustrates how the aggregation is conducted following the attack potential-
based method where an attack feasibility sum (F ) is computed and mapped afterwards to
LF . Such aggregation is further demonstrated while proposing TARA 2.0 in the following
sections.

Table 7.4: Attack feasibility rating

Attack feasibility sum (F ) Feasibility level (LF )

≥10 • 0 - very low
7-9 • 1 - low
4-6 • 2 - medium
2-3 • 3 - high
0-1 • 4 - critical

Risk determination

The risk value and level determination proposed by ISO/SAE 21434 combines the impact
level (L I ), derived from the impact rating, and the feasibility level (LF ), derived from the
feasibility rating, as follows:

R(L I ,LF ) (7.2)

The levels and values are retrieved from Tables 7.3 and 7.4 respectively to construct the
risk matrix. The ISO/SAE 21434 allows organisations the flexibility to define their own
risk equation, which combines both impact and feasibility levels or values according
to their specific needs. The standard advocates symmetric or asymmetric risk matrices
[291] without mandating a specific risk matrix type. Table 7.5 depicts an example of an
almost symmetric risk matrix that is compliant to ISO/SAE 21434 [285].

Risk treatment decision

After the APs identification, the risk compilation and threats prioritisation, a risk
treatment decision needs to be taken to determine if the risk can be: (i) reduced
(through the implementation of further security or privacy controls), (ii) accepted (by
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Table 7.5: A sample 2D risk matrix

L I

Negligible Moderate Major Severe

LF Low 1 1 2 3
Medium 1 2 3 4
High 2 3 4 5
Critical 2 4 5 5

managing the risk without additional measures), (iii) shared (when the risk is delegated
to a third party like insurance, and (iv) avoided (by stopping the risk from its source
like when the entire activity is omitted). Despite the decision that can be taken, it is
crucial that all the CAV stakeholders, including OEM and mobility service providers,
get involved in the treatment decision process as associated technological, operational
or financial costs may apply. Additionally, the risk should remain monitored and
considered within any TARA reiteration or vulnerability management throughout the
CAV life-cycle [233].

Cybersecurity goals and claims

Cybersecurity goals and claims rely on the outcome of the entire TARA process. While
the risk treatment decision relies on selecting and implementing mitigation solutions
for the risks identified from the TARA, cybersecurity goals and claims steps consist of
verifying and validating proper treatment of the threat scenarios and APs.

7.4 TARA 2.0

The present section sets the groundwork for TARA 2.0 by outlining the methodology
used throughout the assessment process. The section discusses also the motivation and
the reasoning behind each enhancement proposed on the top of TARA 1.0.

7.4.1 Methodology

The aim of the present work is to provide a holistic threat modeling which incorporates
the intertwined cybersecurity and privacy threats as well as a granular and objective
risk assessment leading to appropriate risk prioritisation for L4 & L5 CAVs. Our
methodology was built based on the analytics and experimental findings upon
TARA 1.0 limitations. First, originating from systematic review of Benyahya et al. [40]
on TARA frameworks applicable to CAV’s environments, we established TARA 1.0 as
the most prominent approach to assess CAVs vulnerabilities. However, an appropriate
adaptation to tackle the SAE L4 and L5 CAVs’ specifications including privacy threats
and automation level implications is required. The same review asserted that TARA 1.0
outcomes rely on experts’ opinion, prone to the assessment’s subjectivity. To overcome
such pitfalls, every step from TARA 1.0 has been evaluated and experimented as a
baseline assessment [43]. The results showcased that:
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1. At the asset identification and the threat scenario identification steps, mainly
cybersecurity threat classes are modeled while privacy threat classes are barely
assessed.

2. The privacy impact is underestimated as it has lower weights compared to safety
and financial impacts as depicted in Equation 7.1.

3. The automation level does not take part at any step of the risk assessment process.

4. 6 out of 7 TARA 1.0 steps depend on experts opinion (as notated by symbol ? in
Figure 7.3). Consequently, transparent communication about the level of the
experts involvement at various steps, is required to measure the assessment’s
results subjectivity.

To that end, we claim that if we provide a comprehensive assessment of privacy
threats at the threat modeling phase; propose an agile weight to the privacy impact
depending on the nature of the data; consider the automation level as one of the RA
metrics; and quantify the experts’ objectivity then the overall assessment will be
improved to address L4 & L5 specifications.

TARA

Asset
identification

Threat scenario
identification

Attack path
analysis

Impact rating

Attack
feasibility rating

Risk determination Risk treatment
decision

Item definition
Cybersecurity

goals

Cybersecurity
claims

Work products:
• Item boundary
• Functions
• Preliminary architecture
• Data flow diagram

Work products:
• Damage scenarios⋆
• Asset with extended CIA▴⋆

Work products:
Merged STRIDE and
LINDDUN▴⋆

Work products:
Attack Tree Analysis⋆

Work products:
Impact rating⋆:
𝐼 = ∑𝑗∈{𝑠,𝑓,𝑜,𝑝} 𝑤𝑗𝑖𝑗▴

Work products:
Attack feasibility rating⋆:
𝐹 = 𝑙 + 𝑒 + 𝑘 + 𝑜 + 𝑞 + 𝑙▴
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Work products:
Decision making⋆

Work products:
Verification & Validation

Work products:
Requirements refining

Legend:
▴Our contribution
⋆Dependence on experts knowledge

Threat modeling Risk assessment

Figure 7.3: TARA 2.0 improvement avenues.

Our contribution, highlighted in red and marked with N within Figure 7.3, consists
of integrating improvements to several steps of TARA 1.0. At the asset identification
step (7.4.2), privacy and security goals are consolidated, to extend the CIA model, for
an in-depth identification of damage scenarios. At the threat scenario identification
(7.4.3), the threat modeling is more extensive by considering eleven threat classes as an
outcome of fusing STRIDE and LINDDUN techniques instead of limiting the analysis
just to STRIDE classes. Both security and privacy threat modeling analysis were
supported by the findings from previous research works [41, 44]. The impact rating is
improved by expanding the privacy impact assessment through the integration of a
weight representing data sensitivity and Privacy Enhancing Technologiess (PETs)
solutions in place (7.4.4). The attack feasibility rating step is enhanced by
incorporating the SAE automation level (7.4.5). The inclusion of the experts’
objectivity index elevates further the risk determination milestone to consider any
subjective influences that experts may have on the risk assessment process(7.4.6).

It is noteworthy to mention that the provided improvements are applicable only to
some of the core steps of the TARA process while the input and output steps of the TARA,
represented through the item definition, cybersecurity goals and claims respectively, are
not in the scope of our enhancements proposal.
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7.4.2 Asset identification

Guided by the privacy risks within the CAV ecosystem and the GDPR data processing
principles [424], we extend further the CIA model by incorporating three privacy
protection goals which are unlinkability (U), accountability (Ac) and compliance
(Com). The selection of these additional goals resulted from an analysis of the privacy
goals listed within ISO/IEC 27000 [203] and the privacy and data protection by design
principles from ENISA [103, 153]. Unlinkability is compromised when privacy-related
data can lead to identify the data owner. Accountability is a privacy goal, that is
intertwined with transparency and non-repudiation concepts, where the originated
entities of a claimed action or event can be proven [30]. Compliance indicates the
appropriate integration of relevant privacy policies such as the GDPR. To that end,
joining privacy goals to the CIA model is perceived as building blocks towards
constructing both security and privacy threat modeling in the following steps of the
TARA as showcased in Section 7.5.3.

7.4.3 Threat scenario identification

A holistic threat modeling for health data context was successfully demonstrated
by Treacy, Loane and McCaffery [427]. We apply the same principles in TARA 2.0 by
combining STRIDE [329], for its automated functionality in instantiating security
threats, and LINDDUN, for its pertinence to privacy threats [76, 460], as detailed in
Appendix 7.8. Table 7.6 depicts in detail full list of advantages and disadvantages of
each method, which served as a decision criteria. The consolidation of both approaches
led to a categorisation of eleven threat classes where repudiation/ non-repudiation and
information disclosure/ disclosure of information classes are merged respectively.

Table 7.6: STRIDE vs LINDDUN

STRIDE LINDDUN

(+) can be implemented using automated tools. (-) requires manual treatment.

(+) is dedicated to modelling security threats. (+) is dedicated to modeling data privacy threats.

(+) focuses on software and network based
security with IoT extension.

(+) is applicable to all software systems.

(-) relies on an error free DFD and architecture. (-) relies on experts knowledge and predefined
assumptions.

Then, every threat scenario is mapped to one or several threat classes. Every
intersection between a threat class, which can be one of the categories of STRIDE or
LINDDUN classes, and the threat scenario is further developed and sketched through
the attack path analysis. It is important to highlight that the attack path analysis step is
not concerned with the proposed improvements in TARA 2.0 which justifies the
transition of the discussion to the impact rating step directly.

7.4.4 Impact rating

Shifting from threat modeling to risk assessment phase, this subsection introduces how
the impact rating is computed within TARA 2.0, as one of the core outcomes leading to
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the risk determination step (Section 7.4.6). The ISO/SAE 21434 proposes an impact
rating per damage scenario. Therefore, as soon as damage scenarios are defined, the
impact can be computed. In contrary to the standard, the present work puts forth an
impact rating per AP, which occurs after accomplishing both the threat scenario
identification and attack path analysis steps. By conducting granular analysis which
considers the specifics associated to each AP, such as data types, a fine-grained risk
determination can be also performed afterwards per AP. This approach differs from
TARA 1.0 where risk determination is based on damage scenarios. The detailed
examination allows also for targeted mitigation strategies to be determined for each
individual AP instead of being derived per damage scenario. Considering the
one-to-many relationship between damage scenarios, threat scenarios and APs in
Figure 7.4, eliciting decisions per damage scenarios mirror a more generalised
assessment while an assessment per AP provides more granularity. Additionally,
assessing the risk for individual APs allows fewer aggregations at both impact rating
and attack feasibility rating phases. Therefore, we believe that each defined AP from
the previous step has a potential impact which is joined in the upcoming step to the
feasibility rating for the risk compilation.

Damage scenario Threat Scenarios
1:n

Attack Paths
1:n

Figure 7.4: Relationship between damage scenario, threat scenarios, and APs.

Considering that TARA 1.0 follows the ISO 26262 impact rating where the privacy
impact is underestimated as introduced in Section 7.3.3, we suggest to put a stronger
emphasis on the privacy due to the rich data exchanges within the CAV’s ecosystem.
Consequently, TARA 2.0 advocates a weighted impact rating, as in [116] and in
Equation 7.3, where every impact category is joined to a specific weight which is
assigned depending on each context. While in Equation 7.1 safety weight ws and w f

are fixed to ten and wo and wp are set to one, we propose for each impact weight to
remain agile, and getting any value from the range [0, 10] (Equation 7.3).

I = ∑
j∈{s, f ,o,p}

w j i j (7.3)

While focusing on the ip and wp , we extend the ISO/IEC 29100 [240], which elicited the
privacy rating for privacy damage as referred in the ISO/SAE 21434 appendix, to bring
forth a granular privacy impact assessment addressing three factors: data sensitivity,
linkability to PII and the PET solutions implemented in place. As defined in Table 7.7,
we established data sensitivity levels to be: highly sensitive, medium and not sensitive
just as the ISO/IEC 29100 [240] classification. Similarly, the linkability to PII is scaled
as easy or difficult to link. The PET factor, determining the presence of methods such as
anonymisation and pseudonymisation [44, 283], is classified into: none, partial or strong
implementation. The ip and wp are generated afterwards depending on the combination,
of the three privacy factors, which are appropriate to the assessed context. The derived
ip and wp are aggregated to the other impacts is , i f and io with their relevant weights
(ws , w f and wo ) which are assigned based on gathered consensus from stakeholder and
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panel of experts [197]. To that end, Equation 7.3 determines the overall impact (I ) from
which the impact level is derived, if required, according to Table 7.3.

Table 7.7: TARA 2.0 privacy impact scoring

Level Privacy factors Privacy impact (ip) Weight (wp)Sensitivity Linkability to PII PET

Severe Highly sensitive Easy to link None 100 10
Highly sensitive Easy to link Partial 100 9
Highly sensitive Easy to link Strong 100 8

Major Highly sensitive Difficult to link None 10 9
Medium Easy to link None 10 8
Highly sensitive Difficult to link Partial 10 7
Medium Easy to link Partial 10 6
Highly sensitive Difficult to link Strong 10 5
Medium Easy to link Strong 10 5

Moderate Medium Difficult to link None 1 5
Not sensitive Easy to link None 1 4
Medium Difficult to link Partial 1 3
Not sensitive Easy to link Partial 1 2
Medium Difficult to link Strong 1 2
Not sensitive Easy to link Strong 1 1

Negligible Not sensitive Difficult to link None 0 1
Not sensitive Difficult to link Partial 0 1
Not sensitive Difficult to link Strong 0 0

7.4.5 Attack feasibility rating

For the purpose of our study, we adopt the attack potential-based approach since it is a
standardised one from ISO/IEC 18045 [224] and it considers the capabilities and
intentions of potential attackers while the two approaches, CVSS based and attack
vector-based, remain limited to software and network vulnerabilities.

The attack potential-based approach captures factors leading to a successful
attack [233] which are: (i) Elapsed time (t) indicating the exploited time to run an
attack in months or years; (ii) Specialised expertise (e) determining the attacker
capabilities and if the attack is conducted by an individual or a group of attackers. It is
categorised into layman, proficient, expert and multiple experts; (iii) Knowledge of the
item/ component (k) evaluating the amount of information that an attacker has about
the assessed item or component and which can be defined as: public, restricted,
confidential or strictly confidential; (iv) Windows of opportunity (o) defining the target
accessibility type and duration which can be unlimited, easy, moderate or difficult
according to the ISO/SAE 21434 categorisation [233] ; and (v) Equipment (q)
indicating the tool properties supporting the attack execution and which can be
standard, specialised, bespoke (representing an equipment that is not readily available
to the public for being very expensive or restricted to the market) [233] or multiple
bespoke.

We extend further these factors by including the CAV automation level (SAE Lx
(l )) as an additional constituent impacting the attack feasibility rating as depicted in
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Table 7.8: TARA 2.0 feasibility rating

Elapsed
time (t)

Specialised
expertise
(e)

Knowledge
of the item/
component (k)

Windows of
opportunity
(o)

Equipment
(q)

SAE Lx
(l )

Assigned
value

≤ 1 month Layman Public Unlimited Standard L5 0
≤ 6 months Proficient Restricted Easy Specialised L4 ? 1
≤ 3 years Expert Confidential Moderate Bespoke L4 ?? 2
≥ 3 years Multiple Strictly

confidential
Difficult Multiple

bespoke
L3 3

?: Remote operator; ??: In-vehicle operator

Table 7.8. The l in this context considers the human factor, which can be either an
in-vehicle driver or a remote operator, in reducing the associated risk. With this notion,
the attack feasibility encompasses the transition between human and machine,
exploring how this transition is likely to influence a successful attack.

Each factor in Table 7.8 has four possibilities which are associated to numerical
values varying from zero to three. The smaller the value, the more likely the attack is to
occur. The proposed attack feasibility rating is aligned to the ISO/IEC 18045 and
ISO/SAE 21434, but uses a light-weighted numerical scaling (from 0 to 3) as in [285]
unlike the larger scale (from 0 to 19) proposed in the standard [224]. For every
perceived AP, the attack feasibility (F ) is computed by summing up the scaled values
for every parameter as in Equation 7.4:

F = t +e +k +o +q + l (7.4)

Where: t = elapsed time
e = specialized expertise
k = knowledge of item
o =windows of opportunity
q = equipment
l = automation level

Thereupon, Table 7.4 value’s is scaled to the inclusion of the automation level metric
to allow a correct elicitation of the five feasibility levels from the new attack feasibility
sum F . An interpolation is used for a linear transformation to reflect the change of F ’s
composition. Table 7.9 depicts how the relationship between F and LF is preserved
through the new scaling which differs from Table 7.4 on the boundaries of medium, low
and very low LF . While the Table proposes the new mapping, it is noteworthy to mention
that for the purpose of this research, TARA 2.0 exploits mainly F without compiling the
LF for the risk determination and visualisation discussed in the following subsection.
Such decision is adopted as the F provides the needed granular value to construct the
3-D plot (Section7.5.8). Consequently, Table 7.9 is incorporated to the present work just
to support any further replication aiming a classical risk matrix with the use of LF .

7.4.6 Risk determination

In addition to the impact sum I and the attack feasibility sum F , TARA 2.0 extends
further the risk determination by incorporating a third metric O, referred to as the experts’
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Table 7.9: The scaled attack feasibility rating upon the inclusion of the SAE Lx metric

Attack feasibility sum (F ) Feasibility level (LF )

≥12 • 0 - very low
8-10 • 1 - low
4-7 • 2 - medium
2-3 • 3 - high
0-1 • 4 - critical

objectivity index:
R(I ,F,O) (7.5)

The experts’ objectivity index (O) takes into account the experts’ subjectivity while
making assumptions throughout the TARA process. Following the experts’ knowledge
elicitation principle [354], commonly used in the statistics domain, along with the
ISO/IEC 17065 requirements on impartiality [223], the O index compiles four factors
AP: (i) c: certainty (representing the experts’ confidence); (ii) r : peer review
(determining if the analysis is conducted by one experts’ group or several groups);
(iii) t : measurable tools (indicating the usage of measurable metrics or automation
tools); and (iv) p: impartiality (demonstrating if experts may provide any unfair or
biased inputs due to their affiliations). A rate from the [0,1] interval is assigned by the
experts to each factor where values close to 1 represent higher confidence and hence
objective opinion while values close to 0 illustrate low confidence and hence subjective
opinion. A mean value, representing the objectivity index O, of the four factors is
computed as follows:

Ō =
∑

(c,r, t , p)

n
(7.6)

Where: c = certainty
r = peer review
t =measurable tools
p = impartiality
n = total number of factors over which the mean is computed.

The risk matrix combines the three values (I , F , O), using a three-dimensional plot
where the x-axis represents the experts’ objectivity index (O), the y-axis depicts the
attack feasibility sum (F ) and finally, the z-axis draws the impact sum (I ) as
demonstrated in Figure 7.8. Such visualisation simplifies the process of risk
prioritisation where the tallest dots with the smallest y values and the highest x values
indicate most potential APs or threats to mitigate first.

Similar to the attack path analysis step, no additional enhancements have been
introduced at the risk treatment decision step, justifying its omission in this section.
Though, it is noteworthy to spotlight that TARA 2.0 adheres to the same requirements
as TARA 1.0 for the risk treatment decision step.
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7.5 Proof of concept (PoC)

This section demonstrates TARA 2.0’s usage through illustrative example of its
applicability over the ADS as a PoC. Following the proposed methodology, our
demonstration considers the real context of the ULTIMO3 project [89] where L4 CAVs
are designated for people and goods transportation as an integral solution for public
transport systems. To that extent, our PoC consists of executing TARA 2.0 at the design
stage, over a reference architecture envisioned to fulfil the ULTIMO project objectives.

7.5.1 Materials and tools

There exist several commercial tools that can be considered to conduct an automotive
TARA implementation like Upstream [434], C2A [61], Cymotive [101] and
VectorCast [440]. Though, such solutions remain constrained to some steps of the
TARA process without covering the entire workflow. They are also more oriented to
safety testing and software vulnerability than thorough cybersecurity and data privacy
assessments. To accomplish our PoC, we rely on a selection of specific tools providing
the ability to conduct an assessment from the outset and to showcase the proposed
enhancements over a classical TARA. The following list depicts a breakdown of the
used tools:

• Google sheet and MS Excel scripts: used as an inventory tool (for damage and
threat scenarios elicitation) as well as for risk calculation and prioritisation.

• Microsoft Threat Modeling Tool (TMT7): used to build DFDs and derive STRIDE
threat scenarios.

• LINDDUN documentation [460, 459, 403]: used to elaborate LINDDUN threat
scenarios and their related ATA.

The remainder of this section describes the outcome of every TARA 2.0 step.

7.5.2 Item definition

As depicted in Figure 7.3, the item definition step is the starting point of any TARA
process. According to the ISO/SAE 21434 recommendations, the following work
products are determined at that step:

1. Item boundary: the ADS processing unit.

2. Functions: the ADS is intended to derive efficient autonomous motion decision
by merging and cross-checking data from all sensors. A sample inputs for the
ADS processing unit can be the captured image from the camera’s ECU, the
collision avoidance decision from the RADAR, the obstacle detection from
LiDAR and all other data flows from different other ECUs. The output of the
ADS is the decision on vehicle motion wrapping up localisation status, object
detection and path planning. Furthermore, the ADS decides on when doors can

3The ULTIMO project (https://doi.org/10.3030/101077587) is co-funded by the European Union and the
Swiss State Secretariat for Education, Research and Innovation (SERI) under the Horizon program.
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be opened or closed, and also when to let the manual or remote driving to take
over.

3. Preliminary architecture: Figure 7.5 depicts a generic architecture considered
for the L4 CAV. The architecture wraps up the different buses (CAN or Ethernet)
as well as ECUs to which the ADS processing unit is connected. The architecture
shows also the different external connections including internet (4G/WiFi) and
GNSS/GPS. The figure highlights the crucial connection to the manual control unit
which is triggered once the human intervention (in-vehicle or remote) is required.

Item boundary: ADS

Remote control unit

ADS processing unit
Teleoperator interface

Back-end server

Vehicle state

Et
he
rn
et
/
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HT
TP
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RADAR ECU

LiDAR ECU

Camera ECU
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Emergency ECU

Drive-by-wire systems

Door systems

Other ECUs

GNSS/GPS

LTE/4G
Ethernet port

Figure 7.5: Preliminary SAE L4 architecture considered for TARA 2.0.

4. Data Flow Diagram: Figure 7.6 describes the different data flows exchanged with
the ADS processing unit. Each data flow is represented with a one way arrow
while processes are depicted on a circle design. Devices and data stores are drawn
using two parallel horizontal lines. The interactors that can be either a passenger,
developer, maintenance user, service customer or a third party user are depicted in
a rectangular shape. The trust boundary, where trust flows occur without the use of
encrypted connections to the ADS, are drawn using red dotted rectangle. Further,
interfaces such as vehicle user interface and internet are represented using a dotted
line boundary. The DFD was elaborated using TMT7 tool and with an alignment
to the software standards symbols [329]. The sketched DFD is built using the
automotive template [324]. The drawn DFD is commonly the main input to start
both STRIDE and LINDDUN analysis in the upcoming steps.

7.5.3 Asset identification

The required work product for the asset identification consists of the identification of
assets, their association to cybersecurity properties and their mapping to damage
scenarios. Based on the system architecture and the assets derived from the DFD
diagram, Table 7.10 lists a sample from the 14 valuable assets within the ADS
boundary which can be a safety-critical function (like A.1) or a data set (A.14). For
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Figure 7.6: ADS data flow diagram.
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every asset, damage scenarios are defined, where multiple damage scenarios can be
related to a single asset. For instance, damage scenarios: D.1, D.2, D.3 relate all to A.1.
As introduced in Section 7.4.2, the table leverages the CIA model further by mapping
the assets to additional privacy goals: unlinkability (U), accountability (Ac) and
compliance (Com). To illustrate, compromising the GNSS processing (A.1) does not
only impact the CAV’s integrity and availability but it affects the unlinkability privacy
goal if the vehicle location data can be linked to end-users’ sensitive data leading to a
privacy-related damage scenario (D.3).

Table 7.10: TARA 2.0 asset identification

Asset # Asset description Cybersecurity properties Damage # Damage ScenarioC I A U Ac Com

A.1 GNSS capturing and
processing x x x x

D.1 Compromising GNSS signal
D.2 Lost of GNSS signal
D.3 Unauthorised location tracking

A.2 Image capturing and
processing x x x x

D.4 Blinded vision
D.5 Presume non-existent obstacles
D.6 Unauthorised facial image

capturing

A.3 Object recognition x x x
D.7 Fail in detecting objects
D.8 Non recognition of traffic signs
D.9 Contradictory inputs from

sensors where one is detecting
an obstacle and the others are
assessing a clear path

... ... ... ... ...

A.14 Passenger data x x x x x D.25 Disclosure of personal data
without the user’s consent

D.26 PII de-anonymisation
D.27 Malicious data manipulation

7.5.4 Threat scenario identification

For a holistic threat modeling, we run an automated interaction-based STRIDE using
TMT7 and combine its findings to the element-centric analysis from LINDDUN.

On the one hand, 550 threats were reported from the TMT7 which are defined using
an ID, a description and a categorisation through the STRIDE threat classes. For our
analysis, the report is exported to a comma-separated values (CSV) file where the
threats’ list is filtered to remove redundant entries and is grouped per asset to match the
predefined damage scenarios. The filtering criteria consists of omitting threats which:
(i) are duplicated for the two ways (in/out) of data flows between the same components;
and (ii) can be adequately mitigated through existing security controls. The threats
synthesising and grouping led to 40 threats scenarios as sampled in Table 7.12.

On the other hand, as in LINDDUN threats must be determined by the type of DFD
elements, every retained threat, from the 40 threat scenarios, is then extended with an
explicit linking to the DFD elements to define the privacy threat class related to it .
Following [459], we constructed a template (Table 7.11) suggesting which threat class,
from LINDDUN categories, is relevant to each DFD element based on data types
descriptions provided with the system architecture. Hence, every threat scenario is
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mapped to both security and privacy threat classes at the end of that process.

Table 7.11: Mapping LINDDUN threats to DFD elements

DFD element L I N D D U N

Data flow x x x x x x

Process x x x

Entity x x x

In a nutshell, Table 7.12 illustrates the mapping between damage scenarios and the
eleven threat classes, as a combination of the STRIDE and LINDDUN results. Every x
in the table implies that the corresponding threat scenario is susceptible to the selected
threat classes. Additionally, each x represents an interaction that needs to be elevated in
the form of an ATA. The interactions annotated with x© are selected to be showcased in
the following subsection. For instance, a spoofing scenario was chosen as a well
documented cybersecurity threat [265] and a linkability scenario is selected for being a
prominent privacy threat in the CAV landscape [76].

Table 7.12: TARA 2.0’s threat scenario identification illustration using STRIDE and LINDDUN.

Damage # Threat # Threat scenario DFD element
Threat classes

S T R I D E L I’ D’ U N
N† D††

D.1
T.1 Compromise the GNSS in order to

deliver malicious updates
Data flow x x x x x x x

T.2 Flood GNSS with invalid data Data flow x x x x x x x
T.3 Spoof GPS signals and deliver

malicious GPS data or to
manipulate the vehicle

Data flow x© x x x x x x

D.2 T.4 Take the GNSS offline Process x x x x x
T.5 Jam the GPS signal being received

by the vehicle causing a DoS on
the GPS antenna

Data flow x x x x x x x

D.3 T.6 An attacker relating the CAV
location to the end-user identity to
conduct an unauthorised location
tracking

Entity x x© x x

... flow

D.27 T.40 Malicious data manipulation
through tampering data in transit
sent to the ADS

Data flow x x x x x x

†: merged Repudiation and Non repudiation
††: merged Information disclosure and Disclosure of information

X: an interaction showing a mapped threat scenario to a threat class.
X©: a demonstrated interaction in Figure 7.7 and Table 7.13.

7.5.5 Attack path analysis

For the purpose of the present work, the top-down approach is selected through ATA
(Section 7.3.3). To maintain simplicity, attack trees are adopted over attack graphs as
the former are easier to understand and depict simple event flows showcasing the
different ways an attacker can follow to achieve the attack, while the latter is more
resource-intensive and involves the interconnected relationship between vulnerabilities
which is more appropriate for highly complex systems [276].
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ATA helps in identifying the significance of a threat to the system. By considering
the eleven threat classes, every threat class per threat scenario should generate several
attack paths leading to the threat execution. Such attack tree elicitation is conducted
based on knowledge of the system architecture from the item definition step, the list of
threats in the UNECE R155 annex [430], known CVEs [343] relevant to CAVs and
attacks taxonomies [407, 412]. For simplicity purposes, we scrutinise a spoofing
interaction demonstrating a security threat (T.3) and a linkability interaction illustrating
a privacy threat (T.6) as depicted in Figure 7.7a and 7.7b respectively. Consequently,
every path from the parent to the child node indicates a valid attack path where AND
relation yields to one AP (as exemplified by our unique AND case in AP S2

T3
) while the

OR relation produces distinct APs. For instance, the spoofing tree generates six attack
paths starting from AP S1

T3
to AP S6

T3
and the linkability tree demonstrates seven attack

paths from AP L1
T6

to AP L7
T6

. The upper script on AP designates the threat class combined
to the AP number within the evaluated threat scenario while the lower script designates
the threat scenario ID. To illustrate, the S1 in AP S1

T3
refers to the first AP of spoofing as a

threat class related to the third threat scenario T3.
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Figure 7.7: Spoofing and linkability attack trees
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7.5.6 Impact rating

Table 7.13 illustrates how the impact value is calculated for the two selected APs: AP S2
T3

and AP L3
T6

using Equation 7.3. First, the value is defined for safety(is), financial(i f ) and
operational(io) factors using the rates proposed in Table 7.2 mirroring the experts
assessment (Negligible, Moderate, Major or Severe). Second, the weights are
distributed by the experts respectively with regard to the impact factor importance to
the AP. For instance, the operational weight (wo) is at its highest value (10) for AP S2

T3
in

case an attacker is spoofing the GNSS data directly from the CAN bus compromising
the ADS integrity and its well functioning. However, wo has a lower weight of 1 in
AP L3

T6
as the compromise of the unlikability property does not immediately impact the

vehicle route. Regarding the privacy, both impact (ip) and weight (wp) are retrieved
using Table 7.7 based on the assessed combination of privacy factors. By summing up
all the impacts, the I leads to the impact level (L I ) identification according to Table 7.3.

While Table 7.13 depicts the impact rating for both selected APs, we discuss here the
impact rating performance for AP L3

T6
in comparison to TARA 1.0. TARA 2.0 leads to an

amber Moderate impact of level 3 for AP L3
T6

. However, by following TARA 1.0 impact
calculation in Equation 7.1, the I would be equal to 10=10x(0+0)+0+10 (assuming a
Negligible is , i f and io with a Major ip) resulting into a yellow Negligible L I of level
1 (according to Table 7.3) discriminating the privacy importance in such attack path.
To that end, our example illustrates how an appropriate privacy impact and weight can
change the entire impact rating outcome.

7.5.7 Attack feasibility rating

Following the attack potential-based approach [235], and with the purpose to address
the SAE automation level within the assessment, TARA 2.0 proposes a simplified
attack feasibility rating which wraps up the SAE Lx (l ) as an additional metric with an
alignment to Table 7.8. By applying equation 7.4 to every defined AP, every metric
from the equation is enumerated based on the background knowledge of the CAV
environment as depicted in Table 7.13 for the two selected APs.

Our findings demonstrate that the success of an attack depends not only on the
attacker knowledge, expertise and equipment but also on the presence and reactivity of
a supervising operator (who can be in or out the vehicle). Such information is conveyed
through the o and l values which are correlated especially for attacks that can be
executed on-board. Such human intervention has a direct impact on LF which can turn
into high instead of medium if the same attack is conducted over an L5 rather than an
L4 CAV for the case of AP S2

T3
.

7.5.8 Risk determination

TARA 2.0 risk determination relies on three parameters: the impact sum (I ), the attack
feasibility sum (F ) and the experts objectivity index (O).

The compilation of O is demonstrated for the two selected APs in Table 7.13 where
the experts’ subjectivity is assessed through the four predefined metrics: certainty (c),
peer review (r ), measurable tools (t) and impartiality (p). Different c and t values were
compiled impacting the O scores of the two APs. Such variation is caused by the usage
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Table 7.13: TARA 2.0 analyses on two illustrated attack paths

Damage
scenario

D.1 Compromising GNSS signal. D.3 Unauthorised location tracking.

Threat scenario T.3 Spoof GPS signals and deliver malicious
GPS data or to manipulate the vehicle.

T.6 An attacker relating the CAV location
to the en-user identity to conduct a
unauthorised location tracking.

Attack path AP S2
T3

Physically connecting to the vehicle
to access the CAN bus to manipulate the
automated driving function and mislead the
navigation system compromising the CAV
integrity and availability.

AP L3
T6

Linking GPS data and end-users
identity through linkable end-user ID.

Impact

ws = 10, is = 10 (Major) ws= 5, is = 0 (Negligible)
w f = 5, i f = 10 (Major) w f = 1, i f = 0 (Negligible)
wo = 10, io = 10(Major) wo = 1, io = 0 (Negligible)
wp = 9, ip = 10 (highly sensitive/difficult to
link/none)

wp = 9, ip = 10 (highly sensitive/difficult
to link/none)

I =
∑

j∈{s, f ,o,p} w j i j = 340 I =
∑

j∈{s, f ,o,p} w j i j = 90
L I =• 3 - Major L I =• 2 - Moderate

Attack feasibility

t = 0 (≤1 month) t = 1 (≤6 months)
e = 1 (proficient) e = 2 (expert)
k = 0 (public) k = 1 (restricted)
o = 2 (moderate) o = 2 (moderate)
q = 0 (standard) q = 0 (standard)
l = 2 (L4**) l = 2 (L4**)
F = t +e +k +o +q + l = 5 F = t +e +k +o +q + l = 8
LF =• 2 - medium LF =• 1 - low

Objectivity index
O

Certainty (c) = 1 Certainty (c)= 0.5
Peer review(r ) = 1 Peer review(r ) = 1
Measurable tools(t) = 0.75 Measurable tools(t) = 0.25
Impartiality (p) = 0.5 Impartiality (p) = 0.5
Mean Ō =

∑
(c,r,t ,p)

n = 1+1+0.75+0.5
4 = 0.81 Mean Ō =

∑
(c,r,t ,p)

n = 0.5+1+0.25+0.5
4 =

0.56

Risk
treatment

Encrypt the CAN bus flow. Mask end-users’ ID using differential
privacy.

Implement authentication with certificates
among all ECUs.

Encrypt GPS data using zero-knowledge
proofs.

Consider GPS corrector from NTRIP service
providers [365].

of the automated tool STRIDE for the AP S2
T3

while AP L3
T6

was elicited manually using
LINDDUN. Similarly, higher certainty value is assigned to GPS spoofing than
linkability threat as the former attack is well reported and simulated within the
cybersecurity community [430, 265, 43]. The r and p values are identical for both APs
where r value is assessed to be 1 as multiple experts participated in the analysis while
p got a score of 0.5 as the involved experts consisted of OEMs, whose expertise may
impact the provided opinion.

As discussed in Section 7.4.6, and by acknowledging the limitation of 2-D
matrices [291] for providing aggregated risks and not clearly asserting the priorities,
the risk is determined in TARA 2.0 using a three dimensional plot as drawn in
Figure 7.8. The graph compiles the rates for all APs derived from T.3 and T.6.
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Furthermore, it reveals, with high confidence, that AP S3
T3

(for its node’s height) and
AP S2

T3
(for its F proximity to 0) are the most critical attacks requiring mitigation efforts.
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Figure 7.8: 3D risk visualisation from TARA 2.0.

7.5.9 Risk treatment decision

Based on LINDDUN supporting documentation mapping privacy threats to PET, and
according to the UNECE appendix on cybersecurity best practices, we advocate robust
encryption and redundancy for the GPS data flows while anonymisation solutions are
recommended for data flows incorporating end-users IDs.

7.6 Discussions and future work

This section provides a comprehensive summary of our findings. We present a
dedicated analysis for each RQ, compare TARA 1.0 and TARA 2.0, and acknowledge
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the limitations of our research. Additionally, we offer insights into future research
efforts and directions.

7.6.1 Research questions analysis

RQ1- Is it feasible to extend TARA methodology for L4 and L5 CAVs while
improving the focus on privacy threats?

Capturing privacy threats in parallel to cybersecurity issues was the prime motivation
of the present research which prompted the formulation of RQ1. The thorough
assessment of privacy threats was successfully demonstrated from three perspectives:
(i) the extension of the CIA model to encapsulate further privacy goals as per
unlinkability, accountability and compliance; (ii) the combination of STRIDE and
LINDDUN threat modeling; and (iii) the adjustment of the privacy impact rate
calculation to consider PII processing as well as the implemented PETs on the system.
This approach grants the possibility to model privacy threats equally to cybersecurity
ones and acknowledge their coexistence within CAVs ecosystem.

RQ2- How the assessed risks from TARA can depict scrupulously the CAV’s SAE
automation level?

As an answer to RQ2, our work integrates the SAE automation level and considers the
human presence in controlling the risk. By integrating the SAE level as an additional
metric for the attack feasibility rating, we refine the risk assessment to be specific to
automated driving components rather than being generic to all automotive assets. Such
assessment allows decision makers to set appropriate mitigation with regard to the SAE
level and develop cost analysis comparing the cost for shifting from an in-vehicle to a
remote operator and from an L4 to L5 operations.

RQ3- To what extend the TARA process can be automated to reduce its reliance on
experts opinion?

Automating the entire TARA workflow is bound to the dependence on the experts
opinion involvement which addresses the raised RQ3. Our work evaluates the TARA
steps where experts knowledge is required as well as the existing tool-assisted solutions
and the standardised measurements. Our findings concluded that a full automated
TARA is still lagging behind with the consideration of the required experts involvement
in the process. To cope with that fact, TARA 2.0 proposes the experts objectivity index
as an additional factor within the risk analysis which determines the experts
subjectivity and confidence about the assessment. Such solution enables an efficient
risk prioritisation which would orient the auditor to tackle risks with higher confidence
or replicate the assessment of some other APs with lower confidence.

7.6.2 TARA 1.0 and TARA 2.0 comparison

The traditional TARA 1.0 outlined in ISO/SAE 21434 represents a foundation
framework for evaluating cybersecurity risks in automotive systems. However,
recognising its limitations, an enhanced TARA was developed in this study. TARA 2.0
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performance over TARA 1.0 is depicted in Table 7.14 and can be summarised as
follows:

• Privacy modeling: TARA 2.0 models threats by considering privacy and
security goals. It also evaluates threats over eleven threat classes while
TARA 1.0 is focused on five threat classes from STRIDE. Furthermore, the
privacy impact is underestimated in TARA 1.0 as it puts higher weight on safety
and financial impacts than privacy and operations. Unlike TARA 1.0, TARA 2.0
evokes a weighted impact formula (Equation 7.3) associating a weight to every
impact depending on the assessed environment.

• SAE level: TARA 1.0 discards the human controllability factor throughout the
assessment and it is broad enough to assess any automotive asset while TARA 2.0
is specific to L4 and L5 CAVs.

• Risk compilation: On one hand, TARA 1.0 combines the impact level and attack
feasibility levels to provide a risk value using a 2-D matrix. On the other hand,
TARA 2.0 compiles the impact sum, the attack feasibility sum and the experts
objectivity index to display the risk through a 3-D visualisation facilitating the
risk prioritisation process.

• Metrics aggregations: TARA 2.0 provides a granular assessment per AP for
both the impact and the attack feasibility ratings. Contrarily, TARA 1.0 computes
the impact rating at the damage scenario level. Albeit, the attack feasibility is
assessed by AP, it is aggregated afterwards using upper bound analysis based on
the maximum ratings to assign a value per damage scenario.

• Mitigations: As long as TARA 1.0 assesses a risk value by damage scenario, a risk
treatment is then derived by damage scenario. Conversely, TARA 2.0 recommends
mitigation strategies for each AP offering a more fine-grained countermeasures.

Table 7.14: TARA 1.0 vs TARA 2.0

TARA 1.0 TARA 2.0

Scope cybersecurity cybersecurity & data privacy

Domain automotive automotive with distinctions for
L4 & L5 CAVs

Ratings aggregated by damage scenario assessed by AP

Risk analysis 2-D matrix 3-D matrix

Dependence on experts yes yes, but with the inclusion
objectivity index O

To that end, TARA 2.0 not only aligns with the core principles of ISO/SAE 21434 but
also ensures a more comprehensive and granular evaluation of cybersecurity and privacy
risks specific to L4 and L5 CAVs. However, it is essential to acknowledge that both
frameworks remain dependent on knowledge from OEMs, cybersecurity and privacy
experts. Human insights remain crucial in any TARA where collaborative efforts are
required to properly: (i) define the level of abstraction at the asset identification stage;



7.7 Related work | 173

(ii) map damage scenarios to threat scenarios and then to threat classes; (iii) set attack
trees and attack paths; (iv) rate impact factors, values and weights as well as feasibility
metrics; and (v) analyse risk priorities with recommendations proposal. Such limitation
require further exploration in future work as delineated in the following subsection.

7.6.3 Further limitations and future work

Along with the proposed experts objectivity index, further efforts are envisioned to
reduce the dependence on experts opinion. Future work seeks to increase the number of
automated sub-processes within the TARA 2.0. Similar to TMT7, a tool-assisted
LINDDUN would reduce the experts involvement at the threat modeling phase.
Consequently, it is planned to consider automated privacy threat modeling as initiated
by other researchers [403, 404]. Additionally, the integration of automated attack trees
generations like ThreatGet [121] would support in increasing the assessment
objectivity.

Other technological limitations were also identified in our study. By running
STRIDE analysis using the automotive template [324], we have realised that the threat
modeling from TMT7 inherits vehicular threats and does not fully incorporate
autonomous driving features. Such insights prompted us to customise the template
stencils. Additionally, after the STRIDE report generation, further reasoning about
each threat was still required to clean up the threats pool to avoid threats redundancy.
Therefore, it is intended to develop a dedicated autonomous driving template for TMT7
and integrate optimisation functions for synthesised reporting.

Besides, integrating several improvement avenues in TARA 2.0, represents a step
towards granular assessment. However, with the rapid evolving technologies,
regulations and threat vectors in CAV’s domain, the proposed scale needs to be
reviewed and updated accordingly for further granularity. As a future work, updated
threat taxonomies are intended to take part as additional inputs to the TARA 2.0
workflow. From the privacy perspective, comprehensive data inventories incorporating
details about the types of exchanged data, their usage, and associated sensitivity levels
would also serve as a foundational inputs to TARA 2.0.

The proposed TARA 2.0 is specifically designed to address CAVs’ challenges.
However, it is noteworthy to mention that TARA can be applied to a wide range of
cyber-physical systems [396]. As a future work, it is aimed to generalise TARA 2.0 to
fit different environments. This generalisation can be conducted through the
generalisation of the SAE Lx, which was proposed at the attack feasibility rating stage,
to become a Domain Specifity (DS) parameter, which can then be customised based on
the assessed domain. For instance, in agricultural systems, the DS parameter can be a
crop-related factor, while in healthcare systems, it may represent a medical parameter.
This approach would allow for a flexible application of TARA 2.0 across several
cyber-physical domains.

7.7 Related work

The focus of our work is in the creation of a privacy-centric framework that tackles L4
and L5 CAV’s properties, building upon the foundation of TARA 1.0. This
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development implies a deep understanding of existing assessment methodologies, their
sub-steps and potential areas for enhancement. Therefore, our focus encompasses five
interrelated research fields gathering privacy assessments, the inclusion of SAE level,
the involvement of experts knowledge, the path towards enhanced frameworks and the
quality of the process demonstration.

Table 7.15: Related work comparison

Related work Year Description
ISO/SAE
21434
compliance

Enhancing avenues Demonstration

Pr
iv

ac
y

SA
E

Lx
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bj

ec
tiv

ity

Sa
fe

ty

O
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Dominic et al. [116] 2016 Risk assessment for cooperative
automated driving

7 7 3 7 7 3 

Khastgir et al. [267] 2017 HARA with increased reliability 7 7 3 3 7 7 
Monteuuis et al. [331] 2018 SARA 7 3 3 7 7 7 
Bolovinou et al. [49] 2019 TARA+ 3 7 3 7 7 7 
He, Meng and Qu
[194]

2020 Towards a severity assessment method
for CAVs

7 7 3 7 7 7 

Wen et al. [454] 2021 A flexible risk assessment approach 7 7 7 3 3 7 
Agrawal et al. [7] 2021 THARA 3 7 7 7 3 7 
Vogt et al. [443] 2021 A comprehensive risk management

approach in ITS
3 7 7 7 3 7 

Dobaj et al. [114] 2021 Towards a security-driven automotive
development lifecycle

3 7 7 7 7 3 

Schmittner,
Schrammel
and Konig
[396]

2021 Automotive cybersecurity analysis with
ThreatGet

3 7 7 7 7 3 

Plappert et al. [374] 2021 Attack surface assessment in the
automotive domain

3 7 7 7 7 7 

Lautenbach,
Almgren and
Olovsson
[285]

2021 HEAVENS 2.0 3 7 7 7 7 7 

Bella, Biondi and
Tudisco [36]

2022 A double assessment of privacy risks 7 3 7 7 7 7 

Chah et al. [76] 2022 Privacy threat analysis for CAVs 7 3 7 7 7 7 
Ebrahimi et al. [121] 2022 Attack-tree threat models in connected

vehicles
3 7 7 7 7 3 

Zelle et al. [465] 2022 ThreatSurf 3 7 7 7 7 3 
Azam et al. [30] 2023 Data privacy threat modelling for

autonomous systems
3 3 7 7 7 7 

Ghosh et al. [178] 2023 Threat analysis for autonomous
vehicles perception system

3 7 7 7 7 3 

Abuabed, Alsadeh and
Taweel [4]

2023 STRIDE for assessing the
vulnerabilities of modern vehicles

3 7 7 7 7 7 

Loskin [302] 2023 TARA+AD 3 7 7 7 7 7 

This work 2024 TARA 2.0 3 3 3 3 7 7 

7.7.1 Privacy assessment

With the significant volume of data exchanged within the CAV’s environment, privacy
assessments have recently begun to attract increasing research attention. Bella, Biondi
and Tudisco [36] built a dedicated risk assessment framework on data privacy. The
proposed model aimed to assess how drivers’ sensitive data is protected within eleven
modern cars models. The impact is computed based on a data categorisation, varying
from driver’s behavior, phone, voice to messages, that was mapped to a list of
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privacy-related assets. Such assets were ranked from one to five according to data
sensitiveness, joined to a weight depending on data categorisation and aggregated
afterwards by car model. The attack feasibility was elaborated based on vulnerability
and data breaches real occurrence, from research and media, per car brand. Albeit the
authors provided comparative analysis among modern car brands from the data privacy
perspective, the framework does not fully address all the TARA steps.

Similarly, Chah et al. [76] provided a CAV’s assessment that is centered on privacy.
The authors built the DFD based on data types reflecting the nature of personal and
sensitive data. Besides, the authors relied on LINDDUN to derive threat scenarios. On
the same note, Azam et al. [30] proposed a threat modeling simulation for CAV’s V2I
and V2V communications using STRIDE and LINDDUN distinctively. After
evaluating the two methods with regard to the CAV’s landscape, the authors asserted
that each method per se does not assure a holistic modeling of privacy threats. While
both research works offer thorough privacy investigations, they are constrained to threat
modeling and qualitative analysis without encompassing risk assessment steps.

Closely aligned with our efforts, Monteuuis et al. [331] introduced a systematic
TARA framework for L3 CAVs entitled SARA. The authors provided an improved
threat model and a refined attack feasibility rating. The proposed threat model extended
the STRIDE by adding linkability and confusion as further threat categories. Albeit the
linkability attribute depicts a privacy threat class, the confusion category represents a
redundant class to tampering which is already embedded in STRIDE. Furthermore, the
framework employs non-unified terminology for the TARA steps, as it was constructed
based on earlier versions of TARA 1.0 from the SAE J3061 [387].

7.7.2 Security assessments and the SAE automation level

Following the discussion on TARA methodologies preceding the final ISO/SAE 21434,
some researchers showcased the correlation between the SAE automation level and the
cyber assaults severity. Dominic et al. [116] and He, Meng and Qu [194] are among the
pioneering researchers raising such concerns. Nevertheless, the authors discussed the
significance of the SAE levels in a cause-and-effect manner, lacking quantified
measurements. Besides, Bolovinou et al. [49] proposed TARA+ as an improved TARA
framework that was intended for highly automated vehicles of SAE L3 onward. The
methodology suggested an enhancement of the preliminary TARA 1.0 version by
considering a driver controllability factor within the impact rating step. While the
viability of the proposed approach is sound, its main limitation is that TARA+ is
applicable to CAVs under a driver intervention which discards L4 and L5 CAVs
settings.

7.7.3 Experts subjectivity

Assessing the experts subjectivity has been an ebb and flow at the general scope of risk
assessment domain. To assess experts related factors affecting the risk score, Wen et al.
[454] proposed a flexible risk assessment, based on FMEA, which embeds subjective
and objective weights. Such weights are assigned by experts themselves to indicate
hesitant information within the risk assessment process. From the statistics domain,
O’Hagan [354] developed the expert knowledge elicitation principle where experts
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opinion is expressed in the form of probability distributions. The principle relies on
quantifying experts uncertainty, their independence as well as their multiplicity. In a
closer work to the CAV’s domain, Khastgir et al. [267] demonstrated the experts’
experience and cultural influences over HARA results through a conducted workshop.
The study consisted of two groups of international safety experts independently
performing the HARA over a low speed L4 CAV model, where the severity, exposure
and controllability metrics for two hazardous events were compared. The authors
results are pushed towards improving the validity of the risk analysis by automating the
process and lowering experts involvement. While the experts objectivity has been
extensively addressed in several critical infrastructures domains like energy and
aeronautics [279, 307, 77], there is a lack of literature tackling its application to CAVs
as well as its consideration within TARA.

7.7.4 Further enhanced TARA frameworks

Being highly aware of the TARA limitations within the CAV’s landscape [187], multiple
researchers oriented their efforts towards enhancing TARA either by combining it to
other risk assessment methodologies, by tweaking its threat modeling or by extending its
risk factors.

Agrawal et al. [7] proposed Threat/Hazard Analysis and Risk Assessment
(THARA) to unify security and safety concepts within a single assessment
methodology. The framework combines TARA 1.0 and HARA as the authors posited
that the former fails in comprehensively addressing attacks related to safety-critical
functionalities specially in L3 onwards CAVs. Such improvement consists of
integrating the controllabity metric from ASIL [177] in HARA to TARA. Similarly,
Vogt et al. [443] designed a joint risk assessment where the FMEA from HARA is
integrated to TARA for more quantitative risk analysis. Besides, Dobaj et al. [114]
provided a model combining TARA 1.0 and Automotive Software Process
Improvement and Capability dEtermination (A-SPICE) [332] where an iterative
workflow on deriving cybersecurity requirements was proposed. While these
frameworks are designated for ITS as a broad scope of CAVs, concrete demonstrations
of the models remain lacking.

With a focus on CAV’s perception systems, Ghosh et al. [178] proposed a
framework joining TARA 1.0 and STPA-Sec [313], a generic threat modeling designed
for cyber-physical systems. By merging the two approaches’ steps, the authors aimed to
overcome their limitations in comprehensively assessing threats related to perception
systems. In addition to the merging, the authors proposed a refinement of the risk
calculation by embedding both a robustness factor, representing the performance of
AI-based algorithms involved in the assessed perception systems, and a mitigation
factor addressing the influences of mitigation solutions on the risk prioritisation.

While the aforementioned research works opted for joint models, others improved
TARAs through the automation of certain aspects of their processes. Schmittner,
Schrammel and Konig [396] and Ebrahimi et al. [121] proposed a refinement of the
threat modeling stage by automating the threat scenarios and attack paths generation
respectively using ThreatGet tool. Similarly, Zelle et al. [465] proposed a
semi-automated attack paths generation using a different software entitled ThreatSurf.
Nevertheless, the suggested tools rely on additional manual work for the input
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preparation.

7.7.5 Demonstrated TARA

Understanding how to execute a TARA in CAV’s environment is crucial for valid risk
treatment and cybersecurity requirements elicitation. However, with the multiple
sub-steps and the collection of factors including impact, likelihood, and attacker
profiles analysis, TARA 1.0 is foreseen as complex and no-ready-to-use
methodology [443]. Several works exist in the domain of automotive cybersecurity
aiming to address this shortcoming through step-by-step demonstrations as depicted
through the last column of Table 7.15 . For instance, Abuabed, Alsadeh and Taweel [4]
proposed a compliant framework with an in-depth threat modeling. Plappert et al. [374]
demonstrated fine-grained attack feasibility analysis. While the authors demonstrated
TARA 1.0 over modern cars at a large scope, they neglected to conduct similarly
detailed analysis for the remaining steps of the assessment process. Loskin [302]
brought out insight on how to clearly implement TARA 1.0 while depicting all the
required work products in terms of sample sheets and documents. Albeit the author
presented a detailed methodology, the assessment outcome was not published due to its
classification as company confidential. In a more thorough work, Lautenbach, Almgren
and Olovsson [285] proposed an improved version of HEAVENS [201] where all the
assessment steps were enhanced to meet the ISO/SAE 21434 requirements. Although
the authors proclaimed their framework as applicable to automotive, medical, and
industrial systems, the level of automation and the extent of human intervention remain
at a high level of abstraction.

It is noteworthy to mention that demonstrating the TARA framework remains a
common concern among the majority of publications cited within the present section as
showcased in Table 7.15. Nevertheless, this subsection is constrained to research work
whose principle aim is to demonstrate TARA 1.0 as it is, without proposing any
enhancement to the process.

7.7.6 Related work summary

The present section asserts that there is a rich literature attempting to enhance the
framework from different angles and aiming to demonstrate TARA 1.0. From
Table 7.15, we deduce that there is a substantial race to comply with the ISO/SAE
21434. Additionally, given that various researchers have highlighted limitations in
TARA 1.0, multiple efforts have been invested towards enhancing the process.
However, these efforts are primarily focused on joining safety and security factors
within the assessment or on automating the threat modeling step within the TARA.
Moreover, limited attention has been given to privacy or automation level concerns.
Furthermore, assessing the experts objectivity is recorded more in other domains (like
statistics [354]) but has not yet been incorporated into the execution of TARA.

From the demonstration perspective, existing research works remain limited to high
level implementations or to partial demonstration of the TARA process where, for
instance, the focus is put only on threat modeling steps or risk calculation. This is
where our enhanced TARA 2.0 brings its innovation through simplified and granular
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demonstration, considering privacy, SAE level and the experts objectivity at the front
line.

7.8 conclusions

The number of threats to consider in the CAV landscape grows substantially with the
system size, complexity and type of processed data. In this context, TARA 2.0 is crucial
to ensure a privacy-aware, efficient and near to objective threat modeling and establish a
cost-effective risk analysis. TARA 2.0 can be applied in a systematic way as it consists
of a set of guidelines regarding each TARA step, and thoroughly addresses the CAV’s
properties.

The present research work is threefold: (i) propose enhancements avenues, through
TARA 2.0, to make the traditional TARA more privacy-centric and to address L4 and
L5 CAVs’s properties; (ii) provide guidelines in a step-by-step manner to conduct a
TARA for L4 and L5 CAVs; and (iii) demonstrate a granular TARA per AP rather than
conducting high level analysis at the level of damage scenarios. Our analysis shows that
proposed framework captures additional privacy threat classes, assesses fine-grained
privacy impact and incorporates the SAE level as a metric influencing the attack
likelihood. Additionally, with the consideration of the experts’ objectivity index, our
framework pushes towards reliable risk analysis supporting risk decision makers and
CAV’s stakeholders in determining appropriate cybersecurity goals and claims. The
illustrative application of TARA 2.0 that is given in the format of a PoC showcased the
approach’s feasibility. Our findings are elevated further through a comparative analysis
between TARA 1.0 and TARA 2.0, followed by an outline of future efforts envisioned
as part of ongoing research.

Appendix: STRIDE & LINDDUN threat classes

To provide more insight on threat classes considered in Section 7.5.4, Tables7.16 and
7.17 determine both STRIDE and LINDDUN categories respectively. Based on the
definitions provided in ISO/IEC 27000 [203] as well as the documentation from
Microsoft Threat Modeling tool[329] and LINDDUN organisation[459], the threat
classes were mapped to the cybersecurity and data privacy compromised properties
accordingly. Furthermore, additional supplementary materials, including full list of
assets, damage scenarios, STRIDE report, risk analysis of attack paths are available on
the online repository, located at [https://isec.unige.ch/].
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Table 7.16: STRIDE security threat categories

ID Class Compromised
property

Designation

S Spoofing Authenticity
(Confidentiality)

Impersonating an entity to interact with a system.

T Tampering Integrity Unauthorised data or functions modification.
R Repudiation Accountability Not being able to trace back the author of a

performed action.
I Information

Disclosure
Confidentiality Exposing confidential data.

D Denial of Service Availability Degrading service and making it unavailable to
legitimate users.

E Elevation of Privilege Authorisation
(Confidentiality)

Conducting unauthorised actions.

Table 7.17: LINDDUN privacy threat categories

Class Compromised property Designation

L Linkability Unlikability Inferring items of interest about data subjects
from protected data.

I’ Identifiability Unlikability Identifying data subjects identity.
N Non-repudiation Accountability Being able to trace claimed events as well as

their action owner.
D’ Detectability Accountability being able to detect the existence of an item of

interest relted to a data subject.
D Disclosure of Information Confidentiality Exposing confidential data.
U Unawareness Confidentiality Not being aware about the consequence of

sharing their own sensitive data.
N Non-Compliance Compliance Not complying with data protection

legislations or the required users’ consents.
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This chapter provides an overall discussion of the research outcomes. It synthesises
the answers to the RQs, summarises the scientific contributions, acknowledges the
research limitations, proposes future orientations that are foreseen for the near term,
and finally concludes the thesis.

8.1 Answers to research questions

RQ1: How to efficiently mitigate cybersecurity and data privacy threats related to
CAVs according to a holistic view of all eventual risks?

Answer: This question was thoroughly examined in Chapter 2 and Chapter 3.
Initially, we identified the CAV’s components to facilitate the determination of potential
threat vectors. This initial step allowed us to compile an in-depth knowledge about
attack surfaces and supported in mapping them to existing technical mitigation
solutions which vary from applying redundancy, fusion and randomisation to
perception systems, implementing cryptography and blockchain for network
authentication to integrating effective IDSs. Our investigations revealed that, in
addition to technical countermeasures, the SDOs efforts also play an essential role
mitigating the existing cybersecurity and data privacy risks. While combined
mitigation strategies contribute to enhancing the CAV’s resilience, it is crucial to
recognise that achieving a zero-risk environment in this context can never be attainable.
Although existing mitigation measures address known threats, the risk of unknown
attacks remain important to consider especially with the CAV’s dynamic and
interconnected nature. Furthermore, the efficiency of mitigation strategies fluctuate
with time. For instance, we demonstrated in Chapter 3 how data anonymisation can get
weaker with time if systems are not maintained against de-anonymisation risks.

RQ2: By implementing the published standards, and assuring the compliance to the
existing regulations, how robust the CAVs would be from both security and data
protection perspectives?

Answer: The answer to this question is gleaned with the response provided for RQ1.
It is also linked to the studies conducted in Chapter 2, Chapter 3 and Chapter 4. While
the compliance to key regulations and standards pushes towards more resilient systems,
a compliant system does not equate a fully protected environment. Our investigations in
Chapter 3 showcased how compliance to GDPR just assists in reducing the risks and
not to completely preserve privacy. Similarly, compliance to UNECE R155 and
ISO/SAE 21434 does not imply a perfectly shielded environment by acknowledging
their limitations, explored in Chapter 4, which includes their broadness and
inappropriateness regarding L4 and L5 CAVs properties.

RQ3: How the existing standards and regulations can be upgraded to cope with the
CAVs technological evolution and legal requirements?
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Answer: To better tackle the L4 and L5 CAV, several improvements should be taken
into consideration as raised in Chapter 2 and Chapter 3. First, accelerating the
legislative process would significantly impact maintaining standards and regulations in
alignment with the rapid technological advancements and evolving threats in the CAV’s
landscape. Second, there is a need to consolidate the WGs efforts, as currently, certain
CAV components, such as software updates, receive duplicated attention, while others,
like vehicle audits, are overlooked. Consequently, enhancing the collaboration among
WGs can ensure equitable distribution of efforts across all CAV’s layers and SAE
levels. Third, bridging researchers, OEM and SDO efforts will bring a potential
harmonisation in standards and regulations development, enabling their continuous and
unified updates. Such insight all brings us to the conclusion that efficient standards and
regulations is bound to the close collaboration among CAVs stakeholders and a
granular understanding of the L4 and L5 particularities.

RQ4: What factors drive the wide adoption of TARA from ISO/SAE 21434?

Answer: The ISO/SAE 21434 is a key standard that has been advertised by
mandatory regulations such as UNECE R155 and R156, as pointed out Chapter 5,
Chapter 6 and Chapter 7. The standard is set as the core of the automotive
cybersecurity governance since it proposes guidelines in cybersecurity management
throughout the entire life-cycle, outlines generic road map to conduct TARA, and
introduces the foundations of other standards like ISO/SAE 8477, ISO/SAE 8475 and
ISO/PAS 5112. Advancing on these concepts involved comparing TARA from
ISO/SAE 21434 (TARA 1.0) with existing methodologies in Chapter 5 and
implementing that TARA in Chapter 6. This process granted the possibility to verify
our theoretical assumption of the standard’s limitation in approaching L4 and L5 CAVs
despite its strong reference on the SDO’s publications.

RQ5: How to build the most auspicious security assessment model based on TARA
approaches with respect to the CAVs landscape?

Answer: This question was thoroughly examined in Chapter 5, Chapter 6 and
Chapter 7. Compliance to TARA 1.0 and hence to ISO/SAE 21434 guided several
researchers in proposing security assessment methodologies which intend to address
CAV’s particularities. Our studies enabled the possibility of identifying the existing
methodologies limitations, more particularly in incorporating data privacy assessments,
in reflecting the SAE level throughout the risk analysis and in tackling the experts
knowledge involvement throughout the assessment process. Such findings guided the
proposal of TARA 2.0 as a potential methodology which addresses the predefined
limitations. However, as both technology and threats do not remain frozen on time,
even TARA 2.0 would require further improvements as foreseen in Section 8.4.

RQ6: To what extent TARA methodology can be adapted to the highly automation
properties of SAE L4 and L5 and the data privacy challenges?
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Answer: The present RQ was examined through Chapter 7. Our studies and
implementations showed that TARA is a powerful architecture-level analysis
methodology. However, to conduct it over L4 and L5 CAV’s architectures, a further
adaptation is required as demonstrated through TARA 2.0. Our findings emphasised
the criticality of modeling both privacy and cybersecurity threats whithin an ecosystem
characterised by extensive data exchanges. They highlighted the indispensable
inclusion of human controllabity factors through the incorporation of the SAE level in
the TARA process. Moreover, our research demonstrated how conducting a granular
assessment at the AP level differs significantly from a high-level analysis by damage
scenario. This granularity not only facilitates a comprehensive risk analysis but also
enables the elicitation of appropriate mitigation strategies, particularly within an
environment that is AI dominated, perceived by sensors and driven by a software.

8.2 Summary of scientific contributions

We synthesise the scientific artefacts of the present thesis as follows:

• Provide clarity on cybersecurity and data privacy threat vectors and serve as a
referential for researchers and CAV’s actors.

• Outline the mandatory obligations versus the nice to have guidelines from the
regulatory and standardisation perspectives as well as their pitfalls in addressing
the CAV security requirements.

• Increase the awareness on data privacy concerns related to the extensive data
exchange associated to every mile driven by a CAV and shed light on the PET
challenges.

• Map the existing SDOs efforts, including published legislation and WIP standards,
to the CAV’s layers and assets.

• Spotlight existing TARA methods, their consistency and limitations with regard
to L4 and L5 readiness.

• Define the path towards conducting an appropriate security assessment to the
CAV’s architecture based on TARA methodology.

• Propose an enhanced TARA which incorporates privacy threat modeling, an agile
impact rating, an expanded attack feasibility computation and an extended risk
matrix.

• Simplify the TARA process through a step-by-step guide for future replications.

• Bridge research and SDOs through sharing scientific findings within relevant EU
projects and WGs standards from ISO, ITU and Swiss Association for
Autonomous Mobility (SAAM).
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8.3 Limitations

Despite the advancements that this research work is providing, there is of course much
that we have not been able to cover within the PhD journey. On that note, the present
subsection outlines the primary constraints of this thesis.

8.3.1 Evolving technology and standards

The CAV’s technology is promptly advancing with sensors, AI and V2X evolution and
upgrades. Concurrently, the attack vectors and mitigation strategies also expand with
such advancements. Thereupon, what may serve as an effective countermeasure today
can rapidly become limited or inadequate as attackers refine their methods respectively.
For instance, a risk that is assessed to be low today with the current technology setup and
mitigation strategies, may escalate to high with the evolved attackers capabilities. On
that note, our thesis findings reflect the attack surfaces and risk analysis on the assessed
vehicle configuration at the time of the elaboration of our experiments. However, given
the dynamic nature of CAV technologies and threats landscape, these findings require
iterative updates to remain relevant and effective.

Similarly, the regulation and standardisation efforts attempt to keep pace with the
technologies advancements but at a different rate. What constitutes an efficient standard
today, may become outdated very shortly. It is noteworthy to acknowledge the
tremendous SDOs efforts in issuing new legislation, amendments and updates to cope
with the rapid evolving cybersecurity and data privacy concerns. However, given the
development stages involved in each regulation or standard, several years are counted
from initiation to adoption [202]. For instance, in the ISO process, a rapid standard
publication takes two to three years in the best case, and up to seven years under less
optimal circumstances. The ISO standard development stages consist of [239]: (i) new
proposal (NP) (ii) working draft (WD) (iii) committee draft (CD) (iv) draft
international standard (DIS) (v) final draft international standard (FDIS)
(vi) publication Each stage involves several review sessions, commenting and balloting
by relevant technical committees and member countries which have a direct impact on
the overall duration of the standard development. While the DIS is limited to 12 weeks,
and the FDIS to eight weeks, each of the other stages length is not fixed and depend on
the time required to reach consensus among the involved members [239]. Additionally,
collaboration with external WGs, like IEC and SAE, can add more delays and
contribute to the overall timeline of the standard development. Hence, through the
standard development life-cycle, several changes may occur to the standard scope,
guidelines or even relevance. Consequently, the changes on the SDOs publications
leads to a notable limitation of the SCM proposed in the present thesis. Albeit, two
iterations were provided through an initial publication [39] and a second one [38],
further recurrent updates should apply to address new changes.

8.3.2 Confidential systems’ architectures

Due to the CAV’s market rivalry and race towards mature technologies, system
architectures remain a sensitive topic that every OEM would keep confidential. Albeit
the partnership through EU projects helped in having close discussions with experts on
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real systems flows, we were constrained to generalise the assessed systems during the
articles publication process. The generalisation was achieved by omitting undisclosed
components, assets or data flows. While such adjustment impacts the assessment
granularity, it respects the confidentiality clauses with the project partners.

On the same note, the alignment to the partners clauses applied also while
conducting attack simulations and penetration tests. Any physical access to the vehicle
on-board computer as well as any publication revealing cybersecurity vulnerabilities,
required formal approvals from the OEM’s top management. As a countermeasure,
only remote attacks were simulated with respect to the OEMs security procedures and
approvals.

8.4 Future work

In the course of this thesis, several future works were raised in the initial articles and
have been either partially or fully tackled through the consecutive publications. To
illustrate, the envisioned efforts on privacy-preserving techniques, initially outlined as
future work in Article I (Chapter 2), were realised through the findings presented in
Article II (Chapter 3). Similarly, enhancements to TARA, initially proposed as future
work in Article IV (Chapter 5) and Article V (Chapter 6), were successfully achieved in
Article VI (Chapter 7). However, additional efforts are planned in the near future to
address further challenges.

8.4.1 Towards a proactive and automated TARA

After the accomplishment of TARA 2.0, our aim is to further advance our model into a
more automated and proactive framework. To reduce the manual efforts required from
the experts in the TARA process and increase its results objectivity, it is planned to
integrate a comprehensive tool-assisted threat modeling incorporating both STRIDE
and automated LINDDUN along with synthesised threat scenarios. Additionally, the
integration of automated risk assessment tools will expedite risk calculation, saving
time and effort. This integration will significantly reduce the manual efforts required
from experts, leading to more consistent results. Furthermore, we intend to incorporate
continuous risk monitoring tools into the TARA 2.0 process allowing for proactive risk
mitigation strategies to be implemented before the attack occurrence.

8.4.2 TARA generalisation to other CPS systems

While the present thesis proposes TARA 2.0 as an improved and a customised TARA
for L4 & L5 CAVs, we intend to generalise it to any CPS. Although, TARA has been
promoted by ISO/SAE 21434 as an automotive evaluation methodology, TARA can be
used in any CPS where physical and software components interact [396].
Consequently, and as a part of our future work, we aim to generalise TARA 2.0 to fit
different environments. Such generalisation focuses on offering a customisable
interface for attack feasibility parameters. For instance, in TARA 2.0, the SAE Lx has
been used to reflect the automation level which makes the TARA specific to CAVs. In a
generalised TARA, such parameter will be substituted by the DS factor which will
reflect a particularity of the assessed domain. For instance, in agricultural systems, the
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DS parameter can be a crop-related factor, while in healthcare systems, it may represent
a medical parameter. This approach enables a flexible and customisable application of
TARA 2.0 across various cyber-physical domains.

8.4.3 Further attack simulations

From the attacks simulations perspectives, it is planned to conduct further penetration
tests, in different modes, and targeting various CAV’s components. Considering the
ongoing collaborations with the SAAM association bridging academic partners to
industrial parties, grey- or white-box attack simulations, with access to the onboard
computer, can become tangible. In such attack simulation mode, the access to the
vehicle logs will become possible allowing a deep understanding of the vehicle
behaviour upon an attack as well as the resilience of the mitigation techniques in place.
The reporting of such pentests is aimed to take the form of CVEs reports with a
mapping to known vulnerabilities from the National Vulnerability Database (NVD)
database [343] and patching recommendations.

8.4.4 SAE automation levels granularity

As a fundamental input to the present thesis, the SAE levels definition guided the overall
progress of our scientfic findings. The actual six levels provide valuable foundations for
assimilating the driver and the ADS capabilities in each level. However, the SAE levels
require further refinement to capture more granular distinctions in the CAV capabilities.
While Article VI (Chapter 7) points out to L4* and L4** mirroring the status of the fall-
back operator to be remote or inside the vehicle, we believe that additional distinctions
are applicable to infer L4 and L5 sub-levels. The incorporation of other factors capturing
finer environmental conditions (like resistance to extreme temperatures), traffic density
(as per mixed driving in city centers, or light weighted traffic in suburbs) and CAV setup
(like speed limitation to <20km/h), could fine-tune and help to adapt the SAE levels to
real-world driving scenarios. To that end, it is planned to provide a review on enhancing
SAE granularity to better guide the CAV’s development and deployment.

8.4.5 European regulations

From a regulatory standpoint, it is intended to conduct a study evaluating the relevance
of the recent EU acts to L4 & L5 CAVs. For instance, the new data act [151], effective
from January 2024, introduces data sovereignty clauses granting enhanced rights to
data subjects to access produced data. Further more, the CRA [144], also entering into
force in 2024, complements the NIS2 directive and aims to increase the end-users’
awareness of cybersecure services and devices. As IoT systems fall into the scope of
these new regulations, further investigations are needed to understand their implications
on CAV’s stakeholders, their obligations regarding open systems, and the required
security measures to grant such openness.
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8.5 Conclusion

This thesis delves into cybersecurity, data privacy as well as regulations and standards
challenges associated to the CAV’s deployment. It presents the current state-of-the art
of these three pillars laying the groundwork in understanding the existing threat vectors,
mitigation strategies and the standards limitations as theoretical foundations of the
entire thesis. The consolidated insights led to the importance of conducting
cybersecurity and data privacy assessments based on standardised methodologies to
reach a resilient environment.

Among the assessment methodologies examined, TARA emerges as the most suitable
framework. However, even prominent methodologies like TARA from ISO/SAE 21434
exhibit limitations in addressing L4 and L5 properties, as showcased by analytics and
experimental studies. These findings motivated the proposal and the establishment of
an enhanced framework which puts privacy at the forefront, incorporates the SAE level,
and quantifies the experts subjectivity. The conceptualisation and implementation of the
proposed framework was validated through a PoC supporting its feasibility. Additionally,
our solution is presented with a comprehensive step-by-step demonstration, simplifying
the process workflow for future replication.

Despite confidentiality clauses in OEMs agreements limiting publication or access
to full CAV architectures, our implementations ensured granular analysis of the ADS as a
common asset in all CAV’s systems to preserve the agreements with the OEM partners.
Besides, it is noteworthy to mention that our work extends beyond the presentation of
this thesis. It is intended to turn the enhanced TARA into more automated framework
with the conversion of the experts dependent steps into tools-based. This future direction
aligns with plans for further attack simulations, facilitating proactive TARA testing and
refinement.
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Relevance

This poster reflects the efforts related to the article presented in Chapter 4. The content
was debated with the TRA’22 experts through a presentation and a poster.
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Relevance

This poster reflects the preliminary results related to the enhanced TARA 2.0. The
content was presented within the Workshop on Automotive Cybersecurity (ACSW)
workshop that took place in conjunction with IEEE EuroS&P in July 2023 in Delft,
Netherlands. The findings were discussed with several automotive experts whose
feedback was considered while elaborating the article from Chapter 7.
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methodology related to the article from Chapter 7.
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