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Abstract 

The poor quality of user-generated con-

tent (UGC) found in forums hinders both 

readability and machine-translatability. 

To improve these two aspects, we have 

developed human- and machine-oriented 

pre-editing rules, which correct or refor-

mulate this content. In this paper we pre-

sent the results of a study which investi-

gates whether pre-editing rules that im-

prove the quality of statistical machine 

translation (SMT) output also have a pos-

itive impact on post-editing productivity. 

For this study, pre-editing rules were ap-

plied to a set of French sentences extract-

ed from a technical forum. After SMT, 

the post-editing temporal effort and final 

quality are compared for translations of 

the raw source and its pre-edited version. 

Results obtained suggest that pre-editing 

speeds up post-editing and that the com-

bination of the two processes is worthy of 

further investigation. 

1 Introduction and Background 

User-generated content (UGC) such as can be 

found on forums, blogs and social networks is 

increasingly used by the online community to 

share technical information or to exchange prob-

lems and solutions to technical issues. Since the 

users contributing to the content are mainly do-

main specialists but not professional writers, the 

text quality cannot be compared with usual pub-

lishable content. In the context of a forum, where 

the focus is on solving problems, linguistic accu-

racy is often not a priority. Spelling, grammar 

and punctuation conventions are not always re-

spected (cf. Figure 1). The language used is clos-

er to spoken language, using informal syntax, 

colloquial vocabulary, abbreviations and tech-

nical terms (Jiang et al, 2012; Roturier and 

Bensadoun, 2011). Correcting or reformulating 

UGC is therefore not only interesting to improve 

readability, but also needed to improve machine-

translatability. 

 

 

Figure 1. Example from a forum post showing 

errors (agreement, word confusions) and word 

usage (abbreviations) typical for technical UGC 

The work presented in this paper is part of the 

Automated Community Content Editing PorTal 

(ACCEPT) research project and focusses on the 

relationship between pre-editing and post-editing. 

The ACCEPT project aims at improving Statisti-

cal Machine Translation (SMT) of community 

content by investigating minimally-intrusive pre-

editing techniques, SMT improvement methods 

and post-editing strategies. Within this project, 

the forums used are those of Symantec, one of 

the partners in the project. Pre-edition is carried 

out through the Acrolinx IQ engine and transla-

tion is done with a phrase-based Moses system.  

Although several studies have explored the 

potential of MT of forum and user-generated 

content (Carrera et al, 2009; Roturier and 

Bensadoun, 2011; Jiang et al, 2012), few of them 

have looked into the role of pre- and post-editing 

as MT complementary modules (Aikawa et al, 

2007).  

In previous work (Gerlach et al., 2013), we 

have shown that it is possible to develop pre-

editing rules that significantly improve MT out-

put quality, where improvement was assessed 

through comparative evaluation. In this paper we 

intend to investigate whether pre-editing rules 

that have a positive impact on the raw SMT out-
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put also have an impact on post-editing temporal 

effort, which is generally considered one of the 

most important factors in post-editing evalua-

tions (Krings, 2001). It could be that even though 

the quality of raw MT output is improved, this 

does not facilitate the post-editor’s task. We will 

also compare the time required for pre-editing 

and post-editing tasks and investigate whether 

time can be gained by combining both activities. 

Furthermore, we will analyse the final translation 

quality and look at the satisfaction of the post-

editors. 

Our aim in this study is twofold, namely: 1) 

ascertain whether pre-editing rules that improve 

MT can reduce post-editing effort, and 2) con-

firm that comparative human evaluation is a val-

id method to evaluate and select such rules, thus 

justifying the use of this evaluation method for 

the ACCEPT project. 

In the next sections (2 and 3), we briefly de-

scribe the pre-editing approach used in the AC-

CEPT project. In section 3 we describe the ex-

perimental setup and the methodology followed. 

The data obtained for each experiment is ana-

lysed in section 4. Conclusions and future work 

are presented in section 5. 

2 Pre-edition in ACCEPT 

In ACCEPT, pre-edition is carried out through 

the Acrolinx IQ engine, which supports spelling, 

grammar, style and terminology checking 

(Bredenkamp et al, 2000). This rule-based engine 

follows a phenomena-oriented approach to 

language checking, using a combination of NLP 

components such as a morphological analyser 

and a POS tagger to obtain linguistic annotations 

which can be used to define complex linguistic 

objects. These are then used in declarative rules 

written in a formalism similar to regular 

expressions that marks phenomena that should be 

pre-edited. Rules can also include correction 

suggestions, making the pre-editing process 

semi-automatic, where users only have to accept 

suggestions provided by the system. 

The Symantec community will have access to 

the Acrolinx engine through a browser plugin, 

allowing the users to check their text and apply 

the rules directly in the browser window when 

writing a forum post (Accept Deliverable D5.2, 

2013). The interface of the pre-editing plugin is 

shown in Figure 2. 

 

Figure 2. ACCEPT pre-editing plugin. Example 

of a rule which detects incorrect verb forms. 

2.1 Pre-editing rules 

During the first period of the project, a stable set 

of rules with significant positive impact was de-

veloped from scratch for French technical UGC. 

The rules focus mainly on four phenomena, 

which were proven troublesome for SMT: word 

confusion (due to homophones), informal and 

familiar French, punctuation, and structural di-

vergences between French and English. The 

main criteria for their definition have been preci-

sion and impact on translation into English. Im-

pact on translation has been assessed through 

human comparative evaluation, performed by 

advanced translation students as well as Amazon 

Mechanical Turk judges (Gerlach et al., 2013). 

The rules are grouped into three sets. Besides 

the obvious separation of rules for humans and 

rules for the machine (Hujisen, 1998), they are 

grouped according to the pre-editing effort they 

require. Indeed, considering the end-users of the 

rules, namely forum users who might not be in-

clined to invest much time in pre-edition, we in-

tended to offer several pre-editing options that 

would require different amount of involvement. 

 Some of the rules treat unambiguous cases 

and have unique suggestions. These are therefore 

grouped in a set (Set 1) which can be applied 

automatically with no human intervention. This 

contains rules for homophones, word confusion, 

tense confusion, elision and punctuation. Exam-

ples are shown in Table 1. 



 

 Raw Pre-edited 

Source 
oups j'ai oublié , j'ai 

sa aussi. 

oups j'ai oublié, j'ai ça 

aussi. 

SMT 

output 

Oops I forgot, I have 

its also. 

I have forgotten, I 

have this too. 

Source 

avez vous des expli-

cations ou astuces 

pour que cela fonc-

tionne? 

Avez-vous des expli-

cations ou astuces 

pour que cela fonc-

tionne? 

SMT 

output 

Have you explana-

tions or tips for it to 

work? 

Do you have any ex-

planations or tips for 

it to work? 

Table 1. Examples for rule set 1 

The remainder of the rules for humans have ei-

ther multiple suggestions or no suggestions, thus 

requiring human intervention. These are grouped 

in a second set (Set 2), which contains rules for 

agreement (subject-verb, noun phrase, verb form) 

and style (cleft sentences, direct questions, use of 

present participle, incomplete negation, abbrevia-

tions), mainly for correcting informal/familiar 

language. An example is shown in Table 2. 
 

 Raw Pre-edited 

Source 
Tu as lu le tuto sur le 

forum? 

As-tu lu le tutoriel 

sur le forum? 

SMT 

output 

You have read the 

Tuto on the forum? 

Have you read the 

tutorial on the forum? 

Table 2. Example for rule set 2 

Finally, a third set (Set 3) contains the rules 

for the machine that should not be visible to end-

users. The rules in this set modify word order 

and frequent badly translated words or expres-

sions to produce variants better suited to MT. 

One important rule converts the informal second 

person (Tu as compilé?) into its formal corre-

spondent (Vous avez compilé?), more frequent in 

the training data (Rayner et al, 2012). Another 

rule deals with French clitics that are easily con-

fused with definite articles, replacing them with 

less ambiguous structures. Examples are shown 

in Table 3. 

 

 Raw Pre-edited 

Source 

J'ai apporté une modi-

fication dans le titre 

de ton sujet. 

J'ai apporté une modi-

fication dans le titre 

de votre sujet 

SMT 

output 

I have made a change 

in the title of tone 

subject 

I have made a change 

in the title of your 

issue 

Source 

Il est recommandé de 

la tester sur une ma-

chine dédiée. 

Il est recommandé de 

tester ça sur une ma-

chine dédiée. 

SMT 

output 

It is recommended to 

the test on a dedicated 

machine. 

It is recommended to 

test it on a dedicated 

machine. 

Table 3. Example for rule set 3 

In the rest of the paper we describe the exper-

imental setup with the different tasks, the evalua-

tion methodology and the results obtained. 

3 Experiment Setup and  Methodology 

3.1 Corpus 

The data used for this study is extracted from the 

French Symantec forums, where users discuss 

technical problems with anti-virus and other se-

curity software. 

In order to create a representative corpus, we 

selected 684 sentences from the data provided by 

Symantec, based on bigram frequency, keeping 

the same proportion of sentences of each length. 

Sentence lengths range from 6 to 35 words. As a 

result of this selection process, all sentences were 

out of context. 

Due to the characteristics of UGC, the seg-

mentation of forum data into sentences is not 

always straightforward. Consequently, some of 

the automatically extracted sentences are in fact 

only fragments of the sentences as intended by 

their authors and can be difficult to understand 

out of context. We chose not to remove these at 

this stage, as we did not want to alter the data. 

3.2 Participants 

For both the pre-editing and post-editing tasks, 

we recruited translation students in the second 

year of the MA program at the Faculty of Trans-

lation and Interpreting (FTI) of the University of 

Geneva. For the pre-editing task, we recruited a 

native French speaker. For the post-editing task, 

we recruited three native English speakers who 

had French as a working language. None of the 

participants had any specific technical 

knowledge. 



3.3 Pre-editing Task 

The pre-editing task was divided in three steps. 

First, we applied the rules from Set 1 automati-

cally, using Acrolinx’s AutoApply Client, which 

replaces each flag (marked phenomena) with the 

first suggestion available. Since the precision of 

the rules is not perfect, this step can induce mi-

nor deterioration of some sentences, which we 

did not correct. In a second step, we had the 

French translator manually apply the rules from 

Set 2 using Acrolinx’s MSWord plugin. This 

plugin marks all incorrect words in colour, pro-

vides information about the error in a contextual 

menu and, if suggestions are available, allows the 

user to select a correction from a list. The trans-

lator also corrected spelling errors flagged by the 

Acrolinx spelling module. The pre-editor was 

asked to treat all correct flags. During this pro-

cess, we logged the keystrokes, mouse clicks and 

time. In a third step, we applied Set 3 automati-

cally, using the same method as for Set 1. 456 of 

the original 684 sentences were affected by pre-

editing, i.e. had one or more changes. The flags 

reported at each step are summarized in Table 4. 

 

Set grammar, 

punctuation 

style, reformu-

lations 

spelling 

1 87 7 - 

2 74 115 362 

3 - 191 - 

total 161 313 362 

Table 4. Flags for each step 

3.4 Translation and Data Selection 

The 456 sentences affected by pre-edition were 

then translated into English using the project's 

baseline system, a phrase-based Moses system, 

trained on translation memory data supplied by 

Symantec, europarl and news-commentary (Ac-

cept Deliverable D4.1, 2012). 

For 319 sentences, the translation of the pre-

edited version was different from that of the raw 

version. 

In order to retain only those sentences where 

pre-edition had a positive impact on MT output, 

the translation results (319) were submitted to a 

comparative evaluation, on the same principle as 

what was done in previous works (Gerlach et al, 

2013). This evaluation was performed by three 

bilingual judges, using a five-point scale {raw 

better, raw slightly better, about equal, pre-edited 

slightly better, pre-edited better}. The "better" 

and "slightly better" judgments for each category 

(raw and pre-edited) were regrouped and the ma-

jority judgement for each sentence pair was cal-

culated. The results of the comparative evalua-

tions are shown in Table 5. When considering the 

majority judgements, the pre-editing rules have a 

significant positive impact on translation quality. 

In 65% of cases, translation was improved, while 

degradation was only observed in 11% of cases. 

For this specific work, we only considered unan-

imous judgements. Only those sentences where 

all three judges considered that pre-editing had 

had a positive impact on the translation were re-

tained for the post-editing task. This selection 

had the additional benefit of removing problem-

atic sentences, as we had noticed that judges of-

ten fail to reach a unanimous judgement when 

the presented sentences are difficult to under-

stand, due to bad segmentation or very poor lan-

guage quality. This final selection resulted in a 

set of 158 sentences, which added up to 2524 

words.  
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Majority judgements 

319 
34 

(11%) 

63 

(20%) 

209 

(65%) 

13 

(4%) 
<0.0001 

Unanimous judgements 

193 
11 

(6%) 

24 

(12%) 
158 

(82%) 
- <0.0001 

Table 5. Comparative evaluation 

3.5 Post-editing Task 

The resulting set of 158 sentences was used to 

investigate bilingual post-editing productivity as 

well as the impact of pre-edition on the quality of 

the final output after post-editing. Translators 

were asked to post-edit the machine translation 

output both of the raw source and of its pre-

edited counterpart. This added up to a total of 

316 sentences, which were randomly distributed 

in 71 sets of 20 pairs each.  

The post-editing task was performed using the 

project’s post-editing portal (http://www.accept-

portal.eu, Accept Deliverable D5.2, 2013; cf. 

Figure 3). The portal logs editing time as well as 



keystrokes for each source-target pair. This data 

can be exported in XLIFF format. 

 

 

 
Post-editors were presented with a source-target 

pair, where the target was the machine transla-

tion of either the raw or the pre-edited sentence. 

Post-editing guidelines and a glossary for the 

domain covered by the data were provided. Post-

editors were asked to render a grammatically 

correct target sentence, which should convey the 

same meaning as the original, while using as 

much of the raw MT output as possible. Termi-

nology and style were not given priority. No time 

limit was given and all participants were paid. 

At the end of the task, the participants were 

asked to complete a short questionnaire, which 

was designed to gather information about the 

post-editors’ profile, their previous experience 

with MT and post-editing, and their feelings to-

wards it. 

In this experimental setup, post-editors pro-

cessed each sentence twice: once the translation 

of the raw source and once the translation of its 

pre-edited counterpart. As the sentences were 

presented in a random order, in some cases the 

translation of the raw source was treated before 

that of the pre-edited source and vice-versa. It is 

logical to expect the post-editor to spend more 

time reading and post-editing the first instance of 

a pair of sentences. When the second instance 

appears, the post-editor has at least already read 

and processed the meaning of the source and thus 

will probably spend less time in post-editing. 

Since the order randomisation of our data pro-

duced an unfair distribution (69 pre-edited first 

vs 89 raw first), we chose to remove 20 sentenc-

es where the translation of the raw source had 

been processed in the first place, in order to bal-

ance the impact of processing order. 

The quality of the final translations was evalu-

ated using the LISA QA Model. The errors in all 

276 sentences for each of the three post-editors 

were annotated by two bilingual persons, whose 

annotations were then put in common and dis-

cussed to resolve ambiguities and disagreements. 

In the next section, we will present the results 

for all tasks. 

4 Results 

4.1 Pre-editing Effort 

The pre-editor spent 53 minutes processing the 

entire corpus (684 sentences) using the MSWord 

Plugin, making 334 keystrokes, 576 left-clicks 

and 542 right-clicks. This process changed 567 

tokens in the corpus and affected 456 sentences 

(cf. Table 6). 

The pre-editor found the rules straightforward 

to apply and the pre-editing process globally 

quite easy, except for some terminology issues 

related to the unfamiliar domain. 

 

Pre-editing task : 456 sentences 

Total time (mins) 53 

Total keys 334 

Total mouse-clicks 1118 

Table 6. Pre-editing effort 

4.2 Post-editing Effort 

The post-editing effort in terms of time and key-

strokes is clearly lower for the translations of 

pre-edited sentences. While the post-editing 

speed differs strongly among post-editors, the 

relative time gain is very similar for all three. On 

average, the total post-editing time for all 138 

sentences is reduced by 47%  with sd=4%. The 

one-tailed t-test shows that the difference is high-

ly significant for all three post-editors (p<0.0025, 

t=4.581/3.094/3.635). The results for the three 

post-editors are shown in Table 7. 

  

Figure 3. Post-editing Portal Interface 



Post-editing task : 2*138 sentences (2*2194 words) 

 PE 1 PE 2 PE 3 

 Raw Pre-

edited Raw Pre-

edited Raw Pre-

edited 

Total time 

(mins) 53 29 98 56 109 54 

Total keys 3492 1763 3907 2181 5579 3263 

Processing 

speed 

(w/mins) 
41 76 22 39 20 40 

Table 7. Pre- and post-editing effort 

Table 8 shows an example of a sentence be-

fore and after pre-editing, with its corresponding 

MT output and the post-editing times for each 

post-editor (in seconds). 
 

 Raw Pre-edited 

Source 

quelqu'un a t'il déjà 

rencontré se pro-

blème?..... 

quelqu'un a-t-il 

déjà rencontré ce 

problème?..... 

SMT output 

Someone has it al-

ready you encoun-

tered is problem?..... 

Has anyone had 

this problem?..... 

Post-editing 

time 

(PE1/PE2/P

E3) 

7.7s/14.2s/16.1s 5.1s/0s/6.5s 

Table 8.  Examples of MT output with corre-

sponding post-editing time 

The histogram in Figure 4 illustrates the re-

sults presented in table 7. It. represents the fre-

quency distribution of time gain percentages 

from raw to pre-edited for each of the post-

editors, which were calculated per sentence, in 

relation to the time used to post-edit MT output 

of the raw sentence. The data range is distributed 

into “bins” of equal size on the x axis and the 

frequency within each bin is shown vertically on 

the y axis. 25 outliers
1
 were removed. 

Although the post-editing time for the pre-

edited sentence is not always lower than the time 

for the raw sentence, we observe that the cases 

where pre-editing reduces the post-editing time 

are more frequent. 312 of 389 sentences are plot-

ted on the right-hand side of the histogram. 

 

                                                 
1
 We apply one of the common definitions of outliers 

using the interquartile range (IQR): lower than the 1
st
 

quartile minus 1.5*IQR or greater than the 3
rd

 quartile 

plus 1.5*IQR. 

 

Figure 4. Distribution of relative time gained for 

each post-editor 

While the absolute pre- and post-editing times 

may not be directly comparable, due to the dif-

ferent number of sentences processed and to the 

possibly artificially low post-editing times 

caused by the double processing mentioned in 

section 3.5, it remains interesting to combine 

these times. As not all pre-edited sentences have 

been post-edited, we have estimated the pre-

edition time for the effectively post-edited sen-

tences proportionally to the number of sentences, 

based on the data shown in Table 6, resulting in 

an approximate pre-editing time of 16 minutes 

for 138 sentences.  

We observe that, for our set of sentences 

where pre-editing had a positive impact on MT 

output, the post-editing time gained by using a 

pre-edited source (respectively 24/42/55 minutes 

for each of the post-editors, cf. Table 7) out-

weighs the time invested in the pre-editing pro-

cess itself. Combined results are shown in Table 

9. Furthermore, it can be argued that for an equal 

time investment, the pre-editing effort is “cheap-

er” than the post-editing effort, as 1) it is a mono-

lingual process, thus requiring less qualification 

from the user, and 2) it is semi-automatic, as 

most of the rules have suggestions and can be 

applied by selecting an item in a list. 
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Combined time for 138 sentences (mins) 

 
PE1 PE2 PE3 

 
Raw 

Pre-

edited 
Raw 

Pre-

edited 
Raw 

Pre-

edited 

Pre-editing - 16 - 16 - 16 
Post-

editing 
53 29 98 56 109 54 

Total 53 45 98 72 109 70 

Table 9. Combined pre- and post-editing times 

As another indicator of post-editing effort in 

terms of number of edit operations, we computed 

the Translation Error Rate (TER) (Snover et al., 

2006) for each of the two MT outputs (raw and 

pre-edited) using the three corresponding post-

edited versions as reference. The case sensitive 

TER score for the translation of the raw source is 

20.17, the score for the translation of the pre-

edited source is 10.76, indicating a lower number 

of edits for the pre-edited version. 

4.3 Quality Evaluation 

On the whole, pre-edition seems to slightly re-

duce the number of errors in the final output, but 

the number of errors is insufficient to determine 

whether the difference is significant (cf. Table 

10). A similar number of errors was found for all 

three post-editors in both versions, although far 

less time was spent post-editing the pre-edited 

version. We can therefore assume that the in-

crease in processing speed does not entail an in-

crease in the number of errors. 

 

Total errors 

 Raw Pre-edited Reduction 

PE 1 44 37 7 

PE 2 28 29 -1 

PE 3 41 35 6 

Table 10. Error counts for each post-editor 

A closer examination of the individual anno-

tated errors does not indicate a clear relation be-

tween the errors and the output that was post-

edited (MT of raw sentence or MT of pre-edited 

sentence). However, we have observed that there 

are proportionally more sentences with errors 

among those with longer edit distances (Le-

venshtein) between the raw MT output and the 

post-edited version. This supports the assumption 

that post-editors will make fewer errors when 

presented with a relatively clean MT output 

needing only few edits (rather than an output that 

requires heavy reformulation and corrections at 

many places). While our data is insufficient to 

quantify this claim, this observation suggests that 

pre-editing can also have a positive impact on 

final post-edited translation quality. 

Table 11 shows the error counts by category, 

averaged over the three post-editors. Mistransla-

tions are the most frequent type of error, which 

was to be expected considering that 1) the sen-

tences were out of context and sometimes badly 

segmented,  making them difficult to understand, 

2) the post-editors were not familiar with the 

domain, 3) the post-editors, not being native 

French speakers, might have had difficulties un-

derstanding the colloquial French used on the 

forums. The only category where we observe no 

improvement is terminology, but the number of 

errors is too small to be significant. The most 

important reduction can be observed for lan-

guage errors, which include spelling, punctuation, 

grammar and semantics. 

 

Final Quality Evaluation (LISA QA) 

Average per 

category 
Raw 

Pre-

edited 

% error 

reduction 

Mistranslation 17.3 16.7 -4% 

Accuracy 6.0 5.7 -6% 

Terminology 1.3 2.3 75% 

Language 9.7 6.0 -38% 

Style 3.3 3.0 -10% 

TOTAL 37.7 33.7 -11% 

Table 11. Average error counts by error category 

Most of the errors observed in our data can be 

attributed to typos, lack of attention and hesita-

tion to seriously reformulate the MT output, 

which can at least partially be explained by the 

participants profiles and insights described in the 

next section.  

4.4 Questionnaire. Insights from partici-

pants. 

After the post-editing task, we asked partici-

pants to complete an anonymous questionnaire to 

establish their profiles and gather their insights 

about the post-editing task. This questionnaire 

was based on the questionnaire used in another 

experiment performed at FTI, also involving 

translation students, texts from the same forum 

and the same MT system (Morado Vázquez et al., 

2013), where globally feedback was very posi-

tive. From the analysis of the answers provided, 



we gathered the following information. All par-

ticipants claimed to translate about 250 words 

per hour on an average 8-hour day of work, but 

had little experience as professional translators 

(only one claimed to have been working as a 

freelance for 2 years) and had hardly ever post-

edited MT-output before. As for CAT tools, one 

only uses them when required to do so and the 

other two have tried them but do not use them on 

a daily basis.  

Participants were not familiar with the topic or 

with Symantec products. Two found the task dif-

ficult from a terminology point of view and one 

indicated she had mainly experienced linguistic-

related doubts. 

More interestingly, when asked about the 

helpfulness of MT proposals to produce a final 

translation, two seemed sceptical (they respond-

ed 3 on a 6-point scale, where 6 stood for “Not at 

all, I would have preferred working from 

scratch”) and the third was negative (she re-

sponded 5). Nonetheless, we observed that their 

attitude towards post-editing itself was quite pos-

itive: they considered that post-editing was “def-

initely needed […] and can help a lot” (PE1) and 

“useful” (PE2), except for the third participant, 

who found post-editing harder than translating 

from scratch. Despite this, they all agreed in say-

ing that if more context was provided and if they 

mastered the domain or topic of the texts, they 

would find post-editing machine translations 

more useful and interesting.  

5  Conclusion and Future Work 

We have observed that pre-editing rules that 

have a significant positive impact on translation 

output also have a significant positive impact on 

post-editing time, reducing it almost by half. The 

combination of pre-editing and post-editing to 

process user-generated content seems promising, 

as easy monolingual pre-editing effort effectively 

reduces the more tedious bilingual post-editing 

effort. Based on the fact that a translation judged 

as being better is also faster to post-edit, we con-

clude that comparative evaluation is a valid 

method to select pre-editing rules for a workflow 

such as envisaged in the ACCEPT project. We 

plan to extend our investigations to examine 

whether pre-editing that does not directly im-

prove translation quality also has an impact on 

post-editing effort.  

While pre-editing does not significantly im-

prove the quality of the final post-edited transla-

tions, there is no loss of quality linked to the time 

gain. The most frequent errors in the final trans-

lations are mistranslations. While the bad seg-

mentation and lack of context are probably re-

sponsible for many of these, we suspect that the 

lack of experience and insufficient domain 

knowledge of the MA students have also influ-

enced the results. In order to refine these results, 

we plan to perform in-context tests, processing 

entire forum posts, using both professional trans-

lators and savvy real users. This would give us 

more information about the causes of the mis-

translations and might point to phenomena that 

could be corrected by pre-editing. 

Finally, regarding the pre-editing task, we 

would like to see how pre-editors apply the rules, 

i.e. if, in non-controlled circumstances, they will 

apply all rules systematically or choose only 

those they consider useful. 
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